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1

1
Introduction: Molecular Electronics and Molecular Wires
Ferdinand C. Grozema and Laurens D. A. Siebbeles

1.1
Introduction

According to the predictions of Gordon Moore in 1965, the number of transistors
per square centimeter of silicon doubles every 18 months [1]. This requires that
the size of transistors and the interconnecting wires between them decrease at the
same rate. Up until now, this miniaturization has been realized by improvements
in photolithographic techniques. These techniques will reach their fundamental
limit in the near future, as the dimensions of the components drop below tens of
nanometers. Therefore, it is of considerable practical and fundamental interest to
study the smallest components that are likely to be functional, that is, components
consisting of single molecules or groups of molecules.

Already in 1959 the eminent physicist Richard Feynman discussed the possibili-
ties of devices of extremely small dimensions in his lecture entitled ‘‘There’s plenty
of room at the bottom’’ [2]:

I don’t know how to do this on a small scale in a practical way, but I do
know that computing machines are very large; they fill rooms. Why can’t
we make them very small, make them of little wires, little elements – and
by little I mean little. For instance, the wires should be 10 or 100 atoms
in diameter, and the circuits should be a few thousand angstroms across.
[. . .] There is plenty of room to make them smaller. There is nothing that
I can see in the laws of physics that says the computer elements cannot be
made enormously smaller than they are now.

In 1959, Feynman and the rest of the world did not know how to manipulate
electronic components on a molecular scale; however, more than 30 years after
that, in the 1990s several breakthroughs were achieved and now, 50 years later,
a large community of scientists is working on the use of single molecules as
electronic components. Among the pioneers in single-molecule conduction
studies were Gimzewski and Joachim who measured the electrical conductance
of a single fullerene C60 molecule [3]. Other seminal experimental advances
were the measurement of the electrical resistance of a single benzenedithiol
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2 1 Introduction: Molecular Electronics and Molecular Wires

bonded between two Au electrodes by the group of Reed et al. [4] and the
experimental demonstration of single-molecule rectification in an Aviram–Ratner
type molecule by Metzger and coworkers [5]. Since the 1990s, a lot of progress
has been made, both in the practical problem of manipulating single molecules
and doing measurements on them and in the fundamental understanding of the
electrical processes on this small scale. As a result of this research, a variety of
single-molecule electronic components have been proposed and demonstrated.

A field, that is, very much related to molecular electronics, and has inspired it
to some extent, is that of electron transfer in donor–acceptor systems. This area
of science started long before the first ideas of using molecules in electronics
with the work of Mulliken in the late 1940s, from which the theory of binding
and charge transfer spectra emerged [6]. A theory for electron transfer with a
classical description of nuclear degrees of freedom was developed in the 1950s
by Marcus [7–9] and later extended by Hush [10, 11]. Jortner and others later
extended this theory by including a quantum mechanical description of the
nuclear degrees of freedom [12, 13]. These theoretical predictions were confirmed
experimentally over the following decades by (among many others) Verhoeven [14,
15], Paddon-Row [16, 17], and Miller [18, 19]. Most of the initial groundbreaking
experiments were done for donor–bridge–acceptor systems in which the bridge
consisted of a nonconjugated rigid spacer, most notably the norbornyl derivatives.
These donor–bridge–acceptor molecules show strong resemblance to the initial
molecular diode proposed by Aviram and Ratner [20]. More recently the study of
electron transfer has been extended to conjugated bridges, with particular focus
on the properties of conjugated chains as molecular wires [21–27].

In this chapter, we will not give a thorough review of the enormous progress
that has been made in the field of single-molecule conductance. Excellent reviews
on molecular electronics are available for a deeper background [28–35]. We aim
to give an impression of some of the different molecular electronic components
and discuss the importance of molecular wires that should serve as interconnects
between these devices. We also discuss the different approaches that are used
for studying charge transport through molecular wires. These approaches, both
theoretically and experimentally, vary considerably between the fields of molecular
electronics where conductance measurements are most common, and electron
transfer where charge transfer is often determined by spectroscopic techniques. In
the following chapters in this book, these different methods are discussed in detail
and applied to actual systems.

1.2
Single-Molecule Devices

1.2.1
Molecular Rectifiers

The first concrete idea for an electronic component consisting of a single
molecule was the molecular rectifier described by Aviram and Ratner [20]. The
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Figure 1.1 Single-molecule transistors. (a) Aviram–Ratner
proposal for a single-molecule rectifier. (b) Molecular
rectifier realized by Metzger.

molecular rectifier that they considered consisted of an electron donating moiety,
tetrathiafulvalene, which was connected to an electron-accepting group, tetra-
cyanoquinodimethane, by an ‘‘insulating’’ σ -bonded spacer, see Figure 1.1(a). This
molecule can be considered as an analog of p–n junctions common to the design of
traditional solid-state rectifiers. Quantum chemical calculations suggested that this
molecule should indeed exhibit rectifying behavior. After this landmark proposal,
it took another 25 years until such behavior was experimentally confirmed for the
related donor–acceptor molecule shown in Figure 1.1(b) by Metzger et al. [5, 36, 37].

A more recent approach to realize a single-molecule rectifier, reported by the
group of Dekker [38], is more akin to its macroscopic equivalent. It consists of
single-walled nanotubes that can be either metallic or semiconducting depending
on their diameter and helicity. An intramolecular junction between a metallic and
a semiconducting nanotube section can be realized by introducing a pentagon and
a heptagon into the hexagonal carbon lattice. Electrical transport measurements
on a single carbon nanotube intramolecular metal–semiconductor junction have
been performed [38]. It was shown that the transport characteristics were strongly
asymmetric with respect to the bias polarity, thus exhibiting the behavior of a
rectifying diode. The disadvantage of using carbon nanotubes is that there is no
synthetic control over the construction of the molecules and the realization relies
on coincidence during the synthesis of carbon nanotubes.

1.2.2
Molecular Switches

The basic control element in electronic architecture is the switch, which allows
the control of current flow. Switches can be used in isolated form but can also be
connected in arrays of multiple switches to implement logic operations [39, 40].
One example of a switch on a molecular scale is the photochromic switch consisting
of a dithienylethene molecule; see Figure 1.2(a) [41]. The connection between the
thienyl rings can be opened or closed by illuminating with different wavelengths
of light. In the open form, the thienylene rings are not connected and, therefore,
the conjugation across the molecule is broken. If the molecule is illuminated with
ultra-violet (UV) light, the closed form is obtained. The molecule can be switched
back to its open form by irradiation with visible light. Such a light switchable
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molecule can be used as a memory element, using the open and closed form as
‘‘on’’ and ‘‘off ’’ bits. The photochromic switch can also, in principle, be used for
switching currents ‘‘on’’ or ‘‘off ’’ on a molecular level when it is incorporated
into a molecular wire or, as has been shown recently, by trapping it between two
metal electrodes. The operation of this switch was demonstrated by chemisorbing
it inside a mechanically controllable break junction between two gold electrodes. It
was found that the resistance increased by 3 orders of magnitude upon opening of
the switch by irradiation with visible light [42].

Another example is the anthraquinone-based switch reported by the group of
Hummelen; see Figure 1.2(b) [43]. In this molecule, the π-electron pathway can be
switched from cross-conjugated to conjugated by reduction of the anthraquinone
moiety. In general, charge transfer through a cross-conjugated π-system is much
less efficient than charge transfer through a conjugated pathway [44, 45]. Therefore
this molecule can be considered a redox switch.

1.2.3
Molecular Transistors

The examples of single-molecule switches discussed above rely on conformational
changes in the molecule. This limits the possible switching speed to a few kilohertz
since usually the reverse conformational transition is relatively slow in a molecular
system [46]. An approach that should in principle allow much faster switching
speeds is a switch (or transistor) that relies on a single electron transfer. In 1988,
14 years after the proposal of the molecular rectifier, Aviram proposed a field-effect
transistor that consists of a single molecule; see Figure 1.3(a) [47]. This transistor
consists of a semiconducting piece of polythiophene, connected in such a way
to a doped (oxidized) piece of polythiophene that charge transfer between these
two parts of the molecule is inefficient. The oxidized polythiophene is conducting
and the nondoped polythiophene will be nonconducting up to a certain threshold
voltage, but the application of an electric field can result in tunneling of an electron
between the two parts. In this way, the conduction of both polythiophene channels
can be switched by application of an electric field [47].

Another example of a single-molecule transistor that relies on single-electron
tunneling is shown in Figure 1.3(b). In this three-terminal design, described by
Wada [46, 48], a central ‘‘quantum dot’’ unit consisting of a single thiopene ring
is connected to three conjugated arms by saturated linker units. In the case when
two arms are connected to electrodes, the central part with the saturated linkages
acts as a tunneling barrier. The tunneling rate through this barrier can be modified
by applying a potential to the third terminal, resulting in an increase or decrease
in the energy levels in the quantum dot part. Therefore, by applying a potential to
the ‘‘gate’’ electrode, the tunneling current between the source and drain can be
controlled. It has been estimated that switching speeds of more than 10 THz could
be reached [49].

Single-molecule transistors that consist of a single semiconducting single-walled
nanotube have been proposed by the group of Dekker [50]. The nanotubes are
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Figure 1.3 Single-molecule transistors. (a) Aviram proposal
for a molecular transistor consisting of a photoconductor
coupled to a conductor. (b) A central ‘‘quantum dot’’ unit
connected to three electrodes by conjugated chains.

positioned across two Pt electrodes on a silicon oxide substrate with doped silicon
as the back gate. The current through the nanotube can be manipulated by changing
the voltage applied at the gate electrode. It has also been demonstrated that these
devices can be assembled into one-, two-, and three-transistor circuits that perform
a range of digital logic operations such as an inverter or a memory cell [51].

1.2.4
Molecular Wires: Connecting the Devices

In order to use the single-molecule electronic components described above in a
functional way while preserving the small scale, they have to be connected by
conducting wires of the same (molecular) dimensions. One of the first to coin
the term ‘‘molecular wire’’ was the 1988 Nobel prize winner Lehn who described
a caroviologen molecule that could be incorporated into vesicle membranes, see
Figure 1.4 [52]. The charge in such a chain can transfer easily through the
conjugated pathway between the two terminal groups of the molecule.

Similar conjugated molecular wires are the ‘‘simple’’ conjugated polymer-derived
wires shown in Figures 1.5(a)–(c). These wires consist of a piece of conjugated
polymer analogous to the polymers used for organic electronics. In such conjugated
polymers, generally there is a considerable amount of conformational freedom,
most notably the rotational freedom around the (formally) single bonds in the
chain [53]. Therefore, more rigid alternatives have also been proposed as show in
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Figure 1.5 Examples of conjugated molecular wires,
ranging from simple conjugated wires (a–c) to fully rigid
oligo(quinoxaline) (d) and nonrigid (e) and rigid (f )
porphyrin-based molecular wires.

Figure 1.5(d) [54]. One of the advantages of using organic molecules as molecular
wires is the level of control over the structural and electronic properties of these
wires. The conjugated wires can be designed to meet the required rigidity as,
for example, in porphyrin-based molecular wires, see Figures 1.5(e) and (f ).
Butadiyne-linked porphyrin wires have interesting charge transfer properties but
also exhibit a considerable degree of torsional disorder [25, 55, 56].
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These porphyrin wires can be made much more rigid by directly coupling the
porphyrin units in a ladder-type structure as has been shown by Osuka et al. These
porphyrin ‘‘tapes’’ should function as exceptionally efficient pathways for charge
transport [57].

Apart from the synthetic control over the structure and properties inside a
molecule, organic materials also offer advantages due to their self-assembling
properties. Conjugated molecules can be designed so that they self-assemble
into supra-molecular structures suitable for charge transport [58]. An excellent
example of this is the incorporation of specific quadruple hydrogen-bonding units
in conjugated molecules as shown by Meijer and coworkers [59–61]. Such designed
self-assembly can possibly be used to assemble molecular devices and wires into
electronic circuits that perform a specific function. It has already been shown that
supramolecular interactions can be used to control the optical and charge transport
properties of conjugated molecular wires [62–64].

1.3
Transport of Charges and Excitons in Molecular Wires

In the context of the emergence of molecular electronics, the study of charge
transport through molecular wires has become an important research topic.
Charge transport phenomena have been studied using a variety of techniques.
These techniques can largely be divided in three categories. In the first category,
the molecules are positioned between electrodes in some way [65, 66]. Sometimes
single molecules are trapped between electrodes but often their properties are also
studied in so-called self-assembled monolayers. In the latter case, the substrate
functions as one electrode, while a scanning-tunneling microscopy tip is the other
[35]. An example of such measurements is described in Chapter 3 of this book.

The second approach to measuring the charge transport in conjugated molecular
wires comes from the area of photo-induced electron transfer [21, 22]. In this
case, an electron donor and acceptor are attached to a conjugated bridge and the
rate of charge transfer upon excitation is measured by time-resolved spectroscopy
(Figure 1.6 c and d). This is extensively discussed in Chapters 4 and 6 for conjugated
bridges and in Chapter 5 for π-stacked DNA bridges.

The basic mechanism of charge transfer involved in these two methods is very
similar, even if the experimental methods differ considerably. In both cases, charge
transfer is generally due to a single-step tunneling process in which a charge,
either a hole or electron, tunnels between the donor and acceptor or between the
electrodes without becoming localized on the bridge. In donor–bridge–acceptor
systems, the rate of charge transfer can then be described in terms of the
Marcus–Hush model, which involves coupling to the vibrational states in the
molecule and its surroundings. It is then typically found that the rate of charge
transfer decays exponentially with distance, since the charge transfer integral
exhibits an exponential distance dependence [67, 68].
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In the theoretical description of charge transport through molecules between
electrodes, the Landauer approach has been used [69], see, for instance, Chapter 2
of this book. Although the two approaches may appear very different at a first
glance, they are very much related. The relation between the Landauer approach
[69] for molecular conductance and the Marcus charge transfer rate has been
demonstrated by Nitzan [70]. Similar to the case of single-step electron transfer, the
conductance through the molecule typically decays exponentially with increasing
distance between the electrodes. The groups of Joachim and Grill demonstrated
this in 2009 in an experiment using a scanning tunneling microscope (STM). With
the STM tip, a conjugated polymer was lifted off a conducting surface, while the
current between the tip and surface was measured at the same time. Lifting the
polymer off the surface increases the length of the conjugated chain between
surface and tip, leading to an exponential decay of the conductance [71].

1.3.1
Deviations from Exponential Distance Dependence: Transfer to Hopping

In both the single-molecule conductance approach and spectroscopic measure-
ments on donor–bridge–acceptor systems, interesting deviations from the ex-
ponential distance dependence have been observed. For donor–bridge–acceptor
systems, Wasielewski and coworkers have found that after a certain bridge-length
in conjugated molecules, the distance dependence of charge transfer becomes
much weaker and is in fact nonexponential [22, 23]. The same trend has been
observed for charge transfer through π-stacked DNA bases by the groups of Giese
[72] and Lewis et al. [73, 74].

Interestingly, in single-molecule conductance experiments very similar
observations were reported by the group of Frisbie for a series of conjugated
chains of increasing length. Although the conductance was exponential for short
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chains, at a certain length the decrease with distance became much weaker, see
also Chapter 3 [75].

The fact that in both types of experiments the same deviations were observed
confirms the strong similarity in the charge transfer process that is probed by
the two approaches. The crossover from a strong exponential distance dependence
to almost distance independence has in both cases been sought in a change of
the mechanism by which the charge transfers. In the exponential regime, charge
transfer occurs via a single-step (super-exchange) tunneling mechanism in which
the charge is never localized on the bridge. For longer bridges, the superexchange
tunneling process is very slow and actual population of the bridge by the charge
becomes a competing process. In such cases, the charge can transfer from donor
to acceptor or between electrodes by a multistep hopping mechanism. Theories
describing the crossover between tunneling and incoherent hopping have been
postulated [76–78]. In this respect, it is interesting to note that the presence of the
charge on the bridge has not been observed experimentally, although in the case
of charge transfer in DNA it was found that the charge leaves the donor faster
than it arrives at the acceptor site [73, 74]. This indicates that the charge is at least
temporarily localized on the bridge.

1.3.2
Charges Localized on Conjugated Chains

In both the spectroscopic studies on donor–bridge–acceptor systems and
single-molecule conductance the charge does not become localized on the bridge
in the majority of cases. As a consequence the rate of charge transfer or the
conductance is determined to a large extent by the properties of the donor and
acceptor or the molecule-electrode coupling. This means that, for instance,
the charge transfer rate does not provide direct information on the motion of
the charge when it is moving on the conjugated bridge. A convenient way of
studying charges that are actually moving on conjugated chains is to generate the
charges initially on the conjugated chains. This is possible by creating ionizations
by irradiation with short pulses of high-energy electrons [79–82]. The charges
generated in this way can move along conjugated polymer chains. This motion can
be probed by optical spectroscopy, for instance, detecting the motion of charges
toward appended traps at the chain ends, see Chapter 7 [79]. Alternatively, it is
possible to directly determine the mobility of the charges along the chains using
the time-resolved microwave conductivity technique, as described in Chapter 9
[80–82]. The dynamics of charges on conjugated polymers chains has also been
studied theoretically as discussed in Chapters 8 and 9.

The interesting feature of both these ways of probing charge transport is that
the charge is actually localized on the chain and the motion along the chain is
probed. It is hard to compare the data obtained from such measurements directly
to the results from single-molecule conductance experiments or spectroscopy on
donor–bridge–acceptor systems. However, in the limit of very long bridges, there
should be similarities. In this limit, the single-step tunneling is by definition
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negligible and the only pathway for transport would be motion along the chain.
Although it is experimentally quite challenging to go to this limit because of the
small charge transfer rates (or low currents), it is of considerable fundamental
interest to enter the regime where charges are moving on the chains.

1.3.3
Motion of Excited States

Although much of the focus in molecular electronics is on charge transport
and electronic functionality, the molecules that are considered often also have
interesting optical properties. In fact the combination of light and charges is one of
considerable interest and, as illustrated above, in principle a current can be switched
on and off by illumination of molecular switches with light of different wavelengths.
In this context, excited states and, in particular, the motion of excited states along
the molecular wires are of interest [83, 84]. Among the possible applications is the
possibility to construct chemical sensors based on specific interactions that regulate
motion of excited states [85]. The motion of excitons along conjugated chains is
related to charge migration, and some of the techniques to probe the motion are
the same. For instance, the motion of excitons to appended traps at the ends of
conjugated chains is very similar to the trapping of charges on these traps. This is
discussed in Chapter 7. Other ways of probing exciton motion along conjugated
chains use the specific properties, for instance, fluorescence. In Chapter 10 the
depolarization of the fluorescence is used as a probe of the motion of excited states
along conjugated chains.
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2
Quantum Interference in Acyclic Molecules
Gemma C. Solomon, David Q. Andrews, and Mark A. Ratner

2.1
Introduction

The charge transport properties of molecular wires have a chameleonic character:
observed characteristics depend not only on the molecular wire in question but
also on the environment in which it is measured. Binding a molecular wire
between two, generally metallic, electrodes affords a great range of measurements;
however, this unusual environment for a molecule is not without consequence.
For example, binding a molecule to electrodes will affect the structural, and
consequentially vibrational, characteristics, which can be observed using inelastic
electron tunneling spectroscopy [58, 112, 128]. properties of a particular class
of molecular wires, acyclic cross-conjugated molecules, in a particular transport
regime. The respect to voltage to obtain a vibrational spectrum of the molecule
carrying the current. Theoretical models of these spectra have indicated that the
electrodes act like a heterogeneous solvent, shifting the energy of vibrational modes
in the functional units close to the electrode surface from those in the central part
of the molecule. The environmental effect of binding to electrodes can also be
seen in the electronic properties alone, and this is the regime we will consider in
this chapter. Molecular transmission resonances are frequently energetically far
from the Fermi energy of the metallic electrodes, which could lead to the naive
expectation that charge transport in these systems would be insignificant. While
the observed currents are undeniably low, a rich variety of transport phenomena
are observed in these junctions.

The strength of the coupling between the molecule and electrodes, which is
usually controlled chemically by allowing either physisorption or chemisorption,
has a significant impact on the transport characteristics as it modulates the impact
the electrodes can have on the molecular electronic structure. In the strong cou-
pling (chemisorption) limit, molecular transmission resonances are energetically
broadened by the interaction with the electrodes resulting in nonzero conductance
at low bias. In the weak coupling (physisorption) limit, Coulomb-blockade limited
transport is observed only, with single electron charging of the junction at energies
which would not be predicted from the properties of the isolated molecule [57].

Charge and Exciton Transport through Molecular Wires. Edited by L.D.A. Siebbeles and F.C. Grozema
Copyright  2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-32501-6
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In this chapter, we will focus on the strong coupling limit, molecules chemisorbed
between electrodes, and examine how chemical functionalities can be used to induce
dramatic variation in the off-resonant transport characteristics of molecular wires.

Single molecule electronic devices have been constructed with varied behavior
[54] including switching [66], rectification [35, 72, 73], coulomb blockade [83], Kondo
resonance [83], negative differential resistance (NDR) [49], and memory elements
[39]. A number of measurements have established single-molecule transistor
behavior in UHV conditions [29, 57, 123, 136], as well as using electrochemical
gate control. [5, 24, 64, 116] For single-molecule switches, there are a number
of theoretical studies on how molecular conformational change can lead to large
conductance changes [120, 141], including measurements using photochromic
molecules [51]. Many methods for creating molecular switches rely on, or result
in, conformational change to the molecule of interest [41, 67, 77]. Recent work has
highlighted how fast switching can be accomplished with hydrogen transfer in a
naphthalocyanine molecule at low temperature, resulting in an on/off ratio of 2 [66].

The strong coupling limit has been of interest to researchers as chemisorption
ensures that strong electronic coupling to the electrode is achieved, despite atomic
scale variation in the electrode surface, ideally allowing the molecular properties
to control the electronic characteristics of the junction. Measurement of the
conductance of single chemisorbed molecule junctions has been obtained using
repeated measurement and statistical analysis [90, 125, 131]. Despite the strong
chemisorbed bond between the molecule and the electrode, geometric variation
in the junction leads to variations in the conductance, both experimentally and
theoretically [8]. With the extent of system-wide variation understood, to a large
extent, it is then possible to consider the chemical trends that can be deduced from
conductance measurements.

Molecular conductance measurements have elucidated trends that mirror
those obtained from prior work on photo-induced electron transfer in donor–
bridge–acceptor type systems. Relatively simple models have been employed with
great success to describe observed behavior and some broad ‘‘rules of thumb’’ can
be determined. While molecular conductance is well described by these models,
there are limitations on the performance of the electronic devices that can be
constructed. Necessarily, there are assumptions underlying these models and by
understanding these assumptions productive avenues toward devices without
these performance limitations can be elucidated. Each of these ideas will be
introduced in more detail in the following subsections to provide a broad picture
of the general coherent electron transport behavior of molecular wires bound to
metallic electrodes.

2.1.1
Rules of Thumb

Electron transport measurements of molecules bound to electrodes have followed
prior work in electron transfer and studied the properties of simple conjugated
and saturated systems of various lengths. The predominant characteristic of these
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results is their well-behaved nature, the systems studied follow simple, unsurprising
trends. From this body of knowledge three ‘‘rules of thumb’’ for trends in rates of
electron transfer can be deduced:

1) For a particular type of molecular bridge, the rate of electron transfer will
decrease with increasing bridge length.

2) The rate of electron transfer through a fully conjugated bridge will generally
exceed that through a saturated bridge, frequently by a substantial amount.

3) For similar kinds of bridges the rate of electron transfer can be correlated
with the energy difference between the donor and acceptor energy levels (or
electrode Fermi levels) and the bridge levels, where the greater the gap the
lower the rate of transfer through the system.

These ‘‘rules,’’ as framed, are clearly not based on any general features of
the fundamental physics, but rather on observed trends correlated with chemical
properties of particular structures. As such, they may breakdown for any type
of chemical system which is not well represented in the set of molecular wires
previously studied. The class of systems that will be highlighted in this chapter
are of this kind, the electron transfer properties do not follow the ‘‘rules’’ as the
transport paths are neither simple conjugated nor saturated systems.

2.1.2
Barrier Tunneling

Despite the complex quantum nature of electron transport through molecules,
the observed behavior in the off-resonant elastic tunneling regime reflects very
little of this complexity. For different systems, the magnitude of the conductance
varies, generally according to the ‘‘rules’’ above; yet, for a particular molecule the
conductance mechanism is largely invariant across the measurable range. These
characteristics have resulted in considerable success using a simple Simmons
model [3, 4, 47, 94, 129] to describe charge transport in these junctions, where the
barrier height can be controlled by the energy separation between the Fermi energy
of the electrode and the closest molecular energy level. This model will be referred
to as the proximate resonance barrier tunneling (PRBT) model.

The PRBT makes for an intuitive picture of charge transport in molecular wires.
In the off-resonant regime, the electron is tunneling between the electrodes and
the molecule is simply controlling the form of the tunnel barrier. The closer a
molecular resonance to the electrode Fermi energy, the lower the barrier. There is
no doubt that this model describes provides a good description of the properties
of many molecular wires. The difficulty, as we will show below, is the necessary
performance limitations that it puts on devices.

2.1.3
Limitations on Device Performance

So long as the PRBT model holds and the chemical nature of the molecular wire
controls the form of the tunnel barrier, the chemical nature of the molecule must
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be manipulated to induce any sort of diversity in a molecule’s transport properties,
for example switching [40, 55, 81]. These processes, whilst offering their own
advantages, all have distinct disadvantages with respect to the speed at which the
process can occur, reversibility, repeatability and complexity of the device.

Outside the strong coupling, off-resonant tunneling regime there are obviously
other ways to induce dramatic variation in the conductance characteristics, for
example, charging the molecule; however, there are advantages to remain in
this regime. The strong coupling regime promises well-defined junctions with
molecules assembling in predetermined ways and good, reproducible, electrical
contact between the molecule and the electrodes. Further, off-resonant transport
may aid the longevity of the junctions as nuclear motion resulting from charging
is minimized.

If dramatic variation in the conductance characteristics can be induced by electric
fields alone, the performance limitations outlined above do not apply. The difficulty
is that even with a third terminal or gate electrode, a molecule where the form
of the tunnel barrier is controlled by the energetic location of the proximate
molecular resonance will not generally exhibit dramatic conductance changes
without charging [28]. Consequently, the assumptions in this model need to be
interrogated so that the molecules that do not behave in this fashion can be explored.

2.1.4
Underlying Assumptions

Both the ‘‘rules of thumb’’ and the PRBT model, outlined above, rely on assump-
tions about the form of the off-resonant transmission. Specifically, the central
assumption is that transmission observed near the Fermi energy will be some
remnant of the tail of the energetically closest molecular resonance. Underlying
this assumption is the idea that all resonances have similar energetic decay, which
is not entirely correct. Examination of the transmission spectrum of almost any
molecule will reveal both energetically broad and narrow resonances. The rea-
son this assumption persists is that frequently the resonances arising from the
highest occupied molecular orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO) do have similar decay characteristics and the energetic location
and relatively slow decay of these resonances mean they dominate the off-resonant
transmission.

Theoretical investigations allow the factors controlling the decay characteristics
to be explored. For a particular molecule, the broadening of all transmission
resonances is controlled by the strength of the interaction with the electrodes.
Changing the chemical nature of the binding group or the bond lengths between
the molecule and the metal surface can increase or decrease the width of all
resonances as the strength of the interaction increases or decreases, respectively.
The relative widths of resonances in a given molecule are also related to the
strength of the interaction with the electrodes with the nature of the molecular
orbital underlying each resonance controlling the magnitude. For example, an
orbital localized on a side-arm of a branched structure may not interact with the
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electrodes to an appreciable extent and will appear as a narrow resonance in the
transmission; conversely an orbital delocalized across the backbone spanning the
electrodes may appear as a much broader transmission resonance. The reason that
the HOMO and LUMO are frequently broadened to a similar extent is that often
they are a bonding and antibonding pair of orbitals with much the same form and,
consequently, the same degree of interaction with the electrodes.

Like many pervasive ideas built on empirical observation alone, there is no
reason to assume that these assumptions should always hold; indeed this chapter
will highlight the behavior of systems where they do not.

2.1.5
Exceptions Seen in Prior Work

The exceptions highlighted in this chapter do not constitute the only systems
whose behavior falls outside the ‘‘rules of thumb’’ and PRBT model. One significant
underlying cause of behavior that diverges from the established trends is destructive
quantum interference, which has been discussed with respect to the mesoscopic
systems, frequently constituting the inspiration for molecular devices, and in
molecular systems.

In mesoscopic systems the quantum nature of transport is readily apparent, ex-
emplified by the prediction [2, 115] and observation [10, 13, 130] of Aharonov–Bohm
oscillations in the transport through a variety of systems. Quantum interference
effects have been seen not only in cyclic structures but also in ‘‘T’’-shaped semi-
conductor nanostructures [30, 109, 110] and predicted in arrays of quantum dots
[23, 34, 98, 143].

Destructive quantum interference effects have been predicted in the transmission
characteristics of Hückel models, designed to represent molecular systems [22, 25,
37, 38, 46, 56, 68, 111, 122, 126, 127]. In such models, the interference features
are dramatic and in many cases dominate the spectrum; however, when density
functional theory calculations are employed the results may not be nearly so stark
as the model systems might suggest [38, 46]. The best known exception is the
marked differences in the transmission characteristics of derivatives of benzene
depending upon whether the connection to the electrodes is through the meta
or para positions. These differences have been seen experimentally [70, 84] and
discussed theoretically [22, 84, 95, 127, 133].

2.2
Theoretical Methods

2.2.1
Electronic Structure and Geometry

All molecular geometries were obtained by optimizing the isolated molecule in
the gas phase using Q-Chem 3.0 [99] with density functional theory (DFT) using
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the B3LYP functional [14, 61] and 6-311G** basis. The gas phase molecules were
chemisorbed (terminal hydrogens removed) to the fcc hollow site of a Au(111)
surface with the Au–S bond length taken from the literature [15].

2.2.2
Transport

All transport calculations shown here were performed using implementations of
the nonequillibrium Green’s function formalism. In the Landauer–Imry limit, the
current is given by [32, 59, 60, 132]:

I(V) = 2e

h

∫ ∞

−∞
dETr[�L(E)Gr (E)�R(E)Ga(E)](fL(E, V) − fR(E, V)) (2.1)

where Gr(a) are the retarded (advanced) Green’s functions for the molecule or
extended molecule, �L(R) are twice the imaginary component of the self-energies
for the left (right) electrodes, and fL(R) are the Fermi functions for the left (right)
electrodes. The zero-bias transmission is given by the trace in Eq. (2.1) computed
with no applied bias. There are many publications detailing the transport formalism
for these types of calculations [18, 50, 85, 117, 119, 132, 138], including those which
explicitly deal with the implementations we utilize [18, 85, 117, 138], and we
direct the reader to these publications for a complete discussion of this aspect.
One of many caveats to the applicability of these methods is that Landauer
conductance calculations ignore electron correlation, and consequently may fail
when resonances are approached.

Transport calculations are performed with Hückel-IV 3.0 [118, 137, 138], gDFTB
[36, 85, 89] and ATK [1, 18, 102, 117]. The results from these three methods have
shown to be qualitatively consistent [105] for the types of systems discussed in this
chapter. We use gDFTB to analyze the symmetry components of the transport and
ATK to simulate an applied gate voltage. In all cases, transport calculations have
been performed with at least two of these methods.

Using three methods allows us to understand better the limitations of each
and to ensure that no approximations peculiar to a particular method are leading
to erroneous results. Common among the three methods are the use of one
electron Hamiltonians and nonequilibrium Green’s function methods for the
transport. Both Hückel-IV and ATK calculate the full 3D self-consistent potential
under voltage bias. Hückel-IV 3.0 uses extended Hückel electronic structure with
a relatively small Au electrode pad of 3 atoms on each end of the molecule, it is
also the fastest computationally. gDFTB is a tight-binding DFT program. Due to
the computational benefits of parameterization, this code allows for the analysis
of very large systems, including large physical electrodes. This method is also
extremely fast with small electrodes; however, we use a minimum of a 4 × 4 atom
unit cell with six layers in the transport direction and periodic boundary conditions.
The gDFTB program has symmetry implemented, allowing a detailed analysis
of the results. No gold atoms are included in the extended molecule so that the
symmetry of the molecule could be used to separate the transmission into σ and π
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components [108]. ATK is a commercial DFT transport package. ATK is run using
a DZP (SZP for Au) basis set and the LDA functional.

The gate voltage is calculated within the ATK code by shifting the molecular
part of the Hamiltonian that remains when the electrode and surface atoms are
removed. This assumes an external electrostatic potential localized to the molecular
region and not a physical electrode [1]. In this calculation, the gate is solely a shift
in the energy levels. The actual gating effect may deviate substantially from this
idealized model. Experimental methods of gating a molecule could utilize previous
techniques or a third electrode in UHV [29, 57, 83, 123, 136] or with electrochemical
control [5, 24, 64, 87, 116].

Throughout this chapter, we will focus on zero-bias transmission, as this is
where the features of interest are most evident and the most straightforward to
interpret. Naturally, such features are only of significant interest if their effects
can be seen in observable quantities such as current and conductance. One
characterisitic of the systems reviewed in this chapter is that the features of
interest in the transmission should have considerable impact on the experimentally
observable electron transport properties, essentially because the modifications on
transmittance can occur near the Fermi energy.

2.2.3
Molecular Dynamics

The variation in transport behavior resulting from the changing molecular structure
due to temperature-induced vibrational fluctuations is accounted for by performing
transport calculations on a large number of geometries obtained by molecular
dynamics simulations. The geometries are obtained using Tinker [88]. A 1 ns
trajectory was run to fully equilibrate the system. For the next 100 ps, a snapshot
was taken every 1 ps and the geometry was parsed.

2.2.4
Dephasing

Electronic dephasing [63, 81, 101], frequently caused by fluctuations in molecular
environment or geometry, might lead to decoherence of the transmitted electron
and disrupt any effects caused by interference [44, 45]. It has been shown that the
traditional reactivity series in ortho, meta, and para benzene can be recast as an
interference effect [44] and this effect can be erased by purely local dephasing [44,
45]. The calculation of transport dynamics is performed using the quantum Liouville
equation with dephasing included by reducing the magnitude of the off-diagonal
elements of the density matrix (coherence) [33, 97]. At t = 0, all population is
placed on the donor/source site while an absorbing boundary condition on the
acceptor/drain site is used to simulate irreversible electron transfer. We have
calculated the decay time necessary for the total system population to decrease to
5% of the initial value.
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2.3
Interference in Acyclic Cross-Conjugated Molecules

This chapter will focus on the properties and applications of one particular class of
molecular wires: acyclic cross-conjugated molecules. The results highlighted have
been covered in more detail in previous publications [6, 7, 104–107] and we direct
readers there for further information.

2.3.1
The Chemical Nature of Cross-Conjugated Molecules

A starting point for appreciating the properties of these molecular wires is the
definition of a cross-conjugated compound: ‘‘a compound possessing three unsat-
urated groups, two of which although conjugated to a third unsaturated center,
are not conjugated to each other. The word ‘‘conjugated’’ is defined here in the
classical sense of denoting a system of alternating single and double bonds’’ [86].
The synthetic literature is replete with examples of molecules containing this
functionality [16, 42, 80] and the examples included here are derived from this
literature.

When considering the transport properties of molecules containing a
cross-conjugated functionality it is important to consider the binding orientation,
as this can determine whether the electrodes are coupled by a cross-conjugated
path or a linearly conjugated path. The molecule shown in Figure 2.1(b) can be
bound to two electrodes in two ways depending on which two of the three thiol
groups are the binding groups. If the lower two groups bind to the electrodes, there
is a five carbon cross-conjugated path spanning the electrodes, with a seven carbon
side chain. This path is cross-conjugated, in terms of the definition above, as the
two unsaturated groups in the five carbon chain are conjugated to the unsaturated
groups in the side chain but not to each other. Conversely, if the electrodes bind
through one of the lower groups and the upper thiol group there is a ten carbon
linearly conjugated path between the electrodes with a two carbon atom side chain.

This difference highlights that molecular transport properties are not simply
molecule dependent, they are path dependent. When considering the difference
between two different paths through the same molecule it is clear that the
molecular orbital spectrum (Figure 2.1(a)) and the HOMO and LUMO of the
system (Figures 2.1(c) and (d), respectively) show no obvious clues as to
the transport differences. In the next section we will show that the nodal pattern
of the molecular orbitals can be correlated with the appearance of destructive
interference features in some cases; however, this is certainly not an obvious
feature on first inspection. The transport properties of molecules can be correlated
with their underlying chemical properties and understanding the electronic
coupling and delocalization through cross-conjugated molecules gives a hint at
their transport behavior.

The electronic coupling through cross-conjugated molecules can be understood
from the literature on even alternant hydrocarbons [93]. Alternant hydrocarbons are
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Figure 2.1 The molecular orbital energies (a) starring
assignment (b) and HOMO (c) and LUMO (d) for a
molecule that can bridge electrodes in two ways resulting
in either a cross- or linearly conjugated path.

molecules where each neighboring conjugated carbon atom can be marked with
or without a star and no two starred or unstarred atoms are bonded to each other.
An example of this assignment is shown in Figure 2.1(b). The importance of this
classification is that it is possible to conclude when electronic coupling will go to
zero due to destructive interference based on whether the attachment points to the
electrodes are either the same or differ in their starring status. Figure 2.1(b) shows
that for the cross-conjugated systems path is alike coupling (the thiol attaches to
two starred atoms). For the linearly conjugated path the coupling is disjoint (the
thiol attaches to one starred and one unstarred atom), although this will not always
be the case with multiple even numbers of subunits.

The electronic structure of an alternant hydrocarbon is characterized by orbital
pairing [26, 69, 71]. That is, for every occupied orbital there is a matching
virtual orbital and these form symmetric pairs above and below the mid-point
of the HOMO–LUMO gap (mid-gap) and the form of these orbitals differ only
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in the phase on the starred atoms. The coupling through a molecule can be
related to the molecular orbital coefficients [100] and it can be deduced that
the mid-gap coupling is zero for alike coupling [17, 52, 92]. Cross-conjugated
paths always involve alike coupling and linearly conjugated paths always involve
disjoint coupling; consequently, it is anticipated that the mid-gap π coupling
through cross-conjugated paths will go to zero whilst it will be nonzero for linearly
conjugated paths.

Weak electronic coupling has been observed experimentally for cross-conjugated
molecules [76, 124] and calculated for cyclic cross-conjugated systems [91]. This
previous work has focused on the behavior of these systems close to mid-gap where
it is simply concluded that cross-conjugated systems had very low coupling and
linearly conjugated systems had high coupling. Here, we continue from that work
and review some of the consequences of the distinctly different electronic properties
of cross-conjugated and linearly conjugated systems as an applied voltage allows
us to probe the behavior away from mid-gap.

The second aspect of the underlying chemical structure is electronic delo-
calization, which can be understood from the geometrical properties of these
molecules and correlated with transport characteristics. The molecules shown in
Figure 2.2 are used to illustrate the fundamental bond length differences between
cross-conjugated, linearly conjugated, and saturated structures. Prior work in the
area established that bond length and bond length alternation are correlated with
π electron delocalization in both linear and cross-conjugated molecules [70, 127,
133]. In this analysis [6] we compare the bond lengths for 15 molecules with
three different central bonding motifs; cross-conjugation, linear conjugation and
a saturated carbon atom. Our analysis focuses on the delocalization of the charge
between the sulfur atoms because this will be the direction of charge transport
in a molecular junction. The molecules labeled 6–10 all have a double bond per-
pendicular to the direction of charge transport. Within this subset of molecules, 6,
7, and 9 meet the specific definition of cross-conjugation. Molecules 11–15 have
a double bond connected in the trans orientation between the thiol terminations.
Molecules 11, 12, and 14 are completely linearly conjugated between thiol groups.
Molecules 1–5 are the same as molecules 6–10, but with hydrogen atoms replacing
the cross-conjugated double bond.

To simplify the comparison between so many molecules we focus on the bonds
labeled a, b, and c in Figure 2.2. Bonds a and c are both formally single bonds and
bond b is a double bond. The carbon single bonds are systematically longest in the
molecules 1–5 and shortest in the molecules with linear conjugation, 11–15. The
corresponding bond lengths in the cross-conjugated molecules 6–10 are in-between
the length of the saturated and unsaturated linear molecules. The changes in bond
lengths agree well with previous studies completed on molecules 1, 2, 6, 7, 9 [127].
In molecules 1–5 and 11–15, the length of bond a is not strongly correlated to the
length of bond c.

To compare the carbon single-bond lengths we have calculated the percentage
of double-bond character. This is done by comparing all the bond lengths with
those calculated for ethene and ethane. Ethene by definition has 100% double-bond
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character and ethane has 0% double-bond character. This bond length comparison
shows that in a cross-conjugated molecule the π electron delocalization is less than
in a linearly conjugated molecule but better than having a fully saturated carbon
atom.

Using the bond length characterization to analyze this data, we come to three
important conclusions. First, a cross-conjugated molecule and a linearly conjugated
molecule show different behavior with respect to electron delocalization. Second,
in cross-conjugated molecules the electron delocalization is reduced between
cross-conjugated ends of the molecules, as is evident by the increase in both
C–C bond lengths. The C–C bond length only changes due to direct coupling
to an unsaturated carbon. This effect is local and the bond length changes are
largely a nearest-neighbor effect. In the molecules 6–10 the C–C bond lengths
(a, c) remain weakly correlated implying that the addition of the cross-conjugated
bond induces very little electron delocalization across the cross-conjugated carbon
atom.

2.3.2
The ‘‘Rules’’ Break Down

The effects of the cross-conjugated functionality on molecular transmission
can be seen in Figure 2.3 by comparing 3-methylenepenta-1,4-diyne-1,5-dithiol
(1a, cross-conjugated) with (E)-hexa-3-en-1,5-diyne-1,6-dithiol (2a) and (Z)-hexa-
3-en-1,5-diyne-1,6-dithiol (3a), both linearly conjugated. Figure 2.3 shows the trans-
mission through these three molecules separated by symmetry into the σ and π

components [108]. In each case the red curve gives the σ or π component and the
black curve shows the total transmission (given by the sum of the σ and π trans-
missions). The cross-conjugated path through 1a results in a dramatic difference
in the transmission. There is a pronounced dip in the π transport near the Fermi
energy due to destructive interference and this has a number of consequences.

First, at the Fermi energy the transmission through a shorter five-carbon chain
(1a) is only a small fraction (∼6%) of the transmission through the six-carbon
chains (2a and 3a). This is an unexpected result as all these molecules are fully
conjugated and it would be expected that the shorter ones would exhibit higher
conductance. Second, the difference in the transmission occurs irrespective of the
fact that the transmission resonances occur at similar energies, again contrasting
with the usual trend that transmission at the Fermi energy can be correlated with
the energy gap between molecular orbitals. Finally, in fully conjugated molecules it
is generally assumed that at low bias conduction is dominated by transport through
the π system; however in the case of 1a it is in fact the σ system which dominates
the transport close to the Fermi energy.

The PRBT model assumes that the energetically proximate molecular resonances
will dominate the transmission; this is clearly incorrect when the σ transmission
is the dominant component at the energies close to the electrode Fermi level.
These unusual features in the zero-bias transmission lead to a large difference in
the calculated current–voltage characteristics. Throughout the low-bias region the
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current through 1a is substantially lower than either of the two linearly conjugated
systems.

With such unexpected transport characteristics resulting from seemingly benign
molecules it is desirable to have a simple method for predicting when there will
be interference features in molecular transmission. One condition that has been
previously suggested is the presence of nonspanning nodes in the wavefunction
[62]’ That is, the number of nodes in the wave function will increase with increasing
energy, but in 2D or 3D systems the number of nodes found along the path between
the electrodes (or the donor and acceptor in chemical systems) need not increase.
In the case of cross-conjugated molecules this is exactly what happens between the
HOMO and the LUMO as shown in Figure 2.4. In all cases the number of nodes in
the system increases from two to three; however, the new node is a nonspanning
node for 1a alone as it occurs in the side chain. Importantly, this condition will not
be met in the experimentally observable range for branched linearly conjugated
systems, as is evident in the transmission calculations in previous work [38].
The nonspanning nodes criterion cannot be used in a straightforward fashion to
describe the interference features in phenyl rings [22, 70, 84, 95, 127, 133] or other
cyclic systems, as all nodes are ‘‘spanning nodes’’ in a cyclic system. It may in some

(a) (b)HOMO LUMO

Figure 2.4 The HOMO (a) and LUMO (b) for 1a (top),
2a (middle), and 3a (bottom) showing that a nonspanning
node in the π system is only introduced in the case of the
cross-conjugated species. (Reprinted with permission from J.
Am. Chem. Soc., 130(51), 17301, 2008. Copyright 2008 Amer-
ican Chemical Society.)
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cases be possible to derive nodal arguments by considering some part of a cyclic
system.

2.4
Understanding Interference in Model Systems

With some manipulation, it is possible to rewrite the transmission (the integrand
in Eq. (2.1)) as [106]:

T(E) =
∑
α,β

|
∑

i

γ
L′†
α,i (E)Gr′

i,i(E)γ R′
i,β (E)|2

=
∑
α,β

|
∑

i

tαβi(E)|2 (2.2)

where the index i runs over the molecular dimension and the indices α and β run
over the dimensions of the electrodes (or at least the dimensions of the electrodes
with nonzero coupling elements to the molecule). Here

γ L(R)(E) = VL(R)dL(R)(E)

γ L(R)†(E) = dL(R)(E)VL(R)† (2.3)

where

dL(R)
α(β)(E) =

√
2πδ

(
E − ε

L(R)
α(β)

)
(2.4)

All the quantities in Eq. (2.3) are transformed into the molecular conductance
orbital basis (orbitals obtained by diagonalizing the retarded Green’s function as
opposed to the Hamiltonian) by the following transformations:

Gr′(E) = C−1
r S−1Gr(E)Cr (2.5)

γ L′(E) = C†
r S−1γ L(E)

γ R′(E) = C−1
r γ R(E) (2.6)

As the Green’s functions are now diagonal, the sum over the molecular unit involves
only the single index i. Now we have the result that the total transmission is given
by the sum of contributions through each of the molecular conductance orbitals
(tαβi) from each of the eigenfunctions of Gr . Previous attempts to separate the
transmission into contributions of individual molecular conductance orbitals failed
to yield such a simple picture as the transmission was dominated by interference
between pairs of orbitals [103].

We follow the procedure that has been outlined previously for plotting tαβi(E)
[106] and assume the wide-band approximation (constant density of states) for
our electrodes in all plots. We plot the total transmission through this system as∑

α,β |∑i tαβi(E)|2, although in all the examples considered here there is only a
single site from each electrode coupling with the molecule.

The simplest system to illustrate the usefulness of the quantities discussed above
is a two-site model system. We compare the two-site model connected to the
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Figure 2.5 The transmission through the two two-site mod-
els considered with 1b shown with the solid line and 2b
with the dashed line. (Reprinted with permission from J.
Chem. Phys., 129(5), 054701, 2008. Copyright 2008, Ameri-
can Institute of Physics.)

electrodes at each end (1b) with the two-site model connected to both electrodes
from the same site (2b), illustrated in the inset to Figure 2.5. These two models can
be considered to be minimal models representing the cross- and linearly conjugated
systems from Section 2.3.2.

The two-site model is described by a Hückel Hamiltonian

Hm =
(

α β

β α

)
(2.7)

with site energies α and couplings β, these are set to 0 and −0.5, respectively. The
single nonzero coupling element between the site and each electrode is also set
to −0.5.

Although these two models contain the same ‘‘molecule,’’ their transmission
characteristics differ considerably as shown in Figure 2.5. The two systems have the
same resonances; this is to be expected as the position of these largely correlates
with the position of the molecular orbitals of the isolated molecule, which are
obviously identical in these two systems. But the behavior on either side of the
resonances differs. Above and below the energy of the resonances, 2b has a
higher transmission than 1b, which can be understood as 2b has only one site
in the transport direction whereas 1b has two. Between the resonances 2b has
dramatically lower transmission than 1b due to the large interference feature at
E = 0. This is the model system that corresponds to the transmission behavior
seen in branched structures [25, 38, 56] and cross-conjugated molecules [105]. This
interference feature leads to unexpected consequences; importantly, the formalism
introduced in the previous section provides the tools to understand how this occurs.
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bution from the bonding orbital is shown in
green, the contribution from the antibond-
ing orbital in blue, and the sum of the two
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mission, recall that the energy eigenvalues of
the parent orbitals are ± 0.5 eV. (Reprinted
with permission from J. Chem. Phys., 129(5),
054701, 2008. Copyright 2008, American In-
stitute of Physics.)

It is now possible to separate the transmission into contributions from each
of the molecular conductance orbitals. These differ from molecular orbitals in
that they may be complex due to the perturbation of the electrode self-energies
on the electronic structure; however, in the limit that electrode coupling goes
to zero they reduce to the molecular orbitals. We will refer to the bonding and
antibonding molecular conductance orbitals which arise from the underlying
bonding and antibonding molecular orbitals. The transmission through each
molecular conductance orbital (tαβi) is shown in Figure 2.6 for the two systems,
they are complex quantities which are summed and squared to give the transmission
as shown in Figure 2.5.

Separating the transmission into molecular conductance orbital contributions
makes it clear that the only difference between 1b and 2b is that the antibonding
orbital contribution in 2b has a sign reversal compared with 1b. It is remarkable
that such a minimal change to a single component in the transmission produces
such dramatic results and, further, that this change is correlated with a geometric
change in the binding of the system.

The total transmission, as mediated by the molecule, is given by the sum of
the components illustrated in Figure 2.6, squared. In the case of 1b between
the two resonances there is destructive interference in the minority, imaginary,
component but constructive interference in the majority, real, component leading
to nonzero transmission throughout the region. Conversely, in the case of 2b there
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is destructive interference in the dominant, real, component leading to the zero
transmission between the resonances as the total under the sum changes from
positive to negative with increasing energy. While the sign of the sum generally has
little impact on the total transmission (which goes as the sum squared) it is clear
that if the sum changes sign it can have a significant impact as the transmission
may go through zero and a sharp interference feature will be seen.

It is interesting to note how these Hückel model calculations on branched
structures relate to real molecules. In these calculations only the π system is
considered and 2b would be considered to be a branched structure with one
site in the backbone and one in a side chain. Model system calculations have
not highlighted the distinction between cross-conjugated and linearly conjugated
bridges but rather suggested that there was a dependence on whether the length of
the side chain was odd or even [25]. This result can be recovered by observing that it is
only possible to have a fully conjugated molecule with an odd length side chain when
the path between the electrodes is cross-conjugated or the molecule is a radical.

In a real molecule, in contrast to a model system where only the π system is
described, the total transmission will not go to zero at an antiresonance unless
the antiresonance exists in all symmetry components of the transmission. In the
case of cross-conjugated molecules, the antiresonance close to the Fermi energy
is in the π system, which would otherwise be the majority component of the total
transmission. Consequently, the minority component of the transmission close to
the Fermi energy, the σ component, then dominates and defines the ‘‘floor’’ of
the dip in the total transmission. Generally, however, model system calculations
will capture the essential elements of molecular transport and will describe the
π component of the transmission well [104]. The antiresonance arises from the
unusual transport characteristics coming from the central ethylene unit creating
the cross-conjugated path; other unsaturated groups appended from this unit
simply act as conjugated spacers. Significantly, this means the ethylene unit can
be connected to any number of spacer groups and still maintain its function: it is a
local effect.

2.5
Using Interference for Devices

2.5.1
Schematic Designs

As a starting point for designing molecular electronic devices based on
cross-conjugated functionalities, we examine schematic transmission characteris-
tics and the device properties that result. A perfect single-channel conductor has a
conductance of 1G0 = 1/12.9 k	. This limit of 1G0 is a direct result from quantum
theory [21, 31], has been measured in chains of Au atoms [53, 82, 134] at high bias
of ∼2 V [135, 142], and has been verified in calculations [114, 140]. On the zero
bias transmission plots shown here, a transmission equal to 1 at the Fermi energy
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corresponds to a zero bias conductance of 1G0. With a definitive upper limit for
single channel conductance, it is clear that the perfect single channel switch would
have a conductance of 1G0 in the on state and be a perfect insulator (a conductance
of 0G0) in the off state.

Most of the molecular systems studied to date operate as effective single channel
conductors. This can be deduced from the transmission maximum rarely going
much above one at resonance. The variation in molecular transmission with
electron injection energy means that they can be considered a switch or transistor
(because a change in bias or gate voltage leads to a change in conductance), albeit
not necessarily a useful one. We have outlined criteria for an ideal switch [7]: (1) an
infinite ratio of the on/off current, (2) a subthreshold swing [139] of 0 mV/decade
indicating a switch that abruptly changes from the off state to the on state at a
defined threshold voltage, (3) fast switching times that do not rely on nuclear motion
but only changes in the relative electron density, (4) reproducibility and stability [41]
by minimizing charging and geometric organization, and (5) low-bias operation,
energetically separated from a molecular resonance. While many other factors
including leakage current, threshold voltage, and cost are extremely important, we
focus our discussion on the five criteria listed above, specifically the on/off ratio
and the subthreshold swing.

We start by considering an idealized transmission plot for a system with an
interference feature at the Fermi energy, but is otherwise identical to an ideal
single channel conductor, both of which are shown in Figure 2.7(a). Integrating
over a window defined by the changing chemical potentials of the electrode
with applied bias (Figure 2.7(b)) gives the observed current (Figure 2.7(c)). The
conductance through these two systems is shown in Figure 2.7(d). Here the system
with the interference feature switches from a low conductance ‘‘off ’’ state to a
high conductance ‘‘on’’ state with increasing voltage. For a system with some sort
of notched transmission such as this, manipulating this interference feature can
clearly result in switching behavior.

There are a number of scenarios which can be envisaged for how a system with
an interference feature can be switched, and they can be distinguished by the way
they impact on the transmission. In all cases the device is in the ‘‘off ’’ state in
the absence of the applied perturbation, as indicated by the original transmission
shown in Figure 2.8(a). Transistor function can be achieved by an applied gate
voltage which can shift the position of the interference feature away from the Fermi
energy turning the device ‘‘on,’’ as shown in Figure 2.8(b). Figures 2.8(c) and (d)
represent two different mechanisms for achieving sensor or memory function.
In Figure 2.8(c), a chemical reaction, photoisomerization or possibly a change
in the number of electrons on the molecule, causes a very large change in the
transmission function. Where there previously was a large interference feature
resulting in very low transmission, there is now simply a modest reduction in
the off resonant transmission. This change amounts to a change in the chemical
structure, for example, a cross-conjugated path being chemically modified resulting
in a linearly conjugated path, without destructive interference effects, between the
electrodes. A large change in the molecule of interest would make reproducible
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Figure 2.7 The transmission and current/
voltage behavior of a voltage switch is
shown schematically, where the conductance
goes from 0 to 1G0 as a function of volt-
age. The red line represents an ideal single
channel conductor and the green line rep-
resents the system of interest. In (a), the
system’s transmission goes to zero near the
Fermi energy and 1G0 at all other energies.
(b) To calculate the current and conductance

of (a), the transmission plot (assuming in-
variance to applied voltage) is integrated
between the chemical potentials of the leads,
shown as the shaded region. (c) The cur-
rent/voltage behavior realized by integrating
the transmission plot in (b). The conduc-
tance as a function of voltage is shown in
(d). (Reprinted with permission from J. Am.
Chem. Soc., 130(51), 17309, 2008. Copyright
2008 American Chemical Society.)

switching more difficult to control in a device. While not ideal for fast repetitive
switching, this method of charging a device may provide a route to creating a
functional memory device with distinct on/off states representing bit storage or a
single-use sensor. Figure 2.8(d) represents a shift of the molecular orbital energies
upon chemical or physical binding of a molecular group, switching the molecule
from an off-conductance state to an on conductance state. It is also conceivable that
smaller shifts in the transmission spectrum would allow sequential detection of
multiple molecules. Calculations showing both the effects of gating (b) as well as
the tuning of a transmission feature (d) will be shown in the following sections.

2.5.2
Tuning Interference

In order to achieve the sort of functionality shown schematically in the previous
subsection, we need to use relationships between chemical structure and transport
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Figure 2.8 The transmission of our hy-
pothetical system with distinct on and off
states is shown again as the green line in
(a). In plots (b), (c), and (d) the molecule
has been switched in three different ways
from a low conductance state to a high con-
ductance state at low-bias voltage. In (b) we
show a situation where an applied gate volt-
age might shift the dip in the transmission
spectrum away from the Fermi energy shown

as the green and blue dashed lines. In (c)
a large change in the molecule occurs caus-
ing the transmission to drastically change.
(d) A molecular interaction event or change
in electron density in the molecule could
shift the transmission spectrum. (Reprinted
with permission from J. Am. Chem. Soc.,
130(51), 17309, 2008. Copyright 2008 Ameri-
can Chemical Society.)

properties to design molecular devices. All molecules have transmission resonances
which will control the energies at which the transmission maxima are reached
and the limits of the ‘‘on’’ state. The energetic location of these resonances can
be controlled by many well-known means, for example, extending the conjugation
length to decrease the HOMO–LUMO gap or adding electron donating or with-
drawing groups to shift the energetic position of the resonances. A less well-known
aspect is tuning the characteristics of the interference feature to control the ‘‘off ’’
state. There are two essential elements to the interference feature: its depth and its
energetic position.

The depth of the interference feature is controlled by the residual σ system
transport after the π system transport is removed. It is well known that σ

transport decreases with increasing molecular length; however not all means of
extension are equal. In Figure 2.9 we show two series of molecules with increasing
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Figure 2.9 (a) and (b) Behavior of the
HOMO and LUMO energies and the inter-
ference minimum with increasing molec-
ular length. In the series of molecules
shown in (a), one triple bond is added to
both ends of the molecule. This increased
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in the transmission minimum. In (b), a
cross-conjugated unit and a triple bond
are added leading to little change in the
HOMO–LUMO gap but a large decrease in
the transmission minimum. (Reprinted with
permission from J. Am. Chem. Soc., 130(51),
17309, 2008. Copyright 2008 American
Chemical Society.)

carbon backbone length. In (a) we add a pair of triple bonds symmetrically
to a cross-conjugated molecule. Shown in (b) is a series of molecules where the
cross-conjugated backbone has been synthesized [42, 121], made with an increasing
number of cross-conjugated units separated by triple bonds. While the increasing
length in both these systems does reduce the transmission in the ‘‘off ’’ state, it is
clearly not simply the number of carbon atoms in the chain that is significant. In
(a) the decrease in transmission is ∼0.3 orders of magnitude for each four atom
repeat unit added, compared with ∼1.5 orders of magnitude for each three carbon
atom repeat unit added in (b).

The comparison of these two systems in Figure 2.9 highlights the interesting
possibilities with cross-conjugated systems that have not been explored with other
types of molecular wires. The relative stability of the HOMO–LUMO gap size
with increasing length in (b) is indicative of the cross-conjugated unit breaking
electron delocalization [19, 20, 43, 76]. Possibly the most tantalizing opportunity
is the insight that cross-conjugated molecules can give into the properties of the
underlying σ system in conjugated molecules.
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The energetic location of the interference feature can be controlled by changes
in electron density across the system. Electron donating and withdrawing groups,
substituted off the central ethylene unit can systematically shift the position of the
interference feature across the measurable range, as shown in Figure 2.10 where
the calculations are performed using Hückel-IV. The sensitivity of the system to the
effects of substituents means that even commonly used protecting groups can shift
the position of the interference feature, thereby altering the system’s function [7].
The sensitivity of the system to substituent effects is also reflected in a lack of good
agreement between theoretical methods as to what the magnitude of the shift is in
each case [7], although the trends are common among the methods. This lack of
precise agreement actually presents an interesting opportunity for systems which
might provide discriminating benchmarks for testing theory against experiment.

2.5.3
Transistor

The sensitivity of the interference feature to changes in electron density on the
molecule means that the system is ideally suited for transistor function. There have
been a number of experimental measurements on single-molecule transistors [27,
65, 144]; however, in the strong coupling limit molecules will not always show
much change in their elastic transport properties with the application of a gate
voltage [28]. In Figure 2.11 we show the response to a gate voltage (c)–(e) calculated
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using ATK for a series of molecular wires shown in (a). The transmission properties
for these molecules are shown in (b) using both ATK (solid line) and Hückel-IV
(dotted line) to show how well these methods can compare across the many orders
of magnitude that the transmission properties span. While all of the systems
exhibit a response to the applied gate voltage, Figure 2.11(f ) shows that it is only
the cross-conjugated molecule that results in a large change in conductance with
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gate bias, here the ‘‘off ’’ state is defined as no gate perturbation to the system and
the ‘‘on’’ state by a 5-V gate bias. The relatively featureless mid-gap transmission of
the molecules with linear conjugation (c) and broken conjugation (e), result in little
change when the transmission is shifted by the application of the gate voltage. This
is highlighted in (f ). In the system with broken conjugation, shown in green, the
conductance changes 3 orders of magnitude, and the fully conjugated molecule,
shown in red, changes 1.5 orders of magnitude. Conversely, the sharp dip of the
interference feature in the transmission of the cross-conjugated molecule makes
this system very sensitive to shift induced by the gate electrode. The conductance
through the cross-conjugated molecule changes by 8 orders of magnitude with an
applied gate voltage of 5 V.

These results are shown for a representative system but could be further
optimized by engineering the interference minimum to occur directly at the Fermi
level. The on state could possibly be increased 5 orders of magnitude in the case of
the cross-conjugated molecule by increasing gate voltage shifting the HOMO orbital
closer to the Fermi level; however, approaching resonance increases the probability
of electron charging and molecular rearrangement. The cross-conjugated molecule
has a subthreshold swing of ∼625 mV/decade (calculated by using the transmission
difference between 0 and 5 V gate voltage), which is ∼2.5 and ∼5.25 times lower
than in the conjugated and saturated molecules. The comparison between these
rates is important because the conversion between the gate voltage used in the
calculations and the gate electrode in the experiment is nontrivial [1] and will have
a large effect on the absolute value of the subthreshold swing. The large dynamic
range, sensitivity to incident electron energy, and switching based on changes
in electron density make cross-conjugated molecules promising candidates for
molecular transistors.

2.5.4
Rectifier

The field of single-molecule electronics is rooted in the proposal of a single-molecule
rectifier [12]. In the intervening years, many experimental attempts have been
made [74] to measure a rectification ratio in single-molecule transport, with
marginal success in comparison with solid-state devices. The essential element of
a single-molecule rectifier is some sort of chemical functionality that leads to an
asymmetric response to applied bias. This can be as a result of asymmetry in the
molecule, or more successfully in the binding to the two electrodes [75, 78, 79, 90,
96]. While these approaches have had some indisputable success, experimental and
theoretical investigations show molecular rectifiers with rectification ratios typically
�100 [74, 90, 96, 113], these results are a far cry from typical solid-state rectification
ratios that can be >105. It has been suggested that as long as something similar
to the PRBT model holds, the rectification ratio for single molecules will never be
greater than 100 [9]. As we have already highlighted in this chapter, the PRBT model
does not hold for cross-conjugated molecules and consequently by engineering
asymmetry into these systems, interesting rectification properties can be exploited.
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The systems that have been highlighted in the previous sections of this chapter
have dealt with the case of a single (sometimes degenerate) interference peak in
symmetric molecules. Rather than following the previous approaches of using
asymmetry in binding to the electrodes, we design molecules with asymmetric
interference features which should yield much greater asymmetry in measured
current–voltage characteristics. The understanding derived from the investigations
highlighted in Section 2.5.2 are critical for this molecular design as both the
zero-bias transmission and the voltage response have to be controlled.

We illustrate our design principle with model calculations on candidate
molecules. As was seen in Section 2.5.2 these calculations are very sensitive to the
theoretical method and the Fermi level placement (band lineup), which means
that small changes in the electronic structure can have large consequences in the
measured response.

The asymmetry in our proposed class of rectifiers is engineered by using multi-
ple functional groups that generate interference features, as shown in Figure 2.12.
This molecule consists of two cross-conjugated units (or other groups that pro-
duce interference features, e.g., meta-substituted benzene) with split interference
features, separated by a conjugated spacer. The split interference features are
controlled by differing chemical substitution on the two cross-conjugated units to
give an interference feature on either side of the Fermi energy. With an applied
bias across the molecule, the interference positions are expected to move toward
each other or away from each other as shown in Figure 2.12(a). This is a result
of the interference response in cross-conjugated molecules to electron donation
and withdrawal. In one case the applied bias acts in the same direction as the
substituent effect, shifting the interference features away from the Fermi energy
and in the opposite bias direction the applied voltage opposes the substituent effect,
shifting the interference features toward the Fermi energy.

We calculate this response with Hückel-IV as shown in Figure 2.12. This molecule
has a cross-conjugated unit with a methyl ether and a cross-conjugated unit with
carboxyl termination. In this example, the carboxyl-terminated cross-conjugated
unit is the more electron-withdrawing group and the ether-terminated unit is the
more electron-donating group. In Figure 2.12(c), the transmission through this
molecule is shown at three different voltage points −1, 0, +1 . The interference
dips move toward the Fermi energy at negative bias and shift away from the Fermi
energy at positive bias. In Hückel-IV, we calculate a rectification ratio of 249 at
1.2 V, whereas in the other methods the maximum rectification ratios are calculated
to be 18.6 at 1.0 V in gDFTB and 17.6 at 0.6 V in ATK.

The rectification ratio is controlled by the relationship between how low the
interference features make the transmission as they move toward the Fermi en-
ergy, compared with how high the transmission is as the interference features
move away from the Fermi energy. In all our transport calculations, increasing
the conjugated spacer length in the center of the molecule leads to a correspond-
ing increase in the rectification ratio: increasing length decreases the minimum
transmission as a result of the interference feature. The magnitude of the transmis-
sion between the split interference features can be increased dramatically by having
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Figure 2.12 In molecules with multiple
cross-conjugated units, an applied bias volt-
age will split the interference features. This
splitting occurs because an applied bias
has an electron donating or withdrawing
effect that moves the interference position
as shown in Figure 2.10. Shown in (a), the
more positive an electrode is, the more it
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cross-conjugated group to lower energy and
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to higher energy. In (b), we show an asym-
metric molecule with the corresponding
transmission plots shown in (c). The asym-
metry causes two antiresonance features at
different energy. At negative bias these an-
tiresonance features move together and at
positive applied bias they move apart.

a molecular resonance near the Fermi level with interference features separated
equally energetically above and below this resonance.

One strategy for maximizing the rectification ratio in our model rectifiers has
been to use functionalities that contain oxygen as, in our calculations, these groups
have resonances near the Fermi level. A group that has been investigated both
experimentally [11] and theoretically [91] is the anthraquinone functional group,
a cyclic cross-conjugated group. This group has the characteristics of interest,
an interference feature below the Fermi energy and a localized resonance just
above the Fermi energy [11]. To create a molecule with a resonance split by two
antiresonance peaks, we asymmetrically add a cross-conjugated unit. As shown
in Figure 2.13, we have taken the anthraquinone functional group, added a large
conjugated spacer and two methyl-terminated cross-conjugated groups (the second
cross-conjugated unit orients the sulfur termination toward the Au electrodes).

In Figure 2.13, we show the current voltage behavior and the rectification ratio
for our proposed rectifier. As the interference features come together with negative
bias the current decreases from 0.2 to 0.8 V, while in the positive bias, the current
increases as the interference dips move apart. The rectification ratio increases
steadily from 0 to 0.8 V where it quickly falls off. At 0.8 V the rectification ratio
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of >150, 000 is orders of magnitude higher than other published single-molecule
rectifier calculations or experiments, without relying on asymmetric binding to the
electrodes.

The design of this system was influenced by an objective of maximizing the
rectification ratio as calculated in Hückel-IV. In ATK and gDFTB the maximum
rectification ratio is not nearly so large, but the differences can be simply understood
from the underlying differences in the predicted transmission for this molecule
[7]. The strength of our approach to rectifier design is the extreme sensitivity of the
system to changes in electric field; however, this is also a challenge for theory as the
subtle differences between the methods are highlighted in significant differences
in predicted observables. The differences between the three theoretical methods
are sufficiently large that realizing a useful device by these principles may require
experimental optimization.

2.5.5
Negative Differential Resistance

In many molecules with asymmetrically placed interference features some region of
NDR will be seen in the current–voltage characteristics, as the interference feature
or features move toward the Fermi energy with increasing bias. This behavior is
seen in Figure 2.13(a) where the current in the negative voltage direction decreases
1 order of magnitude between 0.2 and 0.7 V. NDR is a behavior that has been
sought in molecular electronic devices and this approach provides a new avenue
toward its realization.
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Interference features in the electronic transmission provide a different approach
for tuning conductance characteristics in molecules by providing a way to switch
off transport. In previous work on NDR in molecules on silicon surfaces, the
conductance dip is attributed to the conduction band edge passing a molecular
resonance [48, 49]. The effect of an interference feature is analogous; however, it is
a component of the molecular transmission that is moving into the measurement
window and suppressing transmission rather than an effect from the electrodes
density of states. The advantage of using an interference feature is that there is
no indication that this will lead to charging of the molecule, and consequently
geometric relaxation, whereas shifting a band edge may result in these structural
changes and consequently long-term instability of the device.

2.6
Probing the Limits of Calculations: Important Real-World Phenomena

The value of this theoretical work rests in part on whether it can be translated into
real devices. For this to be achieved, none of the assumptions in the theoretical
work must fail to such an extent that they undermine the device performance. In
this section we consider what we anticipate are the main assumptions that might
undermine our predictions, namely, peculiarities of the theoretical method, the
thermal effects of conformational freedom and dephasing, molecular short circuits
and transport through inelastic and excited state channels.

2.6.1
Theoretical Method

The peculiarities of the theoretical method present somewhat of a thorny issue for
our analysis. In this chapter we have already shown instances where there is good
agreement among the three codes we use, for example, Figure 2.11 and this issue
was also discussed in detail previously [7, 105]. Conversely, we have also discussed
situations where there are substantial discrepancies between the predictions of
the three computational approaches [7]. The important point to note here is that
all the computational methods predict interference features for cross-conjugated
molecules, the disparity arises as the methods predict different energetic locations
for the resonances and different behavior with voltage. As such, we would suggest
that these differences are really quantitative rather than qualitative. Clearly, until
these methods can be more precisely benchmarked against experiment, care is
required in the interpretation of their predictions.

2.6.2
Dephasing

Previous work has shown that pure local dephasing is capable of destroying in-
terference [44, 45, 101]. A dephasing process can be fluctuations in the system,
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on the timescale of the electron transfer, which destroy the coherence between
paths through the molecule. We model dephasing processes in cross-conjugated
molecules by considering Hückel models of cross- and linearly conjugated
molecules, as was previously done for meta- and para-substituted phenyl systems
[44, 45].

Figure 2.14 shows that increasing the dephasing in the system will increase
transport through systems dominated by destructive quantum interference (the
meta benzene and cross-conjugated systems) and decrease transport through
the more highly conductive systems (para-substituted benzene and the linearly
conjugated system). Interestingly, the strength of the dephasing interaction has to
be stronger for the decay time to coalesce for the cross- and linearly conjugated
systems than for the phenyl systems. This provides a hint as to why dephasing
effects might not be catastrophic for our predictions about the transport properties
of cross-conjugated molecules: the effects of dephasing are dependent on the length
scale of the system. The cross-conjugated unit that is responsible for the interference
effects in these systems is so small, and the effect is so local that if it is possible to
see strong interference effects in any system, this is a likely candidate. The strongest
indications that dephasing will not be a problem in cross-conjugated molecules are
the room temperature experimental measurements of the low level of electronic
communication through meta-substituted benzene, a comparably sized system
whose transmission is dominated by a large destructive interference feature [70, 84].

2.6.3
Conformational Freedom

The mechanism by which conformational flexibility can affect the conductance
characteristics is that a real measurement will not be made on the perfectly
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symmetric optimized geometries. We use molecular dynamics simulations to
investigate the effects of the geometric fluctuations associated with ambient tem-
perature by generating an ensemble of geometries and analyzing the conductance
characteristics. Here we consider a situation where the molecular geometry is
fluctuating, but we still assume that it is static on the timescale of the electron
transfer. That is, the molecular fluctuations are slow with respect to the electron
transfer time. Figures 2.15(a) and (b) show the variation in transmission that is
anticipated for 100 different geometries of cross- and linearly conjugated molecules
respectively (molecules 9 and 14). These results are translated into predicted con-
ductance for these systems as well as a partially saturated molecule (molecule 5)
and histograms of these results are shown for low and high bias, Figures 2.15(c)
and (d). Conformational flexibility modifies the conductance of all three molecules.
The most important finding of this study is that conformational variation does
not destroy the interference feature in the cross-conjugated system and, conse-
quently, the low- and high-conductance states of this system can be accessed with
increasing bias.
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2.6.4
Short Circuits

In the strong coupling limit the strong chemical bond between the molecule of
interest and the electrode defines the path for electron transport through the system.
Electron transport ‘‘through bonds’’ is generally so much greater than transport
‘‘through space’’ that it is easy to assume that the largest electronic coupling
element between the two electrodes will have to follow the chemical bonds of the
system. When structural or functional groups are present which induce destructive
interference, however, this assumption may not hold.

Figure 2.16 shows the transport through three molecules. The first two, para(S)
and meta(S), have thiol groups which chemisorb to the electrode surface (with
terminal hydrogens removed) resulting in strong coupling to the electrode. The
meta(S) system has two meta-substituted phenyl rings, which result in an interfer-
ence feature near the Fermi energy and lead to a computed zero-bias transmission
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Figure 2.16 In the para(S) and meta(S) molecules, we cal-
culate a zero-bias conductance ratio of >50,000, in stark
contrast to the para (S)/para(H) ratio of 150. The H–Au
bond length is set to 2.35 Å. The low-bias conductance of
para(H) can be orders of magnitude higher than meta(S).
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∼52, 000 times lower than para(S). The third system, para(H), has no thiol groups
and is simply placed between the electrodes with a similar orientation to the
para(S) system as though, perhaps, it were held there by some other functionality
(for example meta-substituted thiol groups). The point we wish to illustrate here
is that, depending on the electrode orientation, a meta-substituted system such as
meta(S) may be short circuited by transport through the unsubstituted hydrogen
atoms at the para positions. Care has to be taken to effectively insulate highly
conductive paths through a molecule if a path dominated by interference effects is
to be measured.

2.6.5
Transport Through Inelastic and Excited State Channels

It is possible that transport through inelastic or excited state channels may not be
low in cross-conjugated molecules. If this is in fact the case, it may be that these
pathways (which are generally of lesser importance) may dominate the transport
properties, in an analogous fashion to pathways with ‘‘through space’’ coupling
dominating the electronic transport as illustrated above. The precise magnitude of
these effects remains to be seen, but the possibility warrants further investigation
and should be considered for the design and interpretation of experimental work.

2.7
Conclusions

The unusual electron transport properties of acyclic cross-conjugated molecules set
them apart from the majority of systems studied to date. Their transport behavior
does not follow the usual ‘‘rules of thumb,’’ nor can they be readily described
by a naive application of the PRBT model. They are members of a limited class
of molecules whose off-resonant transport is dominated by destructive quantum
interference effects.

When bound to electrodes, molecular wires offer a range of possibilities for
single-molecule electronic devices. Optimizing chemical functionalities to achieve
desirable performance characteristics has, however, proved to be nontrivial. Acyclic
cross-conjugated molecules offer an interesting prospect for future investigation
with these theoretical studies suggesting that a diverse range of conductance
characteristics can be obtained from relatively minor perturbations. In particular,
acyclic cross-conjugated molecules may yield favorable device performance with
changes in electric field alone.

As with any theoretical work, the realization of such devices, or lack thereof,
will reveal whether the assumptions underlying this work constitute a reasonable
base for modeling molecular electron transport dominated by interference effects.
In any event, these systems should provide a clear, discriminating test system
against which theoretical methods can be benchmarked. The best case scenario for
these predictions is the realization of molecular electronic devices with competitive
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performance characteristics, the worst case is dramatic disparities between theory
and experiment highlighting the inadequacies of the theoretical methods. The
beauty is that either way interference effects and acyclic cross-conjugated molecules
offer exciting future avenues for research into molecular wires.
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3
Hopping Transport in Long Conjugated Molecular Wires
Connected to Metals
Seong Ho Choi and C. Daniel Frisbie

3.1
Introduction

Long, π -conjugated molecules are often described as ‘‘molecular wires,’’ a term that
implies these molecules can transport charge efficiently over long distances [1–5].
Here ‘‘long’’ corresponds to perhaps ∼5–100 nm, greater than typical tunneling
lengths, but tiny in comparison to length scales in the everyday world. Interest
in molecular wires has at least two principal motivations. Some workers have
postulated that molecular conductors may be useful in future nanoelectronic
devices where the inherent small size of molecules and their tunable electronic
properties, sensitivity to specific analytes, and propensity for self-organization
seem potentially advantageous [4–8]. On the other hand, fundamental studies
of conduction in molecular wires offer opportunities to elucidate microscopic
conduction mechanisms operative in films of conjugated polymers. This in turn
may positively impact efforts to optimize these materials for applications in
solar energy conversion [9, 10], electroluminescent displays [11–13], and printed
electronics [14, 15], for example.

The past decade has witnessed remarkable progress [16–22] in our ability to
characterize electrical conduction in molecules using a simple testbed called a
molecular junction. In a molecular junction, single molecules or an ensemble of
molecules are connected between closely spaced metal electrodes, Figure 3.1. In
these nanostructures, the conductivity of the molecular wires is determined directly
by recording the current–voltage (I–V) characteristics. There are now perhaps a
half dozen different methods for forming reproducible molecular junctions that
are summarized in this book and in several recent reviews [18–22]. The ability
to contact molecules easily and reproducibly enables systematic measurements
of conduction as a function of molecular architecture [17, 23–25], molecular
length [25–27], applied voltage (electric field) [28], temperature [29–37], contact
metallurgy [27], and surface linker chemistry [26, 32, 38–42]. By combining organic
synthesis with such systematic measurements, exciting opportunities are created
for probing structure–transport relationships in molecular wires in a manner

Charge and Exciton Transport through Molecular Wires. Edited by L.D.A. Siebbeles and F.C. Grozema
Copyright  2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-32501-6



62 3 Hopping Transport in Long Conjugated Molecular Wires Connected to Metals

Metal Metal

Surface Linkers

Molecular Backbone

V

Figure 3.1 Schematic representation of a metal–molecule–metal junction.

analogous to classical physical organic chemistry approaches for understanding
reaction mechanisms [43].

In this context, it is important to recognize that understanding of direct current
(DC) conduction through molecules builds on several decades of prior work in
the chemical community on electron-transfer (ET) processes within molecules
dissolved in solution. Rate constants have been measured for intramolecular ET
reactions on a wide range of systematically varied donor–bridge–acceptor (D–B–A)
molecules [2, 44–48]. It is well established that ET rates depend on both the redox
levels of the D and A components [44, 49], the bonding architecture, and length of
the bridge [50–54], as well as dynamic motions (vibrations) within the molecule [48,
55]. Furthermore, it has been demonstrated that different ET mechanisms (e.g.,
tunneling versus hopping) can be distinguished by varying the temperature [48].
A great body of literature on structure–property correlations for intramolecular
ET reactions has accumulated [2, 44–55], and predictions about steady-state DC
conduction in molecular junctions can be made based on this prior work [56, 57].

However, the presence of metallic contacts in molecular junctions also introduces
significant electronic perturbations that make these solid-state experiments fun-
damentally different from solution ET studies. Injection of charge into molecules
from metals naturally depends on image forces and dipoles that can exist at
metal–molecule interfaces, as well as on metal–molecule coupling and the ener-
getic position of the Fermi level with respect to the molecular orbitals [57–59].
Additionally, the population of electrons that are available for transport across a
molecular junction is tuned by the applied bias, which is clearly different from
the situation in isolated D-B-A molecules in which single electrons (or holes) are
made available for transfer via an initial excitation step. Finally, steady-state DC
conduction in molecules may lead to charge correlation phenomena (e.g., Coulomb
blockading [60–62]) that are not germane to typical solution ET experiments. As
described in other chapters of this book, solution ET studies allow the use of
ultrafast spectroscopy to observe ET dynamics that cannot be accessed in molecular
junctions. Thus, solution ET and solid-state DC conduction experiments are best
viewed as complementary approaches. Collectively, they produce a more complete
picture of the problem of electron transport in molecular wires.

The focus of this chapter is on DC electrical conduction in molecular junctions,
especially junctions incorporating long conjugated molecular wires in which
charges are injected into molecular orbitals and driven along the molecular back-
bone by an applied electric field – the so-called hopping transport regime. Elegant
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experiments involving singe electron tunneling processes in molecular junctions
[60–62], for example, will not be covered as our emphasis here is on longer
molecules in which multiple hopping events occur. Significant portions of the
chapter will cover changes in transport mechanisms that are driven by applied bias,
temperature, or molecular length. We begin by reviewing basic charge transport
mechanisms as comprehension of these is required to understand the broad spec-
trum of current–voltage behavior exhibited in molecular junctions. We conclude
with an outlook on future hopping transport experiments in molecular wires.

3.2
Charge Transport Mechanisms

The charge transport mechanism of a wire can be revealed by how its electrical
resistance varies with length and temperature. For example, the resistance of
a conventional metallic wire is directly proportional to its length and increases
with temperature generally following a polynomial [63]. This is a direct result of
the diffusive (incoherent) carrier transport mechanism in the metal. However,
this particular scaling need not hold for conduction through molecular wires
connected to metal contacts. It is well understood that for sufficiently short
molecules, electrons can tunnel between the two contacts and in this case the
junction resistance increases exponentially with molecular length and is only
weakly temperature dependent [24–27, 29, 64–69]. The tunneling mechanism
is often ‘‘nonresonant’’ in that the tunneling electron energies are not precisely
matched with the molecular orbital energies; however, the frontier molecular
orbitals still assist the tunneling process (i.e., they lower the junction resistance) by
lowering the effective tunneling barrier [41].

For longer wires at moderate temperatures, the rate of tunneling is strongly
suppressed and instead charge can be injected into frontier orbitals of the wire
molecules and transported by an incoherent hopping mechanism [68, 69]. In this
case, the transport is thermally activated and the length dependence of resistance
is predicted to be linear [68–72]. This is the regime of central interest for molecular
wire studies. However, it is important to note that the charge transport mechanism
in a junction depends on many factors including applied bias [28, 33]. Large
biases may result in field emission, a tunneling mechanism that occurs when the
tunneling barrier is strongly perturbed by the applied electric field [73–75]. In
the following sections, the predictions of simple tunneling, field emission, and
hopping models are reviewed in more detail as a forerunner to the discussion of
recent results on DC electrical transport in molecular wires.

3.2.1
Tunneling (Direct Tunneling and Field Emission)

In coherent tunneling, electron waves traverse a potential barrier without any
change in phase, and propagate again on the other side of the barrier. Figure 3.2
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Figure 3.3 Simplified energy level diagram
for a molecular electronic junction. For most
junctions studied to this point, the junc-
tion Fermi level lies closer to the molecular
HOMO, defining the barrier height, φ, as the

energy offset between the HOMO and the
Fermi level. In reality, the barrier height is
not constant across the molecule, but varies
with the energy of each site in the molecular
wire.

illustrates electron transmission through a rectangular barrier. A rectangular
barrier is clearly an extremely crude approximation for a molecular junction, but
the simplicity of this model and its qualitative predictions have made it widely used
for initial analysis of molecular conduction in the tunneling regime [65].

In a common approximation for molecular junctions, the tunneling barrier has a
height equal to the offset between the Fermi level and the closest molecular energy
level (see Figure 3.3), and a width equal to the length of the molecule. For systems
where the Fermi level is far (>1 eV) from a molecular level (nonresonant tunneling),
this approximation is perhaps reasonable. As the average barrier height decreases,
the precise structure of electronic states in the junction becomes increasingly
important, and the description of the junction as a single barrier clearly breaks
down [76, 77].

According to the Wentzel–Kramers–Brillouin (WKB) approximation [64], the
amount of wave attenuation shown in Figure 3.2 is affected by the height (φ) and
length (d) of the barrier. In the 1960s, Simmons derived an equation for current
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passing through an arbitrary tunneling barrier using the WKB approximation, and
it is reduced to the following expression in the very low-bias range [65]:

J = e2V

4π2�2d
(2mφ)1/2 exp

[−2d

�
(2mφ)1/2

]
(3.1)

where J is the current density, φ is the mean barrier height, e is the elementary
charge, d is the barrier length, and V is the applied bias.

Equation (3.1) can be rewritten in terms of resistance (R) and simplified to a for-
mulation useful for experiments, where resistance exhibits exponential dependence
on the barrier length [24–27, 78]:

R = R0 exp(βd) (3.2)

Here R0 is the effective contact resistance, and β = 2(2mφ)1/2/� is a
structure-dependent attenuation factor. (The factor β also appears in the theory of
variable range hopping in disordered media, where it is interpreted as the inverse
of the charge localization length [79, 80].) According to Eq. (3.2), the fit parameters
R0 and β are extracted from a semilog plot of resistance versus molecular length;
β is the slope of the best-fit line to the data points and R0 is the y-intercept [27].

Length-dependent measurements are thus extremely useful to determine the
efficiency of electron tunneling through molecular bonds. More efficient tunneling
is characterized by lower β-values. Conjugated molecules with delocalized π

electrons often exhibit β-values in the range of 2.0–5.0 nm−1, while saturated
chains have β between 7.0 and 10.0 nm−1 [17, 25]. The contact resistance R0

reflects the type of metal and the surface linker chemistry used to bind the
molecules in the junction [27, 78, 81]. The importance of contact resistance in a
molecular junction can be assessed directly by length-dependent measurements.
Junction measurements on molecules of only one length leave open substantial
questions regarding what fraction of the measured resistance (at a given bias)
is due to contact effects versus the transport along the molecular backbone. The
important role of length-dependent transport measurements will be emphasized
again in Section 3.3 of this chapter.

Equation (3.2) works well for coherent nonresonant tunneling in the low-bias
regime, and this equation has also been derived from a combination of the
Landauer formula and the Green’s function formulation [27], which provides a clear
connection between the transmission probability and the conductance [58, 66, 68,
82–84]. The importance of the Green’s function formulation stems in part from the
ability to factorize the total transmission probability into the molecule–metal and
the molecular backbone components [84]. This formalism also takes into account
the mixing of molecular orbitals with the metal electron states at the contacts. The
coupling of molecular levels to metal leads to broadening of the molecular states,
an important effect that modifies the overall junction transmission. In junctions
where tunneling is the dominant charge transport mechanism, current is predicted
to have very weak dependence on temperature (Table 3.1) [68, 69].
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Table 3.1 Charge transport mechanisms in a molecular junction.

Conduction Characteristic Temperature Length Bias
mechanism behavior dependence dependence dependence

Nonresonant R ∝ exp
(

2d
√

2mφ

�

)a
Weak ln R ∝ d J ∝ V

tunneling

Field emission J ∝ V2 exp
(

− 4d
√

2mφ3

3q�V

)
Weak J ∝ exp

(−d
)

At a given bias
ln

(
J

V2

)
∝ 1

V

Hopping R ∝ d exp
(

φ

kT

)
ln R ∝ 1

T R ∝ d J ∝ V

aThe characteristic behavior described here is for the low-bias regime. J is the current density.
Reproduced with permission from Ref. [29]; Copyright 2003 by the American Physical Society.

Equation (3.1) describes current through a rectangular barrier in the low-bias
limit, and can be simplified to

I ∝ V exp
(

−2d
√

2meφ

�

)
(3.3)

which is a useful form, as will be demonstrated below. At the opposite limit,
when the applied bias exceeds the barrier height, the barrier shape switches from
rectangular to triangular, and the current–voltage dependence is described as
follows:

ln
(

I

V2

)
∝ −4d

√
2meφ3

3�qV

(
1

V

)
(3.4)

Tunneling through a triangular barrier is termed ‘‘field emission’’ or
Fowler–Nordheim tunneling [85]. In field emission, a plot of ln (I/V2) against 1/V
is expected to yield a line with a negative slope, the absolute value of which will
depend on the barrier height based on Eq. (3.4).

A transition from direct tunneling to field emission is evident in a variety of
molecular junctions [74, 75]. To examine experimentally the transition from direct
tunneling to field emission requires recasting Eq. (3.3) in terms of the variables ln
(I/V2) and 1/V so it can be directly compared to Eq. (3.4). The resulting equation
is as follows:

ln
(

I

V2

)
∝ ln

(
1

V

)
− 2d

√
2meφ

�
(3.5)

From Eq. (3.5), a plot of ln (I/V2) against 1/V exhibits a logarithmic growth in the
low-bias regime. Therefore, a transition from logarithmic growth to linear decay in
a plot of ln (I/V2) against 1/V is a signature of a transition from direct tunneling
to field emission.

Figure 3.4 shows a Fowler–Nordheim plot for an Au–anthracenethiol–Au tunnel
junction [74]. The inset displays the same data plotted on standard current–voltage
axes. The dashed line in Figure 3.4 denotes the voltage required for transition
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from direct tunneling to field emission for anthracenethiol, which is referred as the
transition voltage (Vtrans). The shape of the curve in the two bias regions matches the
shape predicted by Eqs. (3.4) and (3.5) (linear decrease at high bias and logarithmic
growth at low bias). Furthermore, the specific value of Vtrans provides a means of
experimentally estimating the height of the original rectangular barrier of a given
molecule. Note that Vtrans remains an estimate, and not an exact measure of the
barrier height because the original tunneling equation as outlined in Eq. (3.2) does
not explicitly account for voltage drops at the contacts or the image potential of the
tunneling electron. Nevertheless, the point of Figure 3.4 is that proper analysis of
I–V characteristics can reveal the onset of field emission in molecular junctions.
This will be important in the analysis of molecular wire transport in Section 3.3.

3.2.2
Hopping

For conjugated wire molecules greater than a few nanometers in length, the
coherent tunneling model discussed above breaks down, particularly near room
temperature. Instead of direct metal-to-metal tunneling, the charge conduction
process may be viewed as a series of discrete steps involving first injection of charge
into the molecular orbitals, field-induced drift of the charge carrier down the length
of the molecule, and finally extraction of the charge into the receiving contact. In
this incoherent limit, the charge has a relatively long residence time on the molecule
and consequently there is substantial vibronic coupling between molecular motions
and the charge, that is, polarons are formed. One can roughly estimate the charge
residence time with knowledge of the molecule–metal coupling energy. If this
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Figure 3.5 Schematic energy diagram for incoherent
hopping through N sites separated by distance a on a
molecular wire.

coupling is on the order of 0.1 eV [86], the uncertainty principle suggests that the
residence time will be >40 fs. This time is comparable to the timescales of typical
vibrations (10 fs to 1 ps) [1], meaning vibronic coupling and polaron formation will
likely occur. A better way to estimate the carrier residence time is to use actual
current density data for molecular junctions, as will be shown later.

The polaronic charge carrier moves along the molecular backbone by hopping
between localized states (orbitals), Figure 3.5. This hopping process is thermally ac-
tivated around room temperature. Indeed many researchers working on molecular
wires implicitly define hopping conduction as thermally activated, although in the
solid-state physics literature hopping is generically defined as transport between
localized states regardless of whether the hop involves thermal activation or tun-
neling [70–72, 87]. In the hopping regime around room temperature, one expects
that the junction resistance might follow classical Arrhenius behavior [46, 71],

R = R0 exp
(

Ea

kT

)
(3.6)

where Ea is an activation energy and k is the Boltzmann constant. This
Arrhenius-type thermal activation is readily explicable in the Marcus picture of
electron transfer [46, 51, 88]. Thermal motion of nuclei within the molecular wire
(e.g., a bond rotation) results in a favorable geometry that facilitates electronic
coupling and migration of charge. In this picture, the activation energy (Ea)
corresponds to the energy required to reach the transition state. The precise
temperature dependence of transport will likely depend on the specific molecular
wires under study (e.g., the density of states distribution) and certainly this
currently remains an open question [79, 80, 89].

Hopping transport is not predicted to exhibit exponential length dependence
characteristic of coherent tunneling, but instead scales linearly with the length
in the low-bias regime (Table 3.1). The weaker length dependence facilitates the
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transport of charge over greater distances, and thus it is the hopping regime that
might be considered most ‘‘wire-like.’’ Linear length dependence is also a signature
of ohmic conduction where the charge transport is field driven. However, hopping
conduction at higher applied biases can deviate from ohmic behavior in principle;
for example, it is interesting to consider the role of space charge limited conduction,
which is commonly observed in semiconductors, and for which current normally
scales as the applied bias squared [90, 91].

3.2.3
Recent Results on Molecular Wires Connected to Metals

In light of the foregoing discussion on transport mechanisms, it is clear that the pre-
dominance of any mechanism – direct tunneling, field emission, or hopping – will
depend on numerous factors including the electronic structure of the molecular
wires and their length, the applied bias, and temperature. The interplay of these fac-
tors has yet to be sorted out experimentally and theoretically. However, there have
been a few reports on observations of mechanistic transitions in molecular wires
connected to metals. Thermal effects on DC conduction through nitro-substituted
oligo-phenylene-ethynylene (OPE) molecules have been reported in pioneering
work by Selzer et al., Figure 3.6 [30, 36, 37]. Red curves in Figure 3.6(b) shows
Arrhenius plots of current versus temperature for a single molecule OPE junc-
tion in which there is a characteristic transition from temperature-independent
behavior at low temperatures, where conduction is dominated by tunneling, to
temperature-dependent hopping behavior at high temperatures. The activation
energy in the hopping regime corresponds very well with theoretical calculations
of barriers for rotations of the rings in the nitro-substituted OPE [30]. Thus, Selzer
and colleagues argued that above the transition temperature of ∼100 K, the onset of
torsional fluctuation of the phenyl rings leads to vibronic coupling that suppresses
tunneling and facilitates a hopping process. They also suggested that local heating
of the molecules, resulting from IV power dissipation in the junction, may play a
role in the thermally activated hopping [37].

Further, they have investigated the effect of local environment by compar-
ing the temperature-dependent conduction in two testbeds with the same OPE
molecule – one based on an isolated OPE and the other on a self-assembled
monolayer (SAM) between two gold nanowire segments (‘‘in-wire’’ junctions,
Figure 3.6(a)) [36]. Figure 3.6(b) shows total current of the isolated molecule
junction (gray curves) compared to the normalized current-per-molecule for an
in-wire junction (black curves) as a function of temperature (10–300 K). While
currents in the in-wire junction display temperature independence over entire
temperature range, thermal activated behavior is exhibited only above 100 K in
the single-molecule junction. The failure to observe a transition to hopping in the
in-wire junction was attributed to a higher barrier for the rotation of the phenylene
rings, due to a restricted volume for torsional modes in a close-packed SAM ma-
trix. The issue of intermolecular interactions in molecular junction measurements
remains an important question.
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Tao and colleagues [32] have observed thermally activated hopping in redox
active perylene tetracarboxylic dimides (PTCDIs) molecules connected between
an STM tip and a gold substrate, Figure 3.7. In these experiments, charge was
electrochemically induced on the PTCDI molecules and conduction through the
charged molecules was thermally activated, consistent with a hopping mechanism
(Figure 3.7(b)). However, when the same molecules were probed without inducing
charge, the temperature dependence of conduction was much weaker, indicative
of a tunneling mechanism (Figure 3.7(c)).

Very recently, Rampi and colleagues have reported the preparation and character-
ization of extremely long molecular wires, up to 40 nm in length. These wires were
synthesized using metal ion coordination chemistry (Figure 3.8(a)) [92]. Although
the authors have not yet reported the temperature dependence of conduction,
a multistep charge hopping process between the metal centers in the backbone
is implicated by the linear length dependence they observed for the conduction
(Figures 3.8(b) and (c)).

Even longer conjugated molecular wires with lengths greater than 100 nm were
recently prepared by in situ polymerization of dibromoterfluorene monomers on an
Au (111) surface [94]. The conductance of a single polyfluorene chain was measured
as a function of distance between an STM tip attached to one end of the molecule and
the Au surface (Figures 3.9(a) and (b)). However, the conductance at small bias volt-
ages was only measurable over an adjustable distance of 0–4 nm because the current
levels for longer lengths of this wire molecule were below the apparatus detection
limit. Over the short range of lengths that was measured, there was an exponential
attenuation of current with length, indicative of tunneling (Figure 3.9(c)).

In the following section, we describe the preparation and characterization of
a different conjugated molecular wire system that clearly exhibits a mechanistic
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transition from tunneling to hopping as a function of wire length [33]. The synthetic
flexibility of these wires opens considerable opportunities for systematic investiga-
tion of molecular wire conduction as a function of controlled molecular architecture.

3.3
Oligophenylene Imine Molecular Wires: A Flexible System for Examining the Physical
Organic Chemistry of Hopping Conduction in Molecules

A versatile technique for the controlled fabrication of π -conjugated phenylene
imine (azomethine) oligomers bound to a substrate was recently reported by
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rent versus inverse molecular length for the
Fe(II)-based molecular wires. (Adapted from
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the Nature Publishing Group.)

the current authors who followed a procedure originally described by Rosink et al.
(Figure 3.10(a)) [33, 95]. The growth procedure begins by adsorption of a monolayer
of 4-aminothiophenol on gold. Benzenedicarboxaldehyde is then added in solution,
allowing formation of a second layer by reaction of one aldehyde group with the
amine bound to the surface. The resulting imine extends conjugation over both the
individual layers. By reaction with phenylenediamine, a third layer can be formed
that further extends the degree of conjugation. Thus, by a sequence of alternating
addition of dialdehyde and diamine, the length of the oligomer is continually
extended. In this stepwise fashion, long conjugated oligophenyleneimine (OPI)
molecules are readily built, controlling the orientation. The surface density of the
wire molecules remains essentially constant with increasing length as long as the
reaction nearly completes at each step. Each OPI-p wire terminated with –NH2

or –CHO groups can be end-capped with benzaldehyde or aniline, respectively [33].
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Figure 3.9 (a) STM image (5.9 by 3.6 nm)
of a single polyfluorene chain end with its
chemical structure superimposed (using a
different scaling). (b) Scheme of the chain
pulling procedure: after contacting a molec-
ular chain to the STM tip, the chain can be
lifted from the surface in a ropelike manner
upon tip retraction because of its flexibil-
ity and weak interaction with the substrate.
(c) A semilog plot of conductance versus

distance between the tip attached to the
chain and the metal substrate, which ex-
hibits an exponential decay with a β value
of 3.0 nm−1. The characteristic oscillations
with a period of about 10 Å reflect mechan-
ical deformation of the molecular wire, as
it slides over the metal surface during the
pulling process. (Adapted from Ref. [94] with
permission; Copyright 2009 by the AAAS.)

The end-capping provides a consistent terminal group throughout the OPI series
that facilitates reproducible electrical characterization.

The growth of OPI wires is conveniently monitored using reflection–absorption
Fourier transform infrared spectroscopy (RAIRS). RAIRS data, shown in
Figure 3.10(b), reveal the alternate appearance and disappearance of carbonyl
stretches (1710 cm−1) and symmetric amine stretches (3350 cm−1) in the OPI-p
wires, which verifies the imination mechanism and indicates near quantitative
reaction of all exposed reactive endgroups. The intensities of imine stretching
(1620 cm−1) and the benzene ring vibrational mode (1500 cm−1) increase with the
number of repeat units, as expected. Complete end-capping to form finished OPI
wires is confirmed by the disappearance of the terminal group vibrational modes
(not shown) [33].

The main advantage of this stepwise imine chemistry lies in its compatibility
with a variety of molecular building blocks. Wires may be built with precisely
controlled chain architecture, and at the end of this chapter we suggest some
different building blocks designed to examine the role of steric interactions and
redox properties on wire transport. Recently, we have taken the next step to
demonstrate the versatility of the method by building wires from larger, more
conjugated building blocks. Specifically, alternate addition of naphthalene and
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Figure 3.11 Molecular structure of ONI-10, the longest
ONI wire that was prepared by stepwise additions of
naphthalene-2,6-dicarboxaldehyde and fluorene-2,7-diamine.

fluorene blocks has been employed to build oligonaphthalenefluoreneimine (ONI)
wires up to 10 nm in length (Figure 3.11). Preliminary results confirm that the
addition chemistry also works cleanly for growth of these ONI wires and this work
will be reported elsewhere.

OPI wires ranging in length from 1.5 to 7.3 nm have been reported and their
transport properties were characterized in detail as a function of molecular length,
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temperature, and applied bias [33]. Here we cover the experimental details of
the characterization of OPI wires, including the conducting probe atomic force
microscopy (CP-AFM) approach employed for electrically contacting them. We
describe the I–V behavior in detail, focusing, in particular, on transitions in the
conduction mechanism from tunneling to hopping to field emission.

3.3.1
Forming Junctions using a Soft, Spring-Loaded Contact

A variety of strategies have been devised for forming nanoscale molecular junctions,
in which molecules are delicately engaged between two metal contacts [18–22].
Each method has inherent advantages and disadvantages, generally relating to
issues of yield, reproducibility, ease of formation, and the number of molecules
incorporated. Over the last 10 years, we and others have demonstrated that CP-AFM
is a particularly convenient and reproducible approach [24–27, 74, 78, 81, 96–99].

In CP-AFM, a metal-coated AFM tip is brought into contact with a SAM
of molecular wires under controlled load (see Figure 3.12(a)) [100, 101]. The
metal-coated tips are prepared by vapor deposition of a 5-nm chromium adhesion
layer followed by a 100-nm metal layer. The probe position is adjusted through an
optical feedback system using a laser that reflects off the back surface of the AFM
tip and in this way the load on the junction can be precisely controlled; the load
is typically several nano-Newton and the tip–SAM contact areas are on the order
of 10 nm2 for a tip with a 50-nm radius of curvature. I–V characteristics of the
molecular wire monolayer are measured by sweeping the tip voltage.

One can view the force microscope operated in this manner as essentially a
molecular-probe station analogous to device-probe stations used in semiconductor

Au

I

2 nm

SAM

Au Coated Tip

20 nm

Au R = 57 nm

Si3N4
Tip

(a) (b)

Figure 3.12 (a) Measurement of molecular wire resistance
using conducting probe atomic force microscopy (CP-AFM).
A gold-coated tip is brought into contact with a monolayer
on a gold substrate. (b) Transmission electron microscopy
(TEM) image of a gold-coated AFM tip.
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electronics. This CP-AFM or molecular-probe station approach has several attractive
features. First, it is inherently a soft contact, nondestructive method. By virtue of
the flexible cantilever attached to the probe tip, the top contact is spring loaded
and the force is easily adjusted so that permanent (plastic) deformation of the
SAM layer is avoided. Second, the CP-AFM method is simple and fast. No micro-
or nanofabrication processes are necessary, meaning that junctions can be made
and tested in the time span of a few hours or less. Third, the dimensions of
the junctions are inherently small because of the small radius of curvature of
the AFM tip (see Figure 3.12(b)). This reduces the probability of electrical shorts
and means that conduction can be probed through a small number of molecules
(∼100) [27]. Fourth, CP-AFM offers significant experimental flexibility in that the
tip and substrate can be coated with different metals, which allows the role of metal
contacts on junction I–V behavior to be assessed [27]. Finally, the technique is
also compatible with variable temperature measurements, which is important for
verifying transport mechanisms [33]. These collective attributes make the CP-AFM
testbed a very powerful and versatile method for molecular-wire experiments.

3.3.2
Electrical Transport in OPI Wires

3.3.2.1 Length Dependence of Resistance
Figure 3.13(a) shows a semilog plot of resistance (R) versus molecular length (L)
for OPI wires, where each data point represents the average of 10 measurements.
The resistance was determined using Au-coated CP-AFM tips in contact with the
OPI wires grown on Au. A current–voltage sweep generally yields a sigmoidally
shaped I–V curve as will be shown later, but over a small voltage range (±0.3 V) the
response is linear. The resistances shown in Figure 3.13 are low voltage resistances
determined over this small range. Significantly, a clear transition of the length
dependence of low voltage resistance is observed near 4 nm (OPI 5), indicating
that the conduction mechanism is different in short (OPI 1–5) and long OPI wires
(OPI 6–10). In short wires, the linear fit in Figure 3.13(a) indicates that the data
are well described by Eq. (3.2) for nonresonant tunneling. The β-value is found to
be 3 nm−1, which is within the range of β-values of typical conjugated molecules
[17, 25, 49]. For long OPI wires, a much flatter resistance versus molecular length
relation (β ∼ 0.9 nm−1) is exhibited. The extremely small β suggests that the
principal transport mechanism is hopping [2, 102–104]. In addition, a plot of R
versus L for long wires is linear (see Figure 3.13(b)), which is expected for hopping
transport (Table 3.1) and indicates that Eq. (3.2) does not apply for long wires.

3.3.2.2 Temperature Dependence of Resistance
Although a change in transport mechanism is apparent in the R versus L plot, the
temperature dependence is the key to verify different transport mechanisms. In the
hopping regime, transport is activated. Of course, it is natural to ask what specific
nuclear motions control the hopping rate.
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Figure 3.13 (a) Semilog plot of R versus L
for the gold/OPI wire/gold junctions. Each
data point is the average differential resis-
tance obtained from 10 I–V traces in the
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one standard deviation. The straight line

is a linear fit to the data according to Eq.
(3.2). (b) A linear plot of R versus L for the
gold/wire/gold junctions. Straight lines are
linear fits to the data. (Adapted from Ref.
[33] with permission; Copyright 2008 by the
AAAS.)

Temperature-dependent CP-AFM measurements on OPI-4, 5, 6, and 10 were
performed in an environmentally controlled (low humidity) AFM equipped with a
variable temperature stage. Figure 3.14 shows an Arrhenius plot of resistance versus
1/T for each of the wires. Clearly, the resistance for OPI-4 and 5 is independent
of temperature from 246 to 333 K, as expected for tunneling. However, both OPI-6
and 10 display strongly thermally activated transport characteristic of hopping. The
activation energies determined from the slopes of the data are identical at 0.28 eV
(6.5 kcal/mol) for both OPI 6 and 10, which implies that the same molecular motion
contributes to the intramolecular hopping process in both wires. Contact effects are
not responsible for the activated transport, as straightforward calculation shows that
the injection efficiency is >99% [105]. Collectively, the data in Figures 3.13 and 3.14
provide unambiguous evidence for a mechanistic transition from tunneling to
hopping near 4 nm in OPI wire length.

A key question concerns the nature of the hopping sites in the long wires and
the origin of the 0.28-eV activation energy. An important point in this regard is
that the ultraviolet (UV)-visible absorption data on OPI wire SAMs show that the
conjugation does not extend over the entire wire. The optical gap (Eg) reduces
with molecular length up to OPI-3, and then remains constant at 2.6 eV for longer
OPI wires [33]. This result indicates that the π -conjugation extends over three
repeating units via the imine linkage and that longer wires contain weakly linked
conjugated subunits. From prior work, it is known that electronic delocalization
is limited in aromatic oligoimines because of the nonzero dihedral angle between
the benzene ring and the imine bonds, that is, the wire molecules are not flat and
the π -conjugation is broken [106]. Indeed, the activation energy for twisting of the
phenyl rings has been measured to be 0.3 eV [107, 108], in remarkable agreement
with the activation energy measured in the junction transport experiments.
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A cartoon illustrating the proposed charge hopping process in OPI wires is
shown in Figure 3.15. The picture emerges that charge (likely holes) injected from
the positive contact into the long OPI wires is localized to a subunit consisting
of approximately three repeat units. Field-induced drift of the charge down the
backbone requires that the dihedral angle between conjugated subunits decreases
to near 0◦, a process that transiently extends the conjugation along the molecule and
allows the charge to hop. This nuclear motion is thermally activated and concerted,
involving rotation of the phenyl rings coupled with alteration of the C=N bond
length [108]. This physical model of conduction gated by torsional motion of
conjugated subunits is very much consistent with prior studies of electron transfer
in D–B–A compounds [48], and it underscores the hugely important role of nuclear
motion in charge conduction in molecular wires.

One can further check the consistency of this model by calculating the average
residence time for charge on OPI wire and comparing that time to the timescale
associated with the torsional fluctuation. At +0.2 V bias, the current through OPI-6
is 2 ×10−10 A. For this calculation, we take the number of molecules in the
junction to be ∼100 [27] so that the current per molecule is 2 ×10−12 A, which is
approximately 107 electrons/second per molecule. This implies that average charge
residence times are on the order of 0.1 µs, far slower than the period of the torsional
mode (∼50 fs) [109], as expected.

3.3.2.3 Electric Field Dependence of Charge Transport
To have a complete understanding of transport in a molecular wire, it is also
necessary to characterize the voltage and electric field dependence of the I–V
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Figure 3.15 Proposed illustration for OPI-10. A charge
(yellow ball) is localized at the conjugation subunit where
three repeats are strongly coupled (right). Once molecu-
lar motions couples transiently the conjugation subunits, a
charge can be driven down the wire (left).

characteristics [28]. Applying a bias across a junction may perturb the electronic
structure of the wire as the electric fields may be very large, of order 105 –107 V/cm;
certainly there can be field-driven changes in conduction mechanisms. In the case
of OPI wires, the situation is admittedly somewhat complex, as will be seen, though
the field, temperature, and length dependence are all self-consistent.

Figure 3.16 displays a compilation of I–V data for OPI wires plotted on different
axes. Figures 3.16(a) and (b) show the I–V curves of OPI-4 and 10, representative
of short and long OPI wires. Both curves are sigmoidally shaped, but there is
also clearly a qualitative difference in the transition from low to high voltages;
the OPI-10 wire appears to show a more abrupt increase in current beyond 1.0 V.
Figures 3.16(c) and (d) show semilog plots of current versus voltage and electric
field, respectively, for all 10 OPI wires. For short wires (OPI 1–5) in Figure 3.16(c),
there are large decreases in current with length, whereas these changes become
much smaller for the longer OPI wires (6–10). The electric field dependence in
Figure 3.16(d) reveals that for the long OPI wires the curves nearly collapse on top
of one another. This is expected for hopping transport because it is inherently field
driven; the tunneling process in short wires, on the other hand, is voltage driven,
and the log I versus electric field plots for these wires remain distinctly separated.

Surprisingly, the Fowler–Nordheim plots for OPI-4 and 10 in Figures 3.16(e)
and (f) reveal that there is a striking change in conduction behavior with applied
bias. This change in behavior is not readily apparent in either the log I–V or the
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Table 3.2 The analysis of I–V characteristics for selected OPI wires.

Monolayer n in I, I′ n in II′ Vtrans (V) VII′ (V) φFE(eV)
I ∝ Vn I ∝ Vn (Etrans (MV/cm)) (EII′ (MV/cm))

OPI-1 1.1 – 0.95 [6.3] – –
OPI-2 1.1 – 0.85 [4.0] – –
OPI-4 1.3 – 0.75 [2.2] – –
OPI-6 1.2 2.6 1.00 [2.1] 0.5 [1.0] 0.3–0.5
OPI-8 0.9 2.3 0.90 [1.5] 0.40 [0.7] 0.3–0.6
OPI-10 0.9 2.6 0.95 [1.3] 0.40 [0.6] 0.3–0.5

Modified from Ref. [33] with permission; Copyright 2008 by the AAAS.

I–V characteristics. Considering first OPI-4 (Figure 3.16(e)), the current scales
logarithmically with 1/V for low voltages (regime I) as expected from Eq. (3.5),
indicative of direct tunneling. Above the transition voltage Vtrans (regime II), the
current scales linearly with 1/V with a negative slope. This is a clear evidence for
the onset of field emission (Eq. (3.4)). As noted earlier, the transition point, Vtrans

is an estimate of the effective barrier height at V = 0, and the Vtrans values for
OPI wires are listed in Table 3.2. The decrease in Vtrans with length in short wires
indicates that the estimated barrier height decreases as expected due to the increase
in conjugation length.

The Fowler–Nordheim plot for OPI-10 in Figure 3.16(f ) is similar but reveals
three distinct transport regimes (I′, II′, and III′). In the low-bias regime I′, the current
scales logarithmically with 1/V, also characteristic of ohmic hopping conduction
and consistent with the length- and temperature-dependence data. The negative
slope in the high-voltage regime III′ suggests that field emission also occurs in
OPI-10 (similar results were obtained for OPI-6–9). From the slope in regime III′,
the emission barrier height (φFE) is estimated to be in the range of 0.3–0.5 eV
assuming carrier effective mass ratios in the range 0.1–1.0, which are typical for
molecular junctions (see Table 3.2). The intermediate transport regime II′ may
correspond to a space charge limited transport regime, though this point will have
to be clarified with further experiments.

Interpretation of I–V data for OPI-4 and 10 can be further aided by yet one
more type of analysis, in this case log I–log V plots shown in Figure 3.17. These
plots also clearly reveal the same two regimes of transport for OPI-4 and the
same three regimes for OPI-10. Direct comparison can be made between the
Fowler–Nordheim plots in Figure 3.16 and the log–log plots in Figure 3.17.
The two types of figures are entirely consistent showing clear transitions in I–V
behavior at the same voltages. However, it is worthwhile noting that analyzing the
data in these different formats is crucial to elucidating mechanisms. For example,
it would have been difficult to identify field emission as a key mechanism from
Figure 3.17 alone; the Fowler–Nordheim plots were essential to that.
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neling barrier height (φ) is set by the Fermi
level-molecular orbital energy offset. For bi-
ases less than the barrier height, the shape
of the barrier is trapezoidal. At an applied
bias greater than Vtrans, the barrier shape
becomes triangular, and the transport mech-
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theses cartoons are drawn for the case of

electron transport mediated by an unoccu-
pied orbital; hole transport mediated by an
occupied orbital is equivalent. (b) Log–log
plot of the average of 10 I–V traces for the
gold/OPI-10/gold. Three different regimes are
exhibited. The insets represent the possible
conduction behavior in each regime. Note
that theses cartoons are drawn for the case
of hole carriers present in the wires (h+ rep-
resents hole carriers). (Adapted from Ref.
[33] with permission; Copyright 2008 by the
AAAS.)

For short wires such as OPI-4, the change in mechanism from tunneling to field
emission has already been recognized in a variety of molecular systems. In simple
terms, it arises from a change of the tunneling barrier shape (see inset illustrations
in Figure 3.17(a)) [74, 75]. Linear I–V behavior is expected for tunneling in the
low-bias regime where to first approximation the metal–wire–metal junction can
be modeled as a simple trapezoidal tunneling barrier (Eq. (3.1)). At high bias
(regime II), the electric field changes the shape of the tunneling barrier from
trapezoidal to triangular. In this case, the I–V behavior can be described by the
Fowler–Nordheim relation, Eq. (3.4).

For long OPI wires, not all aspects of the bias dependence are clear. The linear
dependence on V in the low-voltage regime (I′) is consistent with ohmic hopping.
The principal issue in this regime is the steady-state concentration of carriers (likely
holes). Are carriers present in the wires at equilibrium (no bias) when the junction
is formed? Such carriers would likely arise by equilibration/charge transfer with
the contacts [110], but understanding the carrier generation/injection mechanism
in molecular wires in the hopping regime is an important unresolved issue. As
the applied bias increases and reaches VII′ , it is possible that the contacts inject
additional charges into the wires such that the mechanism switches to the so-called
space charge limited current (SCLC) regime (II′); in this regime, the dependence
of current on voltage would be expected to be superlinear [90, 91, 111]. At high
bias (regime III′), the transport mechanism is pretty clearly dominated by field
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emission. Observation of weak temperature dependence of conduction in this
regime could confirm this.

3.3.3
Summary of OPI Wire Experiments to Date

To summarize, DC electrical conduction has been measured in a set of conjugated
OPI wires having systematically controlled lengths between 1.5 and 7.3 nm. At
low-bias voltages, the predicted transition from tunneling to hopping transport is
exhibited at a molecular length of 4 nm, as supported by striking and mutually
consistent changes of the length, temperature, and electric field dependence of
the transport characteristics. At high biases, field emission occurs in both short
and long wires. Preliminary results indicate that a set of ONI wires (Figure 3.11)
having systematically controlled lengths between 2.1 and 10.3 nm also exhibit
similar transport characteristics. The reproducibility of the measurements and
the flexibility of the imine wire synthesis chemistry together create significant
opportunities to improve fundamental understanding of electrical transport in
conjugated molecules. We conclude by considering some future research directions
based on both the imine wire architecture [33] and the recently reported metal
complex approach [92].

3.4
Outlook: Probing the Physical Organic Chemistry of Hopping Conduction

Recent successes summarized in this chapter in building long molecular wires
and measuring their DC conduction properties suggest that a wide variety of
experiments can be undertaken to probe the influence of molecular structure on
hopping transport. There is now the very real and exciting possibility that we can
understand electrical transport in molecular systems with unprecedented detail.
One might describe this new research field as the physical organic chemistry of
hopping conduction, in which classical methods of systematic structure variation
are linked to measurable changes in rates of hopping transport. As explained in
the introduction, the importance of exploring the relationship between molecular
structure and hopping transport lies in future opportunities to exploit molecules in
nanoelectronics and in aiding efforts to optimize conjugated polymer materials for
the applications in hybrid, flexible, or printed electronics. In this final part of this
chapter, we consider several new wire designs aimed at understanding the roles
of (i) intramolecular steric interactions, (ii) electronic structures, and (iii) redox
properties on hopping conduction.

Figure 3.18 shows candidate molecular wire structures based on oligoimines
and metal complexes. Our prior measurements on OPI wires indicate that the
interruption of conjugation in molecular wires is an important factor in hopping
rates. Indeed, it is known that polyarylazomethines generally exhibit a twisted
conformation mostly due to steric hinderance between hydrogen atoms on adjacent
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3.4 Outlook: Probing the Physical Organic Chemistry of Hopping Conduction 85

aromatic rings [112, 113]. UV-vis data of OPI wires previously indicated that
electronic delocalization extends only over three repeating units because of the
nonplanar conformation [33]. Replacing a phenylene with the smaller thiophene
ring, as in wire structure 1, will release the strain between adjacent rings allowing
a more coplanar geometry and increasing the overall conjugation length. In fact, it
has already been reported that incorporating thiophene rings significantly reduced
the dihedral angle around the imine linkage in conjugated azomethine polymers
[114, 115]. Several repeat units of the molecule 1 structure could be connected to
create long wires.

Another strategy for manipulating the dihedral angle of the imine linkage is to
use intramolecular hydrogen bonding between a hydroxyl group and the nitrogen
in the imine bond as in wire structure 2. The energy gain from intramolecular
hydrogen bonding, forming quasi six-membered rings, may be large enough to
compensate the steric strain energy associated with a more coplanar configuration.
It has already been demonstrated that intramolecular hydrogen bonding can enable
increased π -conjugation in extended systems [116].

To investigate the influence of electronic structure on hopping transport,
one can imagine developing conjugated oligoimine systems substituted with
electron-donating or withdrawing substituents (structure 3) or wires consisting
of alternating donor and acceptor blocks (structure 4). Fluorine substitution is
chosen for structure 3 because it has a strong electronegative inductive effect on
π -systems and is not sterically bulky [117–120]. It can be anticipated that fluorine
substitution will stabilize the frontier molecular orbitals (i.e., create a negative shift
in the HOMO and LUMO energies) with respect to the Fermi level of the metal
contacts. This in turn may result in electron (as opposed to hole) injection into
the wire orbitals, allowing examination of electron hopping. It has been recently
reported that fluoroarene–thiophene oligomers exhibit n-type mobility in field
effect transistors [119], and the LUMO of perfluorinated distyrylbenzenes (DSBs)
is lowered by 0.5 eV compared to DSB, while the optical band gap nearly remains
the same [120].

Another controlling factor for hopping transport is carrier density. OPI wires
exhibited relatively low conductivity (∼1.0 × 10−4 S/cm) partially due to the low
carrier density. Utilizing donor–acceptor architectures within the molecular back-
bone (as in structure 4) may increase the carrier concentration present in the wires
(Figure 3.18(a)). In the context of polymer electronics, donor–acceptor systems
cause partial intramolecular charge transfer that enables manipulation of the elec-
tronic structure (HOMO/LUMO levels), leading to low band gap semiconducting
polymers (<2.0 eV) [10, 121, 122]. In low band gap systems, the oxidation and
reduction are achieved at lower potentials, facilitating both electron and hole injec-
tion into the system [122]. This strategy may yield higher single chain conductivity
by exhibiting self-doping effects on molecular wires.

Finally, the metal complex approach to building molecular wires (structures 5
and 6) offers opportunities to make wires with multiple well-defined redox states
(Figure 3.18(b)). Already it has been shown that long metal complex wires are
highly conductive [92], which is attributed to the presence of d-electrons that can
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be delocalized over the ligands. Such structures offer opportunities to examine
wire conduction as a function of metal type (d-electron count), ligand design, and
the position of redox sites. Because multiple charges can be accommodated by the
redox sites, correlative effects (charge–charge repulsion) may lead to interesting
I–V behavior. Locating a single redox center in the middle of a wire molecule may
allow Coulomb blockading effects to be observed at room temperature.

Many other wire architectures having a range of intentionally designed electrical
transport behaviors, such as rectification, can be imagined. The ability to synthesize
and measure conduction in molecular wires easily and reproducibly has opened
up an exciting new research area for chemists and physicists.
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4
Tunneling through Conjugated Bridges in Designed
Donor–Bridge–Acceptor Molecules
Bo Albinsson, Mattias P. Eng, and Jerker Mårtensson

4.1
Introduction

The transfer of electrons and excitation energy is of paramount importance for
describing many elementary steps in chemical and physical processes of importance
for biology, physics, chemistry, and material science. The fundamental nature of
these transfer processes is of course the same even if they occur in seemingly
different systems such as between redox active proteins in a biological context or
in solar cells driving the charge separation that eventually leads to the current
production of the cell. Nevertheless, progress and knowledge development are not
necessarily readily transferred from one field to another due to the differences in
language and nomenclature used in different fields. Hopefully this communication
barrier will break down when enough knowledge of the fundamental processes
themselves will become available. This is one of the reasons for experimentally
and theoretically study model systems for electron and energy transfer. The
model systems, typically covalently bound donors (D) and acceptors (A), are
merely simplified mimics of the much more complicated biological or material
science systems but they will, if carefully designed, provide crucial information for
understanding the fundamental processes occurring in the complex assemblies.
This chapter will concentrate on bridged donor–acceptor systems designed for the
systematic study of parameters that influence the rate and efficiency of electron
and energy transfer reactions. A particular emphasis will be put on π -conjugated
bridges for which there most often is a substantial influence on the rate of transfer.
A lot of seminal experimental and theoretical work on donor–acceptor systems
connected by saturated covalent bridges has been reported during the 1980s and
1990s and these studies have recently been reviewed [1–3].

4.1.1
Theoretical Background

Some key ideas and mathematical relations are presented in this section
and the reader interested in derivations or more thorough discourse of the
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Copyright  2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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underlying theories is referred to the excellent anthology edited by Vincenzo
Balzani [4].

4.1.1.1 Molecular Wires
A molecular wire has been defined in different ways throughout the current
chemistry, physics, and material science literature. It has either been defined as
a molecule that conducts electrical current between two reservoirs of electrons or
more broadly as a molecule that enhances the electronic coupling between two
terminals (i.e., the donor and acceptor). In this chapter, we will adopt the more
broad definition and simply let the wire be a conduit for mediating the electronic
coupling between the ends of the wire allowing for long distance electron or energy
transfer.

4.1.1.2 Electron and Energy Transfer – the Fundamentals
Electron and energy transfer are related phenomena that can be described by a
common theoretical framework. Provided that the electronic coupling is not too
large, the Fermi golden rule, Eq. (4.1), predicts the rate of transition between two
potential energy surfaces

kif = (2π
/

�)V2
if FCWD (4.1)

In this so-called diabatic (nonadiabatic) approximation the electronic coupling, Vif ,
is defined as the effective electronic Hamiltonian matrix element that couples the
initial (�i) and final (�f ) states

Vif = 〈
�f

∣∣H′∣∣ �i
〉

(4.2)

where H′ is the operator corresponding to the (small) perturbation mixing the initial
and final states. The Franck–Condon weighted density (FCWD) of states accounts
for the conservation of energy and describes the influence from the nuclear modes
of the system. Its specific form has to be adapted to the transfer reactions studied.
For electron transfer (ET), Marcus approximated the involved potential surfaces
by simple parabolas with equal force constants (curvature) which, when combined
with transition state theory, leads to [5, 6]

kET =
√

π

�2kBTλ
V2 exp

(
−

(
�G0 + λ

)2

4λkBT

)
(4.3)

In Eq. (4.3) �G0 is the standard free energy change for the ET reaction (energy
displacement of the parabolas) and λ is the reorganization energy defined as the
potential energy difference between the reactant and product nuclear configurations
for the final electronic state, that is, the energy gained by a nuclear (and solvent)
relaxation after vertical excitation from the reactant to the product state. For energy
transfer reactions the spectral overlap between the involved states can sometimes
be estimated from spectroscopic measurements and the FCWD term of Eq. (4.1) is
then evaluated from the spectral overlap integral:

J =
∫

ID(ν)εA(ν)dν (4.4)
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where ID(ν) and εA(ν) are the normalized emission and absorption spectra of the
donor and acceptor, respectively. In the case of energy transfer between triplet states
either the emission or absorption spectrum or both are difficult to measure and the
rates are therefore often estimated by the approximate Marcus equation (Eq. (4.3))
or the slightly more elaborate Marcus–Jortner equation [7, 8]. In a situation where
spectroscopic data are available (e.g., for metal complexes), however, one should
preferably estimate the FCWD factor from the spectral overlap integral. Singlet
energy transfer is usually dominated by the Coulombic interaction between the
donor and acceptor and the leading term of the multipole expansion (dipole–dipole)
gives the so-called Förster approximation [9, 10]. The Förster equation could
be written in a form that clearly shows its relation to the Fermi golden rule
[11, 12] but more commonly it is expressed in a way that is related to experimental
observables:

kEET = (
1
/
τD

) (
R0

/
RDA

)6
(4.5)

where τD is the excited state lifetime of the donor in absence of the acceptor, RDA

the donor–acceptor distance (through space), and R0 is the critical donor–acceptor
distance at which 50% of the donor excited state decay is due to energy transfer. R0

is easily calculated from the spectroscopic properties (donor emission and acceptor
absorption spectra) as

R6
0 = 9000

(
ln 10

)
128π5NA

κ2φDJFörster

n4
(4.6)

where φD is the emission quantum yield of the donor in the absence of the
acceptor, κ is an orientation factor, n is the solvent refractive index, and JFörster is an
overlap integral similar to Eq. (4.4). The orientation factor, κ , can be calculated if
the orientations of the interacting transition dipoles are known. This is, however,
seldom the case since conformational disorder gives a range of possible values.
Methods to average over conformational distributions have been derived [13] but
many studies just simply assume that both donor and acceptor are freely rotating
dipoles leading to the average, κ2 = 2/3. Recently, the expected variation of the
orientation factor was experimentally demonstrated in singlet energy transfer
between two DNA-base analogs, which were incorporated in the fairly rigid double
stranded DNA helix [14].

In parallel to the Coulombic interaction, excitation energy can also be transferred
due to a second, purely quantum mechanical interaction, namely the electron
exchange interaction. This is how triplet excitation energy normally is transferred
and it bears great resemblance to the origin of ET. Excitation energy transfer
caused by the exchange interaction is often referred to as Dexter energy transfer.
The exchange interaction, irrespectively of mode of transfer, is dealt with in some
detail in the next section.

4.1.1.3 Mechanisms for Electron and Energy Transfer
ET between ends of a molecular wire is dictated by either of two mechanisms: the
coherent tunneling or incoherent hopping mechanism. The tunneling mechanism
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is often described by the superexchange model (vide infra) which requires the
donor and acceptors at either ends of the wire to be energetically well separated
from the bridge states [15–17]. One important consequence is that the bridge
is never either reduced or oxidized but merely functions as a coupling medium
for the transfer process. In contrast, the incoherent hopping mechanism involves
real intermediate states that actively transport the electron or hole along the wire.
This is why the incoherent mechanism often is called thermally activated hopping
[18, 19]. In many real cases the transfer is expected to be governed by a mixture of
the two mechanisms and experimentally this has been observed by several groups
[20–22].

4.1.1.4 The Distance Dependence of Electron and Energy Transfer Reactions
The coherent tunneling mechanism is, in the absence of a Coulomb interaction,
dominated by the exchange interaction that governs the distance dependence of the
rates for both electron and triplet energy transfer (and in some cases also singlet
energy transfer). For this mechanism the distance dependence of the observed
rates is approximately exponential:

k = k0 exp (−βRDA) (4.7)

where RDA is the distance between the donor and acceptor (measured along the
wire – not through space), k0 the limiting rate at donor–acceptor contact, and β is
the system specific attenuation factor. Numerous experimental and computational
studies have verified Eq. (4.7) and β-values for a wide range of molecular wires
(molecular bridges) have been determined. In general, β-values are larger for
systems comprised of σ -bonds than for systems connected by π -conjugated bridges,
which gives more efficient long-range transfer of electrons or excitation energy
than in the former systems. This difference in distance dependence is easy to
understand from the probability of tunneling as described by Gamow already in
1928 [23, 24]. The quantitative treatment for a particle with mass, m, tunneling
through a rectangular barrier with height, �EDB = EB − ED, and width, RDA, yields

k ∝ V2 ∝ f (ED, EB) exp
(

− 2
�

√
2m�EDBRDA

)
(4.8)

which predicts an approximately exponential decay of the tunneling rate with
distance, k ∝ exp(−βGamowRDA). In Eq. (4.8) the pre-exponential function, f(ED,EB),
depends on the barrier (bridge) and donor energies, and varies only slightly with
the barrier height as long as �EDB is large [25]. It is clear from Eq. (4.8) that the
distance dependence is a function of the barrier height. If �EDB is independent of
RDA, a decay parameter can be defined by Eq. (4.9)

βGamow = 2
√

2m�EDB

�
(4.9)

It is instructive to calculate some typical values for this decay parameter; for a

single tunneling electron, the Gamow ‘‘β-values’’ are 1.8, 1.0, and 0.46 Å
−1

for
tunneling barriers of 3, 1, and 0.2 eV, respectively, corresponding approximately to
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the situation for tunneling through vacuum, a σ -bonded bridge, and a π -conjugated
bridge, respectively.

Although β-values only apply for mechanisms that are expected to decay expo-
nentially (Eq. (4.7)) they have been used as quality factors also for ET that occur via
the incoherent hopping mechanism. As an empirical measure for the attenuation
of the rate versus distance this is acceptable but since hopping is not expected to
decay exponentially it could be quite confusing when comparing β-values with the
purpose of trying to understand the mechanistic differences between hopping and
long range tunneling.

4.1.1.5 Superexchange
For the coherent tunneling mechanism the influence of the intervening medium
has been described by the so-called superexchange model [15–17]. In this model
the magnitude of the electronic coupling is given by a first-order perturbation
theory treatment as

VDA = VDBVBA

�

( ν

�

)n−1
(4.10)

Equation (4.10) gives the total electronic coupling (VDA) in terms of the electronic
coupling of the bridge to the donor and acceptor (VDB and VBA), the interaction,
ν, between nearest neighbors of a chain composed of n identical units, and the
energy gap, �, between the relevant donor and bridge localized states. If the length
of the chain connecting the donor and acceptor is directly proportional to n, that
is, RDA = nR0, where R0 is the length of one subunit and the electronic coupling
between subunits is small compared to the energy gap (ν/� � 1), the distance
dependence of the electronic coupling, and therefore also the rate, is exponential.
Within this approximation the attenuation factor β is given by Eq. (4.11)

β = 2

R0
ln

∣∣∣∣�ν
∣∣∣∣ (4.11)

If the bridge is treated as a single chromophore, that is, a single repeating unit,
Eq. (4.10) is simplified to VDA = VDBVBA/� that clearly shows the reciprocal
energy gap dependence of the electronic coupling. This reciprocal energy gap
dependence of both electron and energy transfer reactions has been demonstrated
experimentally for sets of π -conjugated bridges [26, 27].

Extensions of the McConnell model has been proposed including the treatment
of nonneighbor interactions [28], multiple transfer paths [29, 30], small energy
gaps [31–33], and nonhomologous bridges [34]. It may seem as if the distance
dependence could be simply predicted by using Eq. (4.11), but the parameters
� and ν are not available from experiments. This is partly due to the imbedded
approximations in the derivation of the McConnell model; � is the hypothetical
tunneling energy gap (orbital energy difference in McConnell’s derivation), which
is assumed to be a constant independent on the size of the mediating bridge and
ν is the electronic coupling between the subunits of the bridge. For large energy
gaps, � could be regarded as constant, independent of the size of the molecular
bridge and approximately equal to the energy difference between the relevant
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bridge and donor states. However, � has to be regarded as a model parameter
for π -conjugated bridges where the energy gap clearly depends on the size of the
molecular bridge (wire) and therefore cannot simply be estimated from relaxed
bridge and donor states [35]. The coupling between subunits, ν, for π -conjugated
bridges is, furthermore, strongly dependent on the conformation of the
molecular bridge (and therefore also on temperature) as will be discussed in some
detail below.

4.2
Through-Bond Electronic Coupling in π -Conjugated Bridges

If wire-like properties are desirable, then perhaps the most obvious choice of linker
between two active components is a π -conjugated bridge. It combines extensive
electron delocalization and low-lying orbitals with seeming rigidity and rod like
structure, properties that would guarantee a high degree of electronic coupling and
a well-defined relative geometry between the active components. Although a large,
constant coupling might be of interest, the most intriguing applications will come
with the ability to tune the coupling. Here, bridges comprised of series of aromatic
subunits that can rotate in and out of conjugation relative to each other will have a
prominent position.

In the subsequent section, the performance of π -conjugated bridges, in the first
place oligo(phenyleneethynylene) or OPE bridges, will be shown in the context of
a selection of transfer processes. The attenuation with increasing donor–acceptor
distance and how this is influenced by the relative energy of the low-lying orbitals is
emphasized. Temperature as a means to tune the electronic coupling via changes
in conformations and conformational dynamics is also highlighted.

4.2.1
Distance and Energy Gap Dependence

4.2.1.1 Singlet Energy Transfer Mediated by π -Bridges
Zinc/free-base porphyrin based donor–bridge–acceptor (D–B–A) systems are
ideal for studies of singlet energy transfer (SEET). As required by the theories for
excitation energy transfer, there is a substantial overlap between the absorption
spectrum of the acceptor, the free-base porphyrin, and the fluorescence spectrum
of the zinc porphyrin donor [26]. The magnitudes of the oscillator strengths of
the relevant donor and acceptor transitions are considerable, although only weakly
allowed, and the donor fluorescence lifetime is sufficiently long to provide the
necessary practical requirements for SEET.

Singlet energy transfer is affected by the bridge linking the donor and accep-
tor together. However, exactly how is often difficult to demarcate because the
influence can be both diverse and subtle. Indirectly, the bridge might alter the
intrinsic properties, such as transition dipole moments, of the attached donor
and/or acceptor [36, 37]. More directly, the Coulomb and exchange interactions,
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cooperatively governing the overall donor–acceptor interaction, can separately be
modulated by the bridge. The transfer process is referred to as through-space or
Förster energy transfer (FRET) when the former interaction dictates the transfer,
whereas it is referred to as through-bond or Dexter-type transfer when the latter
dominates. Increased Coulombic interactions as an effect of the polarizability of
the bridge have been advocated to explain experimental transfer rates larger than
predicted by the Förster theory [38]. Variations in exchange interactions due to
differences in frontier orbital shapes have been used to explain large differences
between rates observed in pair wise analogous systems [39, 40]. In line with the
latter, variations in the exchange interaction due to superexchange modulation will
be discussed below as the major rationale for differences in SEET observed for a
series of zinc(II)/free-base diporphyrin systems, see Figure 4.1.

To enable an in-depth examination of the excitation energy transfer dependence
on the energy gap, �EDB, between relevant states of the donor and the bridge, we
took advantage of the fact that the energy levels of zinc porphyrins can efficiently
be altered by coordination of axial ligands to the metal center [26, 41]. For a simple
measure of the relative energies, see the absorption spectra shown in Figure 4.2.

Coordination of pyridine to the zinc porphyrin lowered the first excited singlet
state energy and decreased the spectral overlap between the donor and acceptor
significantly, compared to the zinc/free base systems in the absence of pyridine
(Figure 4.2). The latter had a profound impact on the contribution of the Förster
energy transfer to the overall quenching of the singlet excited state of the donor.
Compared to the bicyclo[2.2.2]octane, OB, linked bisporphyrins (Figure 4.1) the
D–B–A systems with conjugated bridges show significantly larger energy transfer
rates than expected from the Förster theory for excitation energy transfer. The
observed rates were 1.5–3.7 times larger, depending on the specific bridge, for the
ZnP–XB–H2P systems. Similarly, the observed rates were larger by a factor ranging
from 3.1 to 10.6 for the corresponding pyridine coordinated Zn(py)P–XB–H2P
systems. In harmony with McConnell’s superexchange theory (Eq. (4.10)), the larger
deviations were found for the bridges whose lowest singlet excited state energies
are closer to the lowest singlet excited state of the donor; that is, the smaller the
energy difference between the lowest singlet excited state of the bridge and the
donor, the larger the energy transfer rate. The superexchange mechanism has
been advocated to explain larger singlet energy transfer rates than predicted by the
Förster theory also in other more recent D–B–A systems linked by π -conjugated
bridges [37, 42].

That a superexchange mechanism for SEET is operative in the ZnP–RB–H2P
and Zn(py)P–RB–H2P systems was verified by analyzing the deviation of the exper-
imentally observed rates from the rates obtained by the Förster equation (Eq. (4.6)).
A bridge-dependent mediation effect – a long range Dexter-type contribution – was
defined as the difference between the observed rate and the calculated rate con-
stant according to the Förster theory, that is, kMed = kExp − kFörster. The variation
in magnitude of the so-defined rate constants for mediated energy transfer was
found to be proportional to the square of the reciprocal energy gap between bridge
and the donor (kMed ∝ (1/�EDB)2) [26, 43], in perfect agreement with McConnell’s
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superexchange theory. Notably, although the absolute magnitude decreases, the
superexchange contribution to the overall energy transfer rate increases with in-
creasing bridge length. Surprisingly, considering that they belong to different
classes – σ type versus fully conjugated – the OB bridge follows the same trend
as the other bridges. Thus, it contributes a small but nonzero bridge-mediated
electronic coupling of the magnitude predicted by the same reciprocal energy
difference relationship as obeyed by the conjugated bridges.

Excitation energy transfer via a hopping/incoherent mechanism is excluded in
the topical D–B–A systems because neither of the bridge singlet excited states are
thermally attainable at ambient temperature [43]. The lowest singlet excited states
of the bridges are all between 4000 and 18 000 cm−1 higher in energy than that
of the donor. Thus, the lowest singlet excited states of the bridges are only to be
considered as virtual states, never occupied during the excitation energy transfer
process.

The variation in length of conjugated bridges is usually intimately associated with
a variation in the energy of the bridge located electronic states. When analyzed, the
distance dependence for excitation energy transfer from a specific donor via a set of
conjugated bridges of varying length should therefore include a co-variation of the
donor–bridge energy gap, �EDB. This hypothesis was tested simply by combining
the linear dependence of the rate constant kMed for mediated energy transfer on
the reciprocal quadratic energy gap with the approximate exponential decay in
transfer rate with donor–acceptor distance suggested by the superexchange theory
(combining Eqs. 4.7 and 4.10) [41]:

kMed = α

�E2
DB

exp (−βRDA) (4.12)

Here α is a new preexponential factor, β an attenuation factor, and RDA the
donor–acceptor distance. Applying Eq. (4.12) to the analysis of the data from our
series of D–B–A systems with varying bridge lengths and only minor variations
in bridge energies gave a value of 43.5 for ln α and an attenuation factor β of

0.25 Å
−1

. The β-value obtained in this way has, in contrast to most attenuation
factors reported in the literature, been corrected for the changes in energy gaps
between the donor and the bridges. Using this value for the attenuation factor
and the same expression (Eq. (4.12)) in the analysis of the transfer rates obtained
from the D–B–A systems with constant donor–acceptor distance but with large
variations in bridge energies gave a value of 42.2 for ln α. The close conformity
between the two values of ln α strengthens the validity of Eq. (4.12) and emphasizes
the caution by which the attenuation factor for SEET should be regarded as a
bridge specific parameter. It is to be considered as a system specific parameter that
depends on the nature of the bridge as well as the energy levels of the donor and
the acceptor with which the bridge is combined.

4.2.1.2 Triplet Energy Transfer
Zinc/free-base porphyrin arrays are not only ideally suited for studies of SEET,
they also provide excellent systems for exploration of triplet energy transfer (TEET)
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[44–47]. In contrast to SEET, triplet excitation energy transfer is not expected
to occur over large distances via the Coulomb mechanism because of the spin
forbidden transitions involved. Instead, long-range TEET is expected to be mediated
by through-bond or superexchange interactions. This close relationship between
TEET and ET has not until recently received the attention it deserves.

We found a strong dependence of the observed TEET on the nature and the dy-
namics of the bridges in our systems. The OB bridge was observed to be insulating,
whereas the fully conjugated bridges provided efficient electronic coupling. The
TEET rates were first measured at 150 K and were found to decay exponentially

with distance in the ZnP–nB–H2P series with an attenuation factor of 0.45 Å
−1

[46]. The largest rate (2.0 ×107 s−1) was observed for the system with the shortest
2B bridge and the slowest transfer (1.5 ×103 s−1) was observed in the longest 5B
system. In accordance with the superexchange model, a substantial difference in
rates between the 3B and the NB systems was observed, see Figure 4.3 [44].

On the one extreme, the triplet lifetime of the zinc porphyrin was, within exper-
imental error, unquenched for the ZnP–OB–H2P system. On the other extreme,
the low laying triplet excited state of the AB bridge alone provide the necessary
driving force for efficient quenching of the donor triplet excited state through
TEET to the bridge. This latter system was therefore not included in the studies
of bridge-mediated TEET. Effectively demonstrated by the absence of quenching
in reference compounds ZnP–5B and ZnP–NB, the systems energetically most

∆A

0 2 4 6 8 30 35 40 45

Time (µS)

ZnP–BB–H2P

ZnP–OB–H2P

ZnP–NB–H2P

Figure 4.3 Triplet state decay (λpump = 532 nm,
λprobe = 470 nm) for the ZnP–OB–H2P, ZnP–3B–H2P, and
ZnP–NB–H2P in 2-MTHF at 150 K. (From Ref. [44].) Please
note that the two abbreviations 3B and BB symbolize the
same bridge.
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similar to the anthracene case, neither of the other bridges provided a sufficiently
low laying triplet excited state necessary for thermally activated stepwise TEET.

The triplet excited states 3ZnP*–XB–H2P were efficiently formed from the
singlet excited systems initially formed upon selective photoexcitation of the zinc
porphyrin. The quantum yield for intersystem crossing for zinc porphyrins is
generally high, usually around 0.9 [48]. The occurrence of triplet excitation energy
transfer was then established by monitoring the triplet dynamics of the 3ZnP*-
and the 3H2P*-state at 150 K. Note that the lowest triplet state of both the zinc and
the free-base 5,15-aryl-β-octaalkylporphyrin consists of two conformers interrelated
via a mother–daughter relationship [45]. This conformational transformation is
thermally activated and virtually shut down at 150 K compared to the timescale of
TEET, which greatly simplifies the analysis of the transfer kinetics [49].

Except for the OB system, decreased lifetimes for the triplet-excited donors were
observed at 470 nm, where the 3ZnP* state absorption dominates. Corroborating
TEET, the corresponding rise-times were observed at a wavelength dominated
(434 nm) by the acceptor triplet excited-state absorption [46]. The rate of 3H2P*
formation due to TEET could also be resolved from kinetic traces recorded at 505
nm where the free-base porphyrin shows a negative absorption (bleaching) in the
differential absorption spectrum. A very strong temperature dependence was also
observed for the TEET process (vide infra) [50].

4.2.1.3 Electron Transfer
ET is on energetic grounds a plausible deactivation pathway for singlet excited
zinc(II)/gold(III) bisporphyrin arrays in solvents of higher or similar polarity as for
CHCl3 and 2-methyltetrahydrofuran (2-MTHF). Some representative architectures
of the fair number of elaborate systems based on this donor–acceptor pair that have
appeared in the literature can be found in the following Refs. [51–55]. The change
in Gibbs free energy for ET from the singlet excited zinc(II)porphyrin to gold(III)
porphyrin ranges between −0.43 and −0.95 eV, depending on solvent polarity, for
the two series ZnP−nB−AuP+ and ZnP−RB−AuP+ [27, 56, 57]. The driving force
is calculated from redox potentials using the Born dielectric continuum model
based Weller equation (Eq. (4.13)), combined with estimates of the accompanying
reorganization energy [58, 59]:

�G◦ = (Eox − Ered) − E0−0

+ e

4πε0

(
1

εs
− 1

εref

)(
1

2RD
+ 1

2RA

)
− e

4πεsεref RDA
(4.13)

where Eox and Ered are the donor and acceptor oxidation and reduction potentials,
respectively, determined by cyclic voltammetry [27], εs is the dielectric constant of
the solvent, and εref the dielectric constant of the solvent in which the electrochem-
ical measurements were performed. RD and RA are the average radii of the donor
and acceptor, respectively.

The overall quenching rates in polar solvents were 1–2 orders of magnitude
larger than the calculated Förster rate constants for the singlet excited donors in
the gold series ZnP−nB−AuP, ZnP−RB−AuP+, and Zn(py)P−RB−AuP+, except
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Figure 4.4 Solvent dependence of the quenching rates,
kDBA, for the first singlet excited states of the zinc
porphyrin in ZnP–RB–AuP+ : R = O (�), R = 3 (�),
R = N (•), and R = A (�). (From Ref. [27].)

for the OB systems [27, 56]. The observed quenching rates for the singlet excited
zinc porphyrin donor in the ZnP−RB−AuP+ series and its pyridine-coordinated
counterpart Zn(py)P–RB–AuP+ show the solvent dependence expected for an ET
process (Figure 4.4) [27]. A slope of −1 is observed in the plot according to the
linearized form of the Marcus equation (Eq. (4.3)). In contrast, a horizontal line
(slope 0) is obtained for the OB linked systems indicating that ET is not a viable
process for this bridge element.

In solvents polar enough, such as butyronitrile or more polar solvents, the
charge-separated ion-pair state ZnP•+ –AB•− was observed by transient absorption
spectroscopy after photoexcitation of the dyad ZnP–AB [20, 60]. None of the other
bridges provide the necessary low reduction potential to allow for such charge
separation between the zinc porphyrin and the bridge. Thus, sequential and direct
superexchange-mediated ET could operate in parallel but was only observed for the
AB bridge systems and in sufficiently polar solvents [20]. Sequential ET (incoherent
hopping) was not only shown to be strongly solvent polarity dependent but it
was also shown to be slowed down, relative to the superexchange pathway, and
eventually turned off as the temperature was lowered. Several elegant studies where
the sequential/hopping ET pathway has been switched on and off have appeared
in the literature [61–63].

ET was confirmed by detection of the zinc-porphyrin radical cation [54, 64, 65].
In line with the lack of solvent dependence, no trace of the zinc-porphyrin radical
cation could be detected for the OB linked systems. In fact the quenching rates in
these systems were completely or nearly completely accounted for by the calculated
Förster rate constants. Bicyclo[2.2.2]octane and its benzo-annulated analogs, in
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Figure 4.5 Transient absorption monitored at 680 nm
(λpump = 548 nm) shows the initial build up of the zinc
porphyrin radical cation and its subsequent decay in the
ZnP−2B−AuP+, ZnP−AB−AuP+, ZnP−NB−AuP+, and
ZnP−3B−AuP+ systems in DMF at room temperature.
(From Ref. [57].)

combination with another donor–acceptor pair, have been thoroughly explored as
conduits for ET by Ratner, Wasielewski, and coworkers [66].

The decay of the singlet excited state of zinc porphyrin was monitored at ∼470
nm and the formation of the zinc-porphyrin radical cation at ∼670 nm by transient
absorption measurements (Figure 4.5). The conformity between decay and build-up
times was striking for the systems with the shorter bridges. The formation and
decay times measured by transient absorption were also in excellent agreement with
the ones obtained by time-resolved fluorescence measurements. For the systems
with the two longest bridges, 4B and 5B, the signature of the radical cation was
partly obscured by the singlet and triplet absorptions as these evolved on the same
timescale [56]. However, there was a small differential absorption remaining at
delay times longer than 1 ns, indicating the existence of a charge-separated state
with considerably longer lifetime in these systems.

An attenuation factor, β, of 0.3 Å
−1

was obtained for the forward ET process
in the ZnP−nB−AuP+ series. It was estimated by simply plotting the logarithm
of the difference between the observed quenching rate and the Förster rate
constant versus the edge-to-edge donor–acceptor distance. For the energy-gap
series ZnP−RB−AuP+ and Zn(Py)P−RB−AuP+, a reasonable fit to a straight line
was obtained when the experimentally derived electronic couplings were plotted
versus the reciprocal energy differences between the first singlet excited states of
the donor and the different bridges [27].

The photogenerated ZnP+•−RB−AuP• state was brought back to the ground state
by backward ET. These recombination processes were 10–100 times slower than
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the corresponding forward ET but showed the same characteristic dependences
on the bridge structure [57]. That is, the smaller the energy difference between
the relevant donor and bridge states or the shorter the donor–acceptor distance
the faster the transfer rate. The backward ET process was conveniently studied by
monitoring the decay of the zinc-porphyrin radical cation at 680 nm using transient
absorption. The rate constant for recombination was calculated as the inverse of
the measured zinc-porphyrin radical cation lifetime, because no other deactivation
processes competed with the recombination. Excellent signals and relatively fast
decay rates were obtained for the systems with high quantum yields for forward ET.
The absorption decayed biexponentially with the two lifetimes corresponding to the
singlet excited state lifetime, mainly governed by the rate of the forward ET, and the
lifetime of the zinc-porphyrin radical cation. For the systems with slow backward
ET, the triplet excited state of the zinc porphyrin made a substantial contribution to
the transient. This is because intersystem crossing from the singlet excited state of
the zinc porphyrin competed successfully with the slow forward ET. The tails of the
kinetic traces, at times longer than 10 ns, were therefore fitted to three-exponential
expressions. Two lifetimes for the triplet state of the zinc porphyrin [45, 49] and
one for the zinc-porphyrin radical cation. Fitting the transfer rates to Eq. (4.7) gave

an attenuation factor of 0.4 Å
−1

.
The driving force for the backward ET was calculated in the same token as

for the forward process (Eq. (4.13)). It was found that differences in the driving
force between forward and backward ET was not enough to explain the large
differences in rates observed for the two processes. The driving forces are very
similar, −1.17 and −0.95 eV for the forward and the backward ET, respectively, in
ZnP−RB−AuP+ dissolved in dimethylformamide (DMF). Instead, the difference
in electronic coupling for the two processes was found to explain the observed
trends. The electronic coupling calculated using the Marcus equation (Eq. (4.3)) is 1
order of magnitude larger for the forward ET than for ET in the opposite direction.

Analyzed in the context of superexchange, the virtual state D+•−B−•−A is
invoked to affect the mediation of electronic coupling between the donor and
the acceptor, see Figure 4.6. It was found, though, that it was not applicable
for the topical systems [27]. Taking the electronic couplings obtained for the
3B and the NB systems as the starting point, extrapolating to infinite energy
gap gave a significant and thus unrealistic electronic coupling when energy-gap
calculations were based on this virtual state. In addition, a negative energy gap was
obtained for the ZnP−AB−AuP+ system even for solvents in which no sequential
transfer was observed [20, 60]. The inconsistency was advocated to be caused
by the inappropriateness in relating the virtual state in the tunneling process to
a property connected to a relaxed state, that is, the experimentally determined
reduction potential for the bridge radical-anion, instead of relating it to a vertical
Franck–Condon state. Accordingly, the electronic couplings were plotted versus
the reciprocal energy difference between the first excited states of the donor and the
bridge. A reasonable fit to a straight line was obtained for this plot [27]. Although
not a Franck–Condon state, ZnP−RB+•−AuP• was identified as the virtual state
involved in the backward ET process. Estimated in the same way as for the forward
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Figure 4.6 A schematic representation of
the forward and backward electron transfer
processes observed in the ZnP−XB−AuP+

systems. The virtual states potentially in-
volved in coupling the initial states and final

states together are shown in the center of
the scheme. The pathways described by the
dashed arrows indicate the virtual states
most likely to be involved.

process, the energy gap differences obtained for the backward ET were found to
be 1.5–3.5 times larger than the ones corresponding to the forward ET [57]. The
differences in energy gaps corroborated, within the context of the McConnell model,

to the difference in damping factors found for the two processes (0.3 vs. 0.4 Å
−1

).
To fully account for the differences in rates for forward and backward ET, not

only the energy gap dependence had to be considered but also differences in the
donor–bridge electronic coupling VDB. The bridge coupling terms were extracted
from the total coupling VDA as the slope (VDBVBA, see Eq. (4.10)) obtained by
plotting the total coupling versus the inverse energy gap [57]. A significantly
smaller slope, that is, smaller bridge coupling terms, was obtained for backward
ET compared to forward ET, see Figure 4.7. It is reasonable that this difference can
be traced back, at least to some extent, to variations in orbital interactions between
the bridges and the different donors. The lowest unoccupied molecular orbital
(LUMO) of the zinc porphyrin is of major importance in the forward ET, where the
zinc porphyrin acts as an electron donor. Acting instead as an electron acceptor,
its highest occupied molecular orbital (HOMO) orbital plays an active role in the
ET in the opposite direction. While there is a substantial orbital coefficient at the
meso-carbon, at the point of attachment of the bridge, in the LUMO there is a
node at the same position in the HOMO. In addition, it has been suggested that
the electron is initially localized on the porphyrin ring upon reduction of gold(III)
porphyrins but subsequent relaxation localizes the electron on the gold atom [67,
68]. This would give markedly different ET pathways for the two processes due to
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alterations in both the transfer distance and in the communication between the
bridge and the gold porphyrin/atom. Shorter through-bond distance for ET has
been suggested by Lindsey, Bocian, and coworker as the major reason for faster
rates for ring-centered redox processes compared to the analogous metal-centered
processes observed in monolayers of zinc(II) and iron(III) porphyrins, respectively,
on Au(111) [69].

4.2.1.4 Induced/Enhanced Intersystem Crossing
In marked contrast to the efficient ET observed in the zinc(II)/gold(III)
and free-base/gold(III) porphyrin arrays, porphyrin radical cation forma-
tion was never observed for the corresponding zinc(II)/chloroiron(III) and
free-base/chloroiron(III) arrays [70, 71]. Exceptions were the anthracene-bridged
systems for which the radical cation was observed in very polar solvents.
Instead, the high-spin chloroiron(III) porphyrin efficiently induced an enhanced
intersystem crossing of the singlet excited zinc(II) porphyrin to its first excited
triplet state. A minor fraction (10–40%) of the singlet excited state quenching was
accounted for by SEET via the Förster mechanism.

Corroborating the enhanced intersystem crossing hypothesis, a large increase
in the transient absorption intensity in the 450–520 nm region, where the 3ZnP*
absorption dominates the spectrum, accompanied the singlet excited state quench-
ing. A quenching that was easily monitored, both in steady state and time-resolved
fluorescence measurements, because the iron(III)porphyrin is nonfluorescent
at ambient temperature. The rate enhancement for intersystem crossing in
ZnP–OB–Fe(Cl)P was calculated from transient absorption and time-resolved
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fluorescence data as the quotient of two experimentally accessible ratios. The
numerator – the ratio between the quantum yields for intersystem crossing in the
D–B–A system and its reference compound – was obtained as the ratio between
the transient absorption intensities at 470 nm for ZnP–OB–Fe(Cl)P and its ref-
erence system ZnP–OB. The denominator – the ratio between the fluorescence
quantum yields for the D–B–A system and its reference compound – was obtained
as the ratio between the singlet lifetimes for the same two compounds. The latter
requires, based on the identical ground state absorption spectra this is a reasonable
assumption, that the rate constant for fluorescence is the same in both the arrays,
ZnP–OB–Fe(Cl)P and ZnP–OB. This analysis gave a factor 2 in rate enhance-
ment, for both the zinc(II) and the free-base porphyrin system. Similar effects have
been observed by others in biomimetic system comprising iron(III) porphyrins.
A large increase in intersystem crossing (ISC) rate was observed for the excited
zinc(II) porphyrin in a set of Hangman biporphyrins with an unusual mixed axial
coordination configuration of weak-field and strong-field ligands [72]. In the same
vein, enhanced ISC was observed for a deazaflavin chromophore covalently held in
the vicinity of an iron porphyrin center [73]. The influence of remote components
with an unpaired electron on the excited state dynamics has also been explored in
copper(II)/free-base porphyrin systems with respect to its dependence on relative
orientation and frontier orbital shapes [74].

A small but clearly discernable dependence of the bridge structure is observed
for the rate enhancement, that is, the smaller the energy gap between the zinc(II)
or free-base porphyrin and the bridge the larger the rate enhancement. However,
a straightforward analysis analogous to the one above is not possible for systems
other than the OB linked arrays. This is because the presence of an efficient TEET
process decreases the transient triplet absorption and blocks out the effect of the
enhanced intersystem crossing in the systems with fully conjugated bridges.

The enhanced intersystem crossing was clearly induced by the high-spin chloro-
iron(III) porphyrin. The low-spin complexes, the bis(imidazole)iron porphyrin
arrays, performed rather differently from the high-spin systems [70]. ET was found
to be the major deactivation pathway for these systems, except for the OB linked
array. Confirmed by EPR and UV-vis spectroscopy, the spin state of the iron
center was readily tuned from high spin (S = 5/2) to low spin (S = 1/2) by adding
imidazole to the solutions of chloroiron(III) porphyrins. The change in spin state
was caused by the exchange of the single weak field, axial chloride ligand by
two axial imidazole ligands, see Figure 4.8. In contrast to the high-spin systems,
no significant transient absorption was observed for the low-spin systems in the
450–520 nm region, where the 3ZnP* absorbs in the transient absorption. Instead,
a distinct peak was observed at 680 nm, assigned to the zinc porphyrin radical
cation ZnP•+, supporting the conclusion that ET was an important deactivation
channel in this case. The high-spin complexes show monotonic decaying transients
at 680 nm whereas the low-spin complexes, except for the OB system, show an
initial increase in transient absorption [70]. The observed build-up times are the
same as the single excited state lifetimes for the zinc porphyrins in the 3B and NB
bridged systems. The rise time observed for the AB bridged system is much faster
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than the fluorescence lifetime for the initially singlet excited zinc porphyrin. This
might indicate the presence of an equilibrium between a zinc porphyrin localized
singlet excited state and a zinc porphyrin-anthracene charge-separated state, an
intermediate on the stepwise ET pathway to Zn(Im)P+–AB–Fe(Im)2P.

Although the high-spin complexes showed a higher degree of average fluo-
rescence quenching, in the range of 67–91% quantum efficiency, the low-spin
complexes showed a greater dependence on the bridge structure. The quantum
efficiency for fluorescence quenching varied from 23% for the OB linked system
to 95% for the anthracene linked one. It was concluded that SEET was the only
deactivation accessible for Zn(Im)P−OB−Fe(Im)2P+, because neither the zinc
porphyrin radical cation nor enhanced intersystem crossing was observed for this
system. Further, the small quenching observed in Zn(Im)P−OB−Fe(Im)2P+ was
entirely accounted for by SEET according to the Förster theory. Only 1–20% of
the observed quenching could be accounted for by SEET via the dipole–dipole
mechanism in the other systems.

Estimations based on the Weller equation (Eq. (4.13)) indicate that the driv-
ing force for ET should be approximately 1 eV (2-MTHF and CH2Cl2) for both
the zinc(II)/chloroiron(III) and the (imidazole)zinc(II)/bis(imidazole)iron(III) por-
phyrin pairs. Further, the process is estimated to be barrier free. Thus, the driving
force alone cannot explain the differences in deactivation of the zinc porphyrin sin-
glet excited state between the high- and low-spin systems. The observed differences
must instead arise from differences in the effective electronic coupling.

Changes in both orbital symmetries and orbital energies are expected when
the coordination geometry of the iron(III) porphyrin is changed from square
pyramidal to octahedral [75, 76]. The resulting changes in electron and spin
densities at the point of attachment of the bridge are likely to exert decisive
influence on the communication between the iron(III) porphyrin and the rest of
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the system [77]. The internal interaction between the iron center and the porphyrin
ring is also certainly affected by the structural rearrangement from an out-of-plane
five-coordinated system to a symmetrical octahedral arrangement [78].

It is interesting to compare the ET rate for the low-spin iron(III) systems
with those for the corresponding gold(III) systems, ZnP–XB–AuP+. Although
the driving force is only 0.6 eV (2-MTHF) for the latter, and the reorganizations
energies very similar, the observed ET rates are almost the same in both systems.
This shows, again, that the electronic coupling has a decisive role in ET processes.

In summary, we have experimentally shown that the structure of the bridge
linking a donor and an acceptor clearly and by the same token affects a range
of different transfer processes, each one originating from a specific electronic
coupling. The donor–acceptor electronic coupling is ‘‘mediated’’ by the bridge
and it decreases with distance. The magnitude of the electronic coupling and its
distance dependence depend critically on the energy gap between the donor and
bridge states relevant for the specific transfer process. The results indicate that
the bridge state to which the energy gap should be related is better regarded as a
Franck–Condon state rather than a thermally relaxed state. Note, the bridge state
is never populated in a superexchange process; it is simply a virtual state reducing
the tunneling barrier between the initial and final states. There also seem to be a
dependence related to the point of attachment between the donor and the bridge
that can be rationalized in terms of frontier orbital theory. In addition, a strong
dependence on the bridge conformational dynamics was observed. The effect of
this conformational dynamic on the overall electronic coupling will be dealt with
in the remainder of this chapter.

4.2.2
Conformational and Temperature Effects on Electron Exchange

In this section, we will explore the effect of molecular conformation on the
bridge-mediated through-bond mechanism of electron and energy transfer. Molec-
ular conformation is first shown to control transfer rates through the preparation of
donor states with different energetics. The energetics have impact on the transfer
rate by changing the driving force (cf. Eq. (4.3)) as well as, via the donor–bridge
energy gap, the mixing of donor and bridge states (cf. Eqs. (4.7)–(4.10)). Further,
the torsion angles between planes of rigid units within the D–B–A structure
are shown to modulate the electronic coupling. The consequential temperature
dependence is explored, both experimentally and theoretically. The magnitude of
the impact of temperature on the electronic coupling is modeled by taking into
account both the Boltzmann distribution of conformations (depends on the energy
to rotation) and the conformational dependence of the electronic coupling.

From the semiclassical expression for the ET rate (Eq. (4.3)) it follows that the
electronic coupling can be derived from the intercept of a plot of ln(kT1/2) versus
T−1. This procedure is often used but assumes that the parameters that enter the
expression are temperature independent. As will be discussed thoroughly below, the
electronic coupling can sometimes be strongly dependent on temperature. Further,
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many solvent properties that in one way or the other influence the transfer rates
also depend on temperature. Thus, when studying the temperature dependence
of intramolecular charge and energy transfer processes it is important to account
for these solvent effects. One important factor that needs consideration is how the
viscosity of the solvent varies with temperature. This has a large impact on the
large amplitude movements, for example, rotations of molecular planes, slowing
them down as the solvent viscosity increases. Changes in solvent viscosity can in
this way have a significant impact on the effective electronic coupling, which has
been shown to be crucially dependent on conformation [30, 35, 45, 46, 50, 79–82].
In addition, both the dielectric constant and refractive index, two important solvent
properties that influence both the reorganization energy and the driving force,
are functions of both temperature and viscosity. All these solvent-induced effects
obscure the effects of molecular parameters, such as energy gaps and conformation,
on the studied transfer reactions. Although very important, the solvent-induced
effects will not be discussed further. Instead, we will mainly be concerned with the
effects of molecular parameters on the intramolecular transfer rate.

To facilitate comparison between experimental and theoretical results it is ad-
vantageous to reduce the influence of solvent-induced effects on the parameter of
interest. In this respect, studying TEET is very useful since the process does not
involve the movement of charge. In marked contrast to ET, the effect of dielec-
tric stabilization and variations in the outer reorganization energies is minimal.
Therefore much of what will be presented below are results from theoretical and
experimental studies of TEET. As discussed in Section 4.1, from a quantum me-
chanical perspective, the integrals that govern the electron exchange interactions
for ET, hole transfer (HT), and TEET are related. For saturated bridges it has
been shown that the electronic coupling elements for the three processes are
approximately related according to |VTEET| = const|VET||VHT| [83, 84].

Many theoretical and experimental studies have found that the main conforma-
tional variables that govern the electronic coupling in D–B–A systems built up by a
series of individually planar π -conjugated systems are the dihedral angles between
individual units as illustrated in Figure 4.9.

According to Arrhenius the temperature dependence of the rate, k, of an activated
process is described by k = Aexp(−Ea/RT), where Ea is the activation energy. In

wDB wBAj1 j2

Figure 4.9 A schematic donor–bridge–acceptor molecule
built up by units with freedom to rotate relative to each
other. The dihedral angles between the subunits are
indicated.
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complex D–B–A systems, built up by several units, each rotation is associated with
a unique energy to rotation. It can thus be expected that temperature dependences
of transfer rates in this type of systems can be quite complex. If the minimum
energy conformation is associated with the highest electronic coupling the transfer
rate might even increase with decreasing temperature. This apparent negative
activation has been observed for several D–B–A systems in certain temperature
intervals [50, 85]. The ZnP–nB–H2P series shown in Figure 4.1 may serve as
an example. An increase in energy transfer rate with decreasing temperature is
observed for some of these systems as shown in Figure 4.10 where the logarithmic
TEET rate is plotted versus the reciprocal temperature.

4.2.2.1 Modulating the Transfer Rate by Preparing Different States using
Conformational Trapping
As discussed in the previous sections, the rates of superexchange governed pro-
cesses depend on the donor–bridge energy gap (cf. Eqs. (4.7)–(4.10)) and the
driving force (cf. Eq. (4.3)). Since the energy of a molecule in a particular state is
a function of conformation, conformational changes may serve as a way to mod-
ulate the transfer rate. This was utilized in a study of the photoinduced processes
occurring in a D–B–A molecule where a ferrocene (Fc) donor and a fullerene
(C60) acceptor are separated by two porphyrins (P2), acting as a bridge for charge
recombination (Figure 4.11) [86].

In this study the electron donating state was prepared by exciting the bridge
(the porphyrin dimer) and an initial ET step from the bridge to the acceptor was
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Figure 4.11 The Fc−P2−C60 D−B−A compound shown to-
gether with the bound ligand used to planarize the bridge.

realized. To simplify the experimental analysis the initial ET step was studied in
a system without the secondary Fc donor. Since the planar and perpendicular
conformations of P2 could be selectively excited, two different conformational
states could be prepared [87]. ET occurred independently from each one of
these two conformations. Alternatively a bidentate dipyridyl pyrrole ligand could
be used to planarize the bridge structure as is illustrated in Figure 4.11. This
study found that the transfer rate from P2 in its perpendicular conformation was
approximately 1 order of magnitude faster than that from its planar conformation.
This observation was expected because the excited state of the perpendicular
conformer is approximately 0.2 eV more energetic and, thus, has a higher the
driving force for ET. Further it was discussed that the twisting of the dihedral
angle forced the excited state to be localized on the porphyrin closest to the
fullerene acceptor and thus decreasing the effective donor (i.e., the bridge) acceptor
separation. In the full D–B–A system, after the initial ET step, a subsequent
ET step from the secondary donor (Fc) to the bridge (P2) produces a long-range
charge separated state. The recombination of this state is mediated by P2 in its
ground state, which is in this respect acting as a bridge. Thus the recombination
rate will be strongly dependent on the porphyrin–porphyrin dihedral angle. The
energy required to rotate one of the porphyrin moieties relative to the other is
very low in the ground state enabling an almost uniform Boltzmann distribution
of conformations [87]. A comparison of the recombination rate for this random
distribution to the one in which the ligand planarizes the porphyrin dimer revealed
that the rate was an order of magnitude greater for a planar bridge structure in
accordance with an, on average, higher electronic coupling.

4.2.2.2 Conformational Control of Tunneling through Molecular Bridges
In an elegant series of experimental studies Harriman and co-workers probed
the effect of the torsion angle between two phenyl units of a bridge separating a
Ru(II)(tpy)2 donor and an Os(II)(tpy)2 acceptor. The average dihedral angle between
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Figure 4.12 Molecular structures of the set of systems
used to probe the effect of the dihedral angle in the bridge
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the phenyl units was controlled by a covalent linker as shown in Figure 4.12
[79, 81, 88, 89].

The study revealed a pronounced conformational dependence where the elec-
tronic coupling is greatly reduced when the phenyl planes are close to orthogonal.
In one of the systems a switch in transfer mechanism, from a combination of
through-space and superexchange to a combination of hopping and superexchange,
was noted when going from low temperatures and rigid media to high temperatures
and fluid media [90]. In this series of studies it was, furthermore, experimentally
confirmed that the dihedral angle dependent electronic coupling for TEET follows
the squared dependence of the overlap integral of two mutually rotating π -orbitals
[30, 85]. This is what would be expected for the dependence of the product of the
electronic coupling for ET and HT [83, 84]. Thus, for the normalized electronic
coupling associated with the dihedral angle, ϕ, we have

VTEET(ϕ) = VET(ϕ)VHT(ϕ) = cos2ϕ (4.14)

Note that this only applies to the mediation by π -conjugated orbitals. There is
also a small contribution from σ -orbitals that does not show this conformational
dependence.

Another, less synthetically demanding, way to control the conformation is to
use temperature to vary the Boltzmann distribution of conformations. With this
in mind, we have performed a series of parallel theoretical and experimental stud-
ies where the conformational impact on TEET in the ZnP–nB–H2P series (see
Figure 4.1) was investigated [33, 50]. Combined with the experimental studies a set
of density functional theory (DFT) and time-dependent density functional theory
(TD-DFT) calculations were used to derive a model for the Boltzmann averaged
electronic coupling. How well the model reproduces the observed trends was
evaluated by comparison with the experimental results obtained at different tem-
peratures. The quite good conformity between experiments and model encouraged
us to expand the theoretical study and to include a large set of donor and bridge
structures with the aim of finding sets of parameters, for both ET and TEET, that
would potentially enable a priori predictions of β-values [35].
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The quantum chemical calculations were performed using the Gaussian 03
program suite [91] at the B3LYP/6-31G(d) level and have been thoroughly described
previously [33, 35, 50]. The calculations include the calculation of the potential
energy as a function of dihedral angles between the planes of individual subunits,
identified as being the major parameters modulating the electronic coupling
in this type of systems [30, 33, 35, 45, 50, 79–82, 85]. There are two sets of
dihedral angles relevant for the investigated systems: the dihedral angle between
either the donor or the acceptor plane and the plane of the first phenyl unit
of the bridge (ω), and a series of dihedral angles between planes defined by
neighboring phenyl units of the bridge (ϕ) (see Figure 4.9). The potential energy
as a function of dihedral angle was calculated by changing the angle followed by
geometry optimization with respect to all other parameters at each point. To save
calculation time the calculations were performed on the building blocks (donor,
bridge, or acceptor) instead of the whole D–B–A systems. For the calculations of
the electronic coupling, symmetrical model systems – D–nB–D, n = 2, 3, 4, and
5 – was used. Again, to reduce calculation time, the systems were stripped of
saturated groups, judged to have minor impact on the electronic properties. The
electronic couplings for ET and TEET were estimated as half the splitting of the
LUMO and LUMO + 1 orbitals and as half the triplet excitation energy difference
between the two lowest triplet excited states, respectively. Importantly, for this
procedure to be valid the system has to be at the avoided crossing geometry.
To facilitate this, the calculations of the electronic coupling were performed on
symmetric donor–bridge–donor (D–nB–D, n = 2, 3, 4, and 5) systems. Avoided
crossing geometries were thus achieved by assuring that the system had a mirror
plane or a C2-rotation axis that forced the wavefunction to be equally distributed
on the two donor moieties. The rotations described above were always done in
such a way that the symmetry was preserved. Another important prerequisite
for the above analysis is the verification that the wavefunctions/orbitals used are
the even/odd combination of wavefunctions/orbitals localized on the two donor
moieties. The approximation of estimating the electronic coupling through state
and orbital splitting is expected to be less valid for shorter distances and when the
donor/acceptor and bridge energies are not well separated. In this study we are
concerned with systems that operate in the weak to very weak electronic coupling
regime where the approximation should be fairly valid.

In order to investigate the conformational dependence of the electronic coupling
the angles between the various units were varied in analogy to the procedure
described for the potential energy landscape, but without subsequent geometry
optimization, and for each of these configurations the electronic coupling was
calculated. This procedure allowed mapping of the electronic coupling landscape
and the result is shown in Figure 4.13 for ZnP–2B–ZnP that has two dihedral
degrees of freedom; ω(ω = ω1 = ω2 due to symmetry) and ϕ. The figure clearly
demonstrates the cos2ϕ dependence of the electronic coupling for rotation of the
planes of two subunits of the bridge relative to each other. For the dihedral angle,
ω, a cos4ω dependence was observed which originates in that, due to symmetry
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Figure 4.13 The conformational landscape for the calcu-
lated electronic coupling of TEET through ZnP–2B–H2P
approximated by the calculated triplet state splitting of a
symmetric ZnP–2B–ZnP system.

constraints, both the D–B and B–D angles in the D–B–D system was rotated
simultaneously.

This suggests, and was found to be valid for all the systems in the study
(n = 2−5), that the total electronic coupling can be approximated by a product
of one-parameter functions; V(ω1, ϕ1, . . . , ϕn−1, ω2) = V(ω1)V(ϕ1) . . . V(ϕn−1)V(ω2).
Further it was found that, to a good approximation, the total energy for a given
conformation could be described by the sum of one-parameter energy functions.
This led to that the total Boltzmann averaged electronic coupling can be factorized
into one-parameter functions according to

〈VDA (ω, ϕ1, ϕ2, . . . , ϕn−1)〉

= Vx〈V (ω)〉
n−1∏
m=1

〈V (ϕm)〉 = Vn〈V (ω)〉〈V(ϕ)〉n−1 (4.15)

where

〈V(a)〉 =
∫

V(a)e−E(a)/RTda∫
e−E(a)/RTda

(4.16)

where a represents any of the dihedral angles ω or ϕ. In Figure 4.14 the values
of the Boltzmann averaged contributions to the total electronic coupling for the
donor–bridge angle (ω) and bridge–bridge angle (ϕ) are shown. This illustrates
the two opposing effects of increasing and decreasing electronic coupling giving
transfer rates with the complex temperature dependences shown in Figure 4.10.

The derived model (Eqs. (4.15) and (4.16)) was found to give accurate predictions
of the electronic coupling and distance dependence for TEET [33, 50]. Further it
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was found that the attenuation factor, β, was independent of the value of ω. This
can more easily be visualized if one assumes exponential distance dependence (Eq.
(4.7)). It then follows that β can be extracted from the derivative of the logarithmic
electronic coupling:

β = −2
d ln VDA

dRDA
(4.17)

Thus, the conformational dependence of β derived from Eq. (4.15) can be deduced
from

ln 〈VDA〉 = ln Vn + ln 〈V (ω)〉 + (n − 1) ln 〈V (ϕ)) (4.18)

The first term in Eq. (4.18) is a conformation independent constant, that is,
unique for each bridge length and donor–bridge energy gap (�EDB). This series
(varies with n) of temperature independent constants represent the donor–bridge
energy-gap-dependent β-value for a planar bridge structure. The second term is
conformation dependent (donor–bridge angle) but independent of bridge length,
and will thus not affect the β-value. It will, on the other hand, be a major
contribution to the total electronic coupling and, thus, to a large extent govern
the temperature dependence of the transfer rates. The last term also depends on
conformation and, since n varies with RDA, will, according to the model, be the
sole factor governing the conformational dependence of the β-value. Thus, the total
β-value can be split into a temperature independent constant that will give the
lowest obtainable β-value for a given repeating bridge structure (β0(�EDB)), and a
temperature-dependent variable that will reflect the average conformation of the
bridge β(T):

βtot = β0 (�EDB) + β(T) (4.19)
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As was discussed earlier, the β-value depends on the donor–bridge energy gap.
According to Eq. (4.19) this only has impact on the part of the β-value, that is,
independent on conformation and/or temperature.

The factor, β(T), that governs the temperature dependence of the β-value
describes the impact on the electronic coupling due to conformational disorder of
the bridge structure. In this factor the electronic coupling for a specific conformation
is weighted with its corresponding potential energy. For the OPE bridge structure
the energy to rotation approximately follows Eϕsin2ϕ, where Eϕ is the barrier
height. If the angle dependence of the electronic coupling follows Eq. (4.14) the
normalized bridge conformational dependence can be expressed by Eq. (4.20)

〈V (ϕ)〉 =
∫

V (ϕ) e
−E(ϕ)

RT dϕ∫
e

−E(ϕ)
RT dϕ

=
∫

cos2ϕe
−Eϕ sin2 ϕ

RT dϕ

∫
e

−Eϕ sin2 ϕ

RT dϕ

= 1

2


1 −

I1

(−Eϕ

2RT

)

I0

(−Eϕ

2RT

)

 (4.20)

where Ia(b) is the modified Bessel function of the first kind of order a and Eϕ is
the barrier to rotation of two bridge units in relation to each other. Evaluation of
this expression reveals that 〈V(ϕ)〉 varies from 1 to 0.5 for a planar (T → 0) and
randomized (T → ∞) bridge structure, respectively, so that (cf. Eqs. (4.17)–(4.19)
and assuming that RDA = nR0 + constant) 0 ≤ β(T) ≤ 2 ln 2/R0. The same max-
imum range is expected for all bridge structures with potential energy minima
associated with planar conformations. Thus, using this relation, one can easily
estimate the maximum effect of rotational disorder on the attenuation factor in any
such D–B–A system. Different shapes and heights of the energy barrier to rotation
of neighboring units for different bridge structures will give different temperature
dependences but not affect the maximum range.

For this model to agree with experimental data from solution measurements
over a large temperature range it was necessary to take the variation in viscosity
of the solvent into account. This was done by introducing an apparent activation
energy [92]:

Eapp = Ei + αEη

T2

(T − T0)2
(4.21)

where Ei is the intrinsic energy barrier to rotation, Eη = 1.3469 kJ/mol and T0 =
81 K for 2-MTHF, and typical α-values are around 0.1 (depending on the sharpness
of the viscosity-induced activation barrier).

The effect of using a fitted apparent activation energy instead of a constant
value is shown in Figure 4.15. The apparent activation energy can be used to take
into account how the hindering of rotational motions can perturb the Boltzmann
distribution so that the conformations with higher electronic coupling are given
greater weight. This can be visualized by considering the relative probability for
continued rotation, Prot(ϕ), compared to the probability for TEET process at each
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conformation (see Figure 4.16(b)):

Prot (ϕ) = krot

krot + k|V (ϕ) |2 =
krot

k
krot

k + cos4 (ϕ)
(4.22)

where krot is the rate of rotation and k|V(ϕ)|2 = kTEET is the rate of triplet energy
transfer. In Figure 4.16(a) the probability of rotation is plotted for three different
rate ratios, krot/k. The figure shows that if the rate of rotation is much greater
than the transfer rate the perturbation of the Boltzmann distribution is not very
large because the probability of rotation is almost constant. If the ratio instead is
low, the probability of rotation remains high for conformations with low electronic
coupling but decreases for the conformations with higher electronic coupling. In
this way the effective conformational distribution is shifted toward conformations
with higher electronic coupling.

The success of the developed model has encouraged us to extend the theoretical
study to include a large set of donors and bridge structures [33, 35]. This work
is a tentative step toward building a library of parameters to enable a priori
predictions of β-values when only a few parameters of the building blocks are
known. The proposed method to achieve this is based on the donor–bridge
energy gap dependent minimum attenuation factor β0(�EDB) coupled with the
temperature-dependent bridge disorder factor, β(T) in accordance with Eq. (4.20).
Since the goal is to derive β-values the main focus of this study is on the bridge
structures and the appended donors are just a means to tune the donor–bridge
energy gap. The studied repeating bridge systems, OPE, oligophenylenevinylene
(OPV), oligothiophene (OTP), oligophenylene (OP), and oligofluorene (OF), are
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Table 4.1 The repeating bridge structures and their range
(bridge length dependence) of calculated LUMO and triplet
state energies.

Bridge structurea –E(LUMO) (eV) E(T1) (eV)

OP n–1 0.901–1.653 3.031−2.329

OF n 1.330–1.693 2.485−2.188

OPE n–1 1.252–2.093 2.678−1.993

OPV n–1 1.357–2.077 2.296−1.606

OTP S
S

n–1 1.245–2.081 2.323−1.472

an = 2–5 in this study.

illustrated in Table 4.1 together with their calculated LUMO and first triplet excited
state energies.

The study showed that the bridges can be divided into two types based on their
response to temperature changes. On the one hand, the OPE and OPV bridges
have planar conformations that are the most energetically favorable. Thus, for these
bridge structures, if the temperature is increased, the β-value will also increase in
accordance with on an average less planar bridge structure. The OP, OF, and OTP
bridge structures, on the other hand, have the lowest energy conformations that
are not planar. For these systems increasing the temperature will simultaneously
populate conformations associated with both higher and lower electronic coupling.
This difference between OPE-type and OP-type bridges is more easily visualized
by showing the dependence of the electronic coupling on conformation together
with the Boltzmann distribution of conformations for two selected temperatures
(Figure 4.17).

From Figure 4.17(a) it can be seen that for OPE-type bridges, when going
from low to high temperatures, the distribution moves from conformations with
high-electronic coupling (ϕ = 0◦ or 180◦) toward conformations with low-electronic
coupling (ϕ = 90◦). For the OP-type bridges on the other hand, as can be seen
from Figure 4.17(b), the distribution moves from conformations with an average
electronic coupling (ϕ ≈ 45◦) both toward conformations with higher and lower
electronic coupling. Thus the impact of temperature on the latter kind of repeating
bridge structure should be much smaller.

In summary, the study firstly derived a set of bridge specific parameters for
each repeating unit that allows for a priori determination of β0(�EDB). Secondly,
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Figure 4.17 The electronic coupling (–––) and Boltzmann
populations at 20 K (- - -) and 300 K (– – –) for OPE-type
bridges (a) and OP-type bridges (b).

the bridge conformational dependence of the electronic coupling was mapped
for each bridge system. This allowed for estimations of the factor, β(T), which
describes the influence of bridge disorder. The total β-value calculated using Eq.
(4.19) was shown to agree appreciably with literature values for TEET. For even
better agreement with literature values the influence of solvent viscosity on the
Boltzmann distribution must be estimated for each bridge system. For ET it was
concluded that more elaborate ways of calculating the electronic coupling, rather
than from the orbital splitting of symmetric systems, is most probably imperative.

In conclusion we have illustrated how the rates of superexchange mediated
processes is controlled by molecular conformation. We have highlighted that it is
necessary to take into account that the bridge is a dynamic system. Thus, it is crucial
to consider averages over all available conformations when calculating parameters
that govern the transfer processes. Further, we have suggested a pathway to create
a library of building-block specific parameters that in the long run might enable a
priori estimations of transfer rates and β-values.
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4.3
Conclusions

The rate of energy and electron transfer reactions has been shown for several
systems to be strongly dependent on the mediating power of the intervening
medium. The single most important parameter that modulates this dependence is
the electronic coupling. This is why we have devoted many years of experimental
and computational efforts into finding ways to design systems with predictable
electronic coupling. In this chapter we have tried to highlight some of the important
molecular properties that can be used to modulate the electronic coupling in
D–B–A systems such as: (i) the tunneling barrier height and width and how these
interact in determining the distance dependence of electron and energy transfer
reactions, (ii) the conformation of the molecular bridge and the related temperature
dependence, and (iii) the state (orbital) topology of the interacting donor, bridge,
and acceptor components. In complex systems all of these factors might be used
to tune the electronic coupling, which, in turn, can make the interpretation of
measured rates quite difficult. To say the least, it is very rarely enough to just look
at the thermodynamic driving force for ET when analyzing systematic variations in
series of different molecules.
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Mårtensson, J. and Albinsson, B.
(2002) Sterically induced conforma-
tional relaxation and structure of
meso-diaryloctaalkyl porphyrins in
the excited triplet state: experimental
and DFT studies. J. Phys. Chem. B, 106,
12613–12622.

50. Eng, M.P., Mårtensson, J. and
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71. Kilså, K., Kajanus, J., Larsson, S.,
Macpherson, A.N., Mårtensson, J. and
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Base Pair Sequence and Hole Transfer Through DNA:
Rational Design of Molecular Wires
Josh Vura-Weis, Frederick D. Lewis, Mark A. Ratner, and Michael R. Wasielewski

5.1
Introduction

Charge transfer in Donor–Bridge–Acceptor (D–B–A) systems generally occurs
via one of two mechanisms: single-step coherent superexchange and multistep
incoherent hopping [1]. The rate of superexchange charge transfer is most simply
described in Eq. (5.1), where R is the D–A distance and β depends on the energetics
and overlap between participating orbitals of D, B, and A.

kct = k0e−βR (5.1)

In this mechanism, the bridge serves only to mediate charge transfer and does not
itself become oxidized or reduced. This mechanism is strongly distance dependent,
with β ≈ 0.3−1.5 for most organic materials. In the hopping mechanism, a charge
is injected onto the bridge, where it can reversibly hop from one bridge site to
another until it reaches a trap site. The rate constant can be described by Eq. (5.2),
where N is the number of hopping sites and η has a value between 1 and 2 [2, 3]:

kct = k0N−η (5.2)

We take the phrase ‘‘molecular wire’’ to mean a molecule that transfers charge
rapidly and efficiently (i.e., with high quantum yield) over long distances. The
phrase ‘‘wire-like behavior’’ therefore usually refers to the latter mechanism, which
shows a much weaker distance dependence and mimics the incoherent nature of
charge transfer through macroscopic metallic wires. It should be noted that the rate
and the efficiency of charge transfer are separate quantities, a division not always
made in the literature. In photoinduced D–B–A systems, charge recombination
from an initial charge-separated state D+•−B−•−A can reduce the probability of
full charge separation to D+•−B−A−•, even if the few charges that reach A do
so rapidly. This distinction is less important for steady-state devices such as DNA
transistors [4, 5], where an applied voltage provides the driving force for charge
transport and recombination is not a factor.

The idea that the regular, well-defined structure of a DNA base pair stack could
function as a molecular wire has a long and controversial history [6–13]. For a
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Copyright  2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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molecule to be considered a molecular wire, one must be able to measure the
efficiency and rate of charge transfer over long distances (>20 Å) to show that they
are only weakly distance dependent. The use of intercalated donors and acceptors in
early studies made accurate determination of the D–A distance difficult and raised
the possibility that the observed photophysics might come from minority species
in solution. The radical cation and anion states of early donors and acceptors were
not spectroscopically observable, so the rates and efficiencies had to be inferred
from indirect observations such as either steady-state or time-resolved fluorescence
quenching. Other experiments such as strand cleavage provided relative efficiencies
of different strand lengths but neither absolute efficiencies nor rates.

The recent development of donor and acceptor moieties with distinct excited state
and radical ion spectra allows the accurate determination of charge transfer rates
using transient absorption spectroscopy. Because absorption is a stochiometric
measurement (the absorption of species X is directly proportional to the concen-
tration of X), this technique allows the measurement of absolute quantum yields.
It is also insensitive to small amounts of impurities or minority species. These
donors and acceptors may be covalently bound to each end of a stable DNA hairpin
to make a series of D−Basen−A molecules with well-defined D–A distances.

Through the use of such techniques, we have conducted a comprehensive ex-
amination of hole transfer through double-stranded DNA stacks as a function of
distance and base pair sequence. Both the efficiency and rate in poly(A), poly(G), and
alternating poly(AT), poly(GC), and poly(GA) sequences (see Figures 5.4(a) and 5.15
for representative structures) are strongly distance dependent and therefore non-
wire like. However, charge separation in diblock A2−3Gn sequences proceeds by
a fast and moderately efficient hole-hopping mechanism over as many as 9 bp
(∼34 Å), with distance dependence that may be characterized as wire-like. This
ability to transfer charge rapidly and efficiently over long distances may enable the
use of DNA for applications ranging from sensors to molecular electronics.

5.2
Spectral Signatures of Charge Transfer

One of the problems in measuring charge transfer through DNA is that the
common bases A, T, G, and C have very weak absorption in the visible region,
as do their excited states and radical ions. It has therefore been difficult to detect
spectroscopically the existence of charge on the bases. The excited state of the
adenine isomer 2-aminopurine absorbs in the visible region, and the quenching of
this state has been used to monitor charge separation over up to three bases [14].
However, this study could not determine if the charge had left 2-aminopurine via
a superexchange or hopping mechanism. Other nonnatural but spectroscopically
observable bases such as 1,N6-ethenoadenine can distort the B-DNA structure,
possibly affecting charge transfer rates by altering the orbital overlap between other
base pairs in the stack [12, 15].
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In our studies, the stilbenediether Sd and stilbenediamide Sa shown in Figure 5.1
were chosen as donor and acceptor chromophores because they have distinct excited
state and radical ion spectra in the visible region. This allows us to monitor the
creation of both Sa−• and Sd+• and thereby determine the relative timing of
charge leaving Sa and arriving at Sd. These stilbenes may be incorporated into
DNA hairpins using standard phosphoramidite chemistry to form stable B-DNA
structures, as shown by X-ray crystallography [16] and by molecular dynamics
simulations [17].

The spectra of excited state Sa∗ and radical anion Sa−• were determined by fem-
tosecond transient absorption spectroscopy of the stilbenedi(anilinopropyl)amide
model compound Sa–AP in standard 0.1 M NaCl, 10 mM sodium phosphate buffer
solution. Neither AP nor AP+• absorb strongly in the visible region, so all features
may be assigned to transient states of Sa.

The Sa∗ excited state is formed within 1 ps after photoexcitation of Sa–AP at
350 nm, leading to stimulated emission at 380 nm and an absorptive band at
575 nm (Figure 5.2(a)) [18]. These features are nearly identical to those seen after
photoexcitation of Sa in methanol. Charge separation in Sa–AP occurs within a few
picoseconds, causing the stimulated emission to disappear and the 575-nm band to
change shape, losing its red tail and growing a shoulder at 525 nm. This shoulder,
which gives a 525/575 nm absorption ratio of ∼0.4, is the key to distinguishing the
radical anion Sa−• from the excited state Sa∗. It is common for the first excited state
and radical anion of organic chromophores to have similar absorption spectra, and
this band shape change was in fact overlooked in early Sa–DNA investigations [19].
The wide spectral window used in this study (350–750 nm) allowed observation of
the stimulated emission decay and conclusive assignment of the Sa−• radical anion
spectrum. The Sa−• feature decays with a time constant of 20 ps as the charges
recombine to the ground state.

The excited state and radical cation spectra of the electron donor Sd were
identified through transient absorption of hairpin Sd-1G:C (Figure 5.2(b)) [20].
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Photoexcitation at 340 nm gives the excited state Sd∗, which absorbs in a broad
band from ∼500 to 700 nm. Sd+•, which is formed in 3 ps, is characterized
by a narrower peak at 525 nm. The Sd+• absorption is similar to that of 4,4-
dimethoxystilbene in acetonitrile (λmax = 340 nm), and C−• does not absorb in this
region. In this model complex, the Sd+•−C−• radical ion pair recombines to the
ground state in 40 ps.

5.3
Charge Injection into A-Tracts

The hairpin Sa−A6 (Figure 5.1) has a substantially higher fluorescence quantum
yield and longer excited state lifetime (Φf = 0.38, τ = 2.0 ns) than Sa itself (Φf =
0.11, τ = 0.28 ns), likely because of the increase in rigidity induced by the DNA
structure [19]. Because charge separation generally quenches excited states, this
was originally taken as evidence that charge injection from Sa to A did not occur.
The presumed energetics of charge injection supported this conclusion. Sa has
an excited state energy of 3.35 eV and a reduction potential of −1.91 eV vs SCE,
whereas isolated A has an oxidation potential of 1.69 eV [21]. The free energy of
charge separation was estimated using Weller’s equation [22] (�Gcs = −Es − Erdn +
Eox − 0.1, where Es is the Sa∗ excited state energy and 0.1 is a solvent screening
factor) to be +0.15 eV. Because charge injection onto A appears to be endothermic,
any charge separation in Sa–An-Donor hairpins was originally thought to occur
through superexchange (Figure 5.4), precluding molecular wire behavior.

However, a reinvestigation of Sa–An transient absorption spectroscopy using
the 350–750 nm spectral window shows that hole injection from Sa∗ into the
A-tract does in fact occur [18]. The transient absorption of Sa–A6 displays the
same spectral features as that of Sa–AP: initial stimulated emission at 380 nm
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and Sa∗ absorption at 575 nm, then decay of stimulated emission accompanied
by a rise in the shoulder at 525 nm, with the 525/575 nm ratio again reaching a
maximum value of ∼0.4 (Figure 5.3). These processes occur with time constants
of 20–30 ps. Time-resolved fluorescence with higher time resolution than previous
experiments gave a triple-exponential decay times of 45 ps (71%), 0.86 ns (8%),
and 2.2 ns (21%). The short component is near the instrument response time, and
is therefore in good agreement with the 20–30 ps time constant obtained from
transient absorption. The similarity of the Sa–AP and Sa–A6 transient spectra,
along with the multiexponential fluorescence, indicate that Sa–A6 undergoes
reversible charge injection in ∼30 ps to form Sa−• − (An)+•. Note that while the
525/575 nm rise can be fit quite well to a single exponential, it is in fact the
combination of several rates. The rate of this rise should therefore be treated as
only an approximate value for the hole injection rate constant ki = τ−1

i . The 0.86
and 2.2 ns fluorescence decay times, which match the biexponential decay of the
Sa−• feature in transient absorption, are attributed to recombination to Sa∗ from
charge-separated states with one or more A:T base pairs separating the radical
ions. This type of reversible charge injection has been previously observed in
contact radical ion pairs and D–B–A charge-separated states [23–25].

For hole injection to occur, the process must be exothermic or only weakly (within
kbT) endothermic. Two factors may lower the energy of the Sa−•−A+• radical ion
pair. The 0.1 mM NaCl aqueous buffer used in these experiments is highly polar,
stabilizing the charges. Further stabilization may arise from π-stacking interactions
between Sa and A. The reversibility of hole injection from Sa into A-tracts suggests
that the Sa∗ and Sa−•−A+• are nearly isoergodic. This ability of Sa to inject charge
into A-tracts opens the possibility of hopping as the mechanism for long-range
hole transfer in these systems.
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5.4
Crossover from Superexchange to Hopping in Sa–An–Sd

The Sa/Sd acceptor/donor chromophores were incorporated into Sa–An–Sd (n =
1 − 7) hairpins (Figure 5.4(a)) and studied using transient absorption spectroscopy
and time-resolved fluorescence [18, 26]. Note: Sa–Bases–Sd sequences will be abbrevi-
ated wherever possible as Bases, unless a transient species such as Sa−•–Bases–Sd+• is
shown. Sequences without both Sa and Sd such as Sa–A6 or Sa–An–Sa will always be
named in full. The transient spectrum of A5 shown in Figure 5.5 is representative
of the longer hairpins (n ≥ 3). As in Sa–A6, hole injection in ∼40 ps is shown by
the loss of Sa∗ stimulated emission and the rise of the 525/575 nm ratio to ∼0.4.
Fluorescence decay at 390 nm also shows a fast component of 40–100 ps. Hole
arrival at Sd to form the fully charge separated state Sa−•−A5−Sd+• is shown by
the rise of a distinct transient absorption peak at 525 nm, increasing the 525/575
ratio to about 1.0 with a time constant of 4.5 ns.

The hole injection and arrival rates (k = τ−1) of these sequences are shown in
Figure 5.6(b). The decay of Sa∗ and formation of Sd+• occur simultaneously in 5
ps for n = 1. This is significantly faster than the hole injection time measured for
Sa–A6 or longer An sequences, indicating that in A1 charge separation proceeds
via the single-step superexchange mechanism (Figure 5.4(b)). The injection and
arrival rates for A2 are similar, suggesting that both mechanisms may be operative
for this sequence. For sequences with n ≥ 3, the injection time is much faster than
the arrival time, consistent with a hopping model in which the charge resides on
the An bridge before being trapped at Sd (Figure 5.4(c)).

The hole arrival rate is strongly distance dependent at short distances, possibly
due to coulombic attraction between the hole and Sa−• (see Section 5.9.2). After
4 bp the distance dependence weakens, with each additional A adding ∼2 ns to the
arrival time. Charge recombination from Sa−•−An−Sd+• to the ground state is
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Figure 5.5 Transient spectra of A5 from 1 ps (�A/2.5) to 6 ns.
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2–4 orders of magnitude slower than hole arrival, as determined by nanosecond
transient absorption.

The quantum yield of charge separation Φcs can be determined from the strength
of the Sa−•

/Sd+• absorption. Based on its extremely fast charge separation rate,
Φcs for A1 is assumed to be 1. Quantum yields of the longer sequences were
estimated by comparing the integrated intensity of the Sa−•−An>1−Sd+• spectra
after full charge separation (typically 3τa) with that of A1. As shown in Table 5.1,
Φcs drops sharply for n = 1−4 but then levels off at around 10%. A similar
leveling-off behavior was seen after 3 bp in the strand cleavage studies of Giese
et al. [27]. The quantum yield is determined by the balance of several rates: hole
injection ki, hole transport along the A tract khop, hole trapping at Sd kt, and charge
recombination to the ground state from the contact ion pair (e.g., Sa−•−A+•AA−Sd)
kcr−A. Recombination from more distant adenines such as Sa−•−AA+•A−Sd is
considered to be much slower than from the contact ion pair due to the exponential
distance dependence of tunneling and is neglected. Fluorescence kf or internal
conversion knr from Sa∗ is not considered to be a significant factor due to the
rapid hole injection. In these sequences the rate-limiting step appears to transport
along the A tract, and recombination from Sa−• − (An)+•− Sd before the hole
becomes trapped on Sd is the primary factor limiting long-distance charge transfer
efficiency. Several theories for the mechanism of hole transport along the A tract
will be discussed in Section 5.9.
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Table 5.1 Charge separation quantum yields, hole injection times, hole
arrival times, hole arrival times, and charge recombination times for
Sa–An–Sd sequencesa.

Sequence Φcs τi (ps) τa (ps) τcr (ns)

A1 1.0 – 5 0.42
A2 0.80 38 39 8.3
A3 0.50 67 250 230
A4 0.23 40 1300 8300
A5 0.10 83 4500 3.0 × 104

A6 0.09 91 9000 1.5 × 105

A7 0.06 43 12000 7.0 × 105

aΦcs and τ values in this and subsequent tables are the average of two to three experiments. Errors
are generally 5–20%, and are displayed on the accompanying figures and listed in the cited references.

5.5
Symmetry Breaking in Sa–An–Sa

The ability of Sa–An–Sd to support both superexchange and hopping mechanisms
suggests that one could select a desired mechanism by tuning the properties of the
electron donor. In fact, Sa itself can be used as a donor in symmetric Sa–An–Sa
dumbbells [28] (Figure 5.7(b)). Based on electrochemistry of Sa in DMF, the energy
of the broken symmetry charge-separated state Sa−•−An−Sa+• is predicted to be
0.15 eV above the excited state Sa∗. However, as seen for hole injection into A,
π -stacking interactions and solvation from the aqueous buffer can stabilize the
charge-separated state and make it energetically accessible. Fluorescence quantum
yields Φf for Sa–A1−5–Sa are independent of length and nearly identical to that of
Sa–A6 (0.32 ± 0.02 vs. 0.38). As in Sa–A6, fluorescence decay at 390 nm is fit to
a triple exponential, though each component is approximately twice as long. The
high fluorescence quantum yield suggests that emission or internal conversion
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Sa–.–A+.–SaSa*–A–Sa Sa–.–A–Sa+.

ki

Sa–A–Sa

kf knr kcr-A

kt

Sa–An–Sa
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(a) (b)

Figure 5.7 Structures of Sa–An–Sa dumbbells (a) and hopping scheme for Sa–A1–Sa (b).
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from Sa∗ is the only relaxation pathway available, since charge separation as seen
in the Sa–An–Sd hairpins would add another pathway (charge recombination to
the ground state from Sa−•−An−Sa+•) and lower Φf .

However, transient absorption spectroscopy of Sa–An–Sa shows the same ∼40
ps rise of the 525 nm shoulder as in Sa–A6 and Sa–An–Sd, indicating hole injection
to form Sa−• − (An)+•− Sa. Hole injection times are similar for all Sa–An–Sa and
An sequences, suggesting that the hole is initially located on only the first A, rather
than delocalized over two or more adjacent bases.

At longer times, a new peak appears at 505 nm, and the 505/575 nm intensity
ratio rises to ∼1. This peak is attributed to Sa+•, based on similar absorption
of other stilbene cation radicals [29] and semi-empirical calculations using the
Zerner’s Intermediate Neglect of Differential Overlap (ZINDO) method which
show the absorption of Sa+• to be blue-shifted from that of Sa−• (λmax = 460 and
520 nm, respectively). The slow component of the 505/575 nm rise is therefore
indicative of the formation of Sa−•−An−Sa+•, and can be fit to a single exponential
for Sa–A1−2–Sa. Hole arrival for Sa–A3−5–Sa is incomplete on the 6-ns instrument
timescale, so arrival times for the longer sequences were determined using an
initial slope method [30]. Hole injection and arrival times are shown in Table 5.2,
with rates plotted in Figure 5.8.

Table 5.2 Hole injection (τi) and arrival (τa) times for Sa–An–Sa sequences.

Sequence τi (ps) τa (ps)

Sa–A1–Sa 38 110
Sa–A2–Sa 40 530
Sa–A3–Sa 36 3200
Sa–A4–Sa 35 4800
Sa–A5–Sa 32 6600
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Figure 5.8 Hole injection and arrival rates for Sa–An–Sa
sequences versus arrival rates for Sa–An–Sd.
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The short Sa–An–Sa sequences exhibit very different photophysics than their
analogs in the Sa–An–Sd series. Sa–A1–Sn undergoes single-step superexchange
in 5 ps, whereas charge separation in Sa–A1–Sa is a two-step hopping process
(Figure 5.7(b)). This is a consequence of the difference in the driving force
�Gcs between the two systems. Sa–An–Sd has �Gcs ≈ −0.5, whereas �Gcs for
Sa−An−Sa ≈ 0, based on the Weller equation. As charge separation is expected
to be in the Marcus normal region, this loss of driving force slows the single-step
reaction enough that it is not competitive with hole injection onto A. Full charge
separation is slower for Sa−An−Sa than for Sa−An−Sd, especially at shorter
distances (Figure 5.8). Since the charge injection and A-tract hopping are identical,
this must be caused by slower charge trapping on Sa, again as a consequence of
lower driving force for hole transfer. The Sa trapping rate kt may be estimated as
1010 s−1 from the hole arrival time for Sa–A1–Sa, where A-tract transport is not
necessary. Hole arrival rates in the two series converge at n = 5, indicating that at
long distances hole hopping to the end of the A tract becomes the rate-limiting step.

Whereas the fluorescence of short Sa–An–Sd sequences is nearly quenched
due to irreversible hole trapping at Sd, the length-independence of the Sa–An–Sa
fluorescence quantum yield indicates that Sa is a weak and reversible hole trap.
Fluorescence decay as well as decay of the transient absorption signal indicate that
charge recombination takes >1 ns for Sa–A1−2–Sa and 5–10 ns for Sa–A3−5–Sa.
Superexchange would be slow and strongly distance dependent over such long
distances, as shown by the ∼30 µs recombination time for Sa−•−A5−Sd+•. Re-
combination in Sa–An–Sa thus occurs through hole detrapping and hopping back
through the A tract. Based on the weak distance dependence, detrapping is likely
the rate determining step. Charge recombination via multistep hopping has not
been observed in other DNA-based systems, which usually have deeper hole traps.

We note that the Sa–An–Sa series underscores the dangers of using steady-state
measurements to characterize possibly complex time-dependent phenomena, a
practice often found in the DNA charge transfer literature. Based on fluorescence
data alone, these sequences appear to be photochemically inert, and only through
femtosecond transient absorption measurements are the charge transfer events
made apparent.

5.6
Influence of a Single G on Charge Transport

In the poly-A sequences above, all hopping steps are roughly isoenergetic except
for irreversible trapping on Sd. Replacement of an A:T base pair with G:C creates
an intermediate hole trap, approximately 0.3 eV below A but 0.2 eV above Sd.
To determine the effect of a single G on hole transfer, the five possible di- and
trinucleotide sequences along with the longer sequences A3G [31] and A2−4GA
(Figure 5.9) were synthesized and characterized using femtosecond transient
absorption spectroscopy [32]. Charge recombination rates from Sa–A2−4G (without
an Sd hole trap) were determined using femtosecond and nanosecond transient
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Table 5.3 Quantum yields of charge separation and hole arrival times for single-G hairpins.

Sequence Φcs τa (ps) Sequence Φcs τa (ns)

AG 0.7 32 A2GA 0.29 0.45
GA 0.2 80 A3GA 0.34 1.0
AAG 0.52 120 A4GA 0.12 5.9
AGA 0.16 190 – – –
GAA 0.07 210 – – –

absorption [19]. The values obtained for τa and Φcs are given in Table 5.3. Location
of G at the end of the A-tract lowers τa but has little effect on Φcs for sequences
with the same total number of base pairs N (e.g., A2G vs. A3). However, there is a
large decrease in Φcs when G is at the beginning of the A-tract in sequences GA1−2

and a modest decrease for G in the middle (AGA vs. A3).
The hole arrival rates and Φcs for the AnGA sequences are shown in Figure 5.10,

along with corresponding values for An sequences with the same total number of
base pairs. For all but the shortest sequence GA, hole arrival is faster for AnGA.
Values of Φcs rise from n = 0 to 4 before decreasing, unlike the monotonic decrease
for An. At four total base pairs and longer, charge separation is more efficient in
AnGA. This effect is most pronounced for A3GA, which is ∼4.5× faster and 3×
more efficient than A5.

These observations may be understood in terms of the mechanisms shown in
Figure 5.11. Whereas charge separation in AG (a) is progressively downhill, hole
transfer from Sa−•−G+•A−Sd to Sa−•−GA+•−Sd (b) is energetically unfavorable,
and the hole is more likely to recombine with Sa−• than to tunnel through the
∼0.3 eV adenine barrier to reach Sd. In the longer AnGA sequences, G serves as
a resting point in the overall charge separation process [33, 34]. Once the cation
reaches G, it must either tunnel forward to Sd or backward to recombine with Sa−•.
In the most efficient sequences A2−3GA, the initial A tract is short enough for the
hole to reach G efficiently, and from there it is easier to tunnel forward through
one adenine than backward through two or three. Similar manipulation of site
energies has been achieved by Kawai et al. [35], who used the intermediate oxidation
potential of the nonnatural base 7-deazaadenine to promote rapid long-distance
charge separation.
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The AnGA results may be understood more quantitatively with the use of Eq.
(5.3), where ΦG and Φt are the efficiencies of hole arrival at G and hole transport
from G to Sd, respectively. kt and kcr−G are the rates of hole transport from G to Sd
and the rate of charge recombination from G+•, respectively.

Φcs = ΦGΦt = ΦG[kt/(kt + kcr−G)] (5.3)

Charge recombination from Sd+• is neglected, as is much slower than the nanosec-
ond timescale of these measurements. ΦG is a complex function of the reversible
injection and A → A hopping rates (ki and khop), fluorescence and nonradiative
decay rates of Sa∗ (kf and knr), and charge recombination from the contact ion pair
(kcr−A). As in Section 5.4, recombination from more distant adenines is neglected.
Although ΦG cannot be measured directly, it is assumed to be similar to the
quantum yield of charge separation to Sd over the same A tract, because both G
and Sd are deep hole traps. The hole trapping rate kt was estimated as 5 × 109 s−1

from AGA. Calculated values of Φcs using Eq. (5.3) are shown as white circles in
Figure 5.10, and are in good agreement with the experimental values, providing
support for the stepwise mechanism.
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5.7
Molecular Wire Behavior in Sa–A2−3G1−7–Sd

The increase in quantum yield from judicious placement of a single G suggests that
properly constructed base pair sequences could in fact transport charge rapidly and
efficiently over long distances, realizing the long-standing goal of a DNA molecular
wire. The quantum yields of A2GA and A3GA are higher than that of the shorter
AGA sequence, indicating that a ‘‘charge recombination blocking layer’’ of two or
more adenines is particularly helpful. With this design principle in mind, the rate
and efficiency of charge separation in diblock AmGn sequences (Figure 5.12) was
studied using femtosecond transient absorption spectroscopy. Although long poly-
G sequences often form G-quadruplexes, the Sa–Sd hairpin structures are quite
stable and retain the usual B-DNA geometry, as shown by circular dichroism [31].

The hole arrival rates and charge separation quantum yields for A0−4G1−7 are
shown in Figure 5.13, along with those of Sa–An–Sd. Arrival times and yields
are also given in Table 5.4. Values of ka for G1−3 are similar to those for A1−3.
However, quantum yields for G2−3 are much smaller than for A2−3. A simplified
hopping diagram for poly(A) or poly(G) sequences is shown in Figure 5.14(a). As
in previously mentioned sequences, ka and Φcs are determined by the competition
between the rate constants for hole arrival ktB and charge recombination kcr−B

(Eq. (5.4)). Note that ka ≈ ktB when ktB � kcr−B. As charge recombination tends to
occur in the Marcus inverted region, this process is expected to be faster for Gn than
for An because of the smaller energy gap for recombination from the Sa−•

/G+•

versus Sa−•
/A+• radical ion pair [19]. Faster charge recombination results in slightly

smaller values of τa but much lower values of Φcs in G3 versus A3 sequences.

Φcs = ktB/(ktB + kcr−B) τa = k−1
a = (ktB + kcr−B)−1 (5.4)

The energy level diagram for charge separation in diblock sequences is shown in
Figure 5.14(b). In this case the quantum yield of charge separation is the product of
two yields: that of transport through the A tract ΦcsA to form Sa−•−Am(Gn)+•–Sd
and that of transport through the G tract ΦcsG to form Sa−•−AmGn−Sd+• (Eq.
(5.5)).

Φcs = ΦcsAΦcsB = [ktA/(ktA + kcr−A)][ktG/ktG + kcr−G)] (5.5)
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Figure 5.12 Diblock AmGn sequences.
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Table 5.4 Charge separation quantum yields and hole arrival
times for diblock AmGn sequences.

N Gn Φcs τcs AGn Φcs τcs A2Gn Φcs τcs A3Gn Φcs τcs A4Gn Φcs τcs

(ps) (ps) (ps) (ps) (ps)

1 G 1.0 6 – – – – – – – – – – – –
2 G2 0.21 31 AG 0.70 32 – – – – – – – – –
3 G3 0.06 103 AG2 0.40 104 A2G 0.52 120 – – – – – –
4 – – – AG3 0.15 253 A2G2 0.38 223 A3G 0.26 764 – – –
5 – – – – – – A2G3 0.34 490 A3G2 0.29 633 A4G 0.16 945
6 – – – – – – A2G4 0.32 1000 A3G3 0.30 910 A4G2 0.15 1400
7 – – – – – – A2G5 0.25 1740 A3G4 0.27 1330 – – –
8 – – – – – – A2G6 0.24 4150 A3G5 0.23 2130 – – –
9 – – – – – – A2G7 0.24 4620 A3G6 0.27 3140 – – –

Lengthening the A tract produces two competing effects. Hole transport slows
(smaller ktA), reducing ΦcsA. However, recombination from the more distant G
tract also slows (smaller kcr−G), increasing ΦcsG. As seen in the AnGA series, there
is an optimal balance at two to three adenines. Charge recombination from Sa–AG
hairpins without an Sd hole trap is rapid (∼1 × 1010 s−1) [36], which is reflected in
the lowΦcs values for AGn (Figure 5.13(a)). On the other hand, values of Φcs for A2Gn
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positive charge could move by either a localized hopping or
delocalized polaron mechanism.

and A3Gn are substantially higher than for An sequences with the same total number
of base pairs N (∼0.25 vs. 0.06 for N = 7). Efficiency then drops ∼50% for the
A4Gn series, reflecting the low efficiency of hole transport through four adenines.
Charge separation rates in AmGn sequences are faster and less distance dependent
than in An, consistent with calculations of stronger electronic coupling between G
and G than A and A [15]. From the longer diblock systems we estimate a transport
time of 0.5−1 ns/bp through G tracts, compared with ∼2 ns/bp in A tracts.

The charge separation efficiencies of A2Gn and A3Gn are the highest yet reported
for sequences of six or more base pairs. In addition, they are nearly distance inde-
pendent from N = 5 to 9, suggesting that moderately efficient charge separation
could be observed for even longer G tracts. This high quantum yield has recently
allowed us to measure hole arrival times for sequences as long as A3G19 [37]. It
is interesting to note that improvement in Φcs over An sequences does not begin
until there are two Gs (A2G ≈ A3 but A2G2 > A4). In addition, both kcs and Φcs rise
for A3Gn from n = 1 to 3. This may be evidence for hole delocalization over two or
more Gs, as suggested in the polaron model (see Section 5.9).

5.8
Charge Transfer through Alternating Sequences

Hole transport though alternating sequences such as poly(AT) or poly(GC)
(Figure 5.15) is expected to be slower than the corresponding homogeneous
sequences. If the holes are considered to be localized, then electronic coupling
either over the T/C barrier or diagonally to the complementary DNA strand will be
smaller than to an adjacent A/G on the same strand. If a delocalized hole model
is used for poly(A) or poly(G), then alternating sequences would force charge
localization and slow charge transport.
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Table 5.5 Fluorescence quantum yields, hole injection times,
hole arrival times, and hole trapping quantum yieldsa.

Sequence Φf τi (ps) τa (ns) Φcs

2AT 0.047 – 0.09 0.5
3AT 0.21 – 1.9 0.12
4AT 0.25 – 6 0.03
5AT 0.26 – 6 0.02
Sa–A6 0.24 50 – –
Sa–AT′ 0.28 110 – –
Sa–AAT′ 0.24 58 – –

aτi was not measured for nAT.

The sequences in Figure 5.15 were studied using femtosecond transient absorp-
tion and steady-state spectroscopy to probe the relative rate and efficiency of hole
transport through alternating versus homogeneous sequences [31, 38]. Excitation
of Sa–A′

6, Sa–AT′, and Sa–AAT′ yields the familiar Sa∗ peak at 575 nm followed
by hole injection and the rise of the 525/575 nm ratio. Injection in Sa–A6′ and
Sa–AAT′ occurs in the usual 30–50 ps, whereas injection into Sa–AT′ takes about
twice as long (Table 5.5). This may be evidence for cation delocalization in A tracts,
which would increase the driving force and therefore the rate of charge injection.
Note, however, that this effect was not seen in the Sa–A1–Sa versus Sa–A2–Sa
sequences.

Hole transfer through alternating AT sequences was found to be 2–10 times
slower and significantly less efficient than through homogeneous A tracts, as shown
in Figure 5.16. The charge separation quantum yield of 5AT and 6AT approaches
zero, and fluorescence quantum yields for these longer sequences match those of
Sa–AT′ within experimental error, confirming that very little charge reaches the
irreversible Sd+• trap. Takada et al. observed a ∼4× decrease in Φcs between A5

and 5AT using a different donor/acceptor combination [39], consistent with our
results. Other studies based on strand cleavage have found smaller penalties for
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alternating sequences [27], though those results may not be comparable since they
are based on charge shift reactions where the hole does not have to overcome
Coulomb attraction to the acceptor radical anion.

Sequences A1−3GAGAG and A1−2GCGC have also been studied using transient
absorption, but their hole arrival times were too slow to measure on the 6 ns
instrument timescale, and Φcs is estimated to be <0.05. As equal-length A2G4−7

sequences have charge separation quantum yields of about 0.25 and arrival times
from 1 to 5 ns, it is clear that alternating GA or GC sequences severely hinder
charge migration.

5.9
Theoretical Descriptions of Charge Transfer through DNA

This section will briefly discuss the prevailing models of charge transfer through
DNA, including treatments of the Sa–An–Sd system. The reader is encouraged to
consult Refs. [9, 10] for several detailed reviews.

5.9.1
General Models of DNA Charge Transfer

A general consensus has emerged that hole transfer from G to G across an A
tract (i.e., GAnG) occurs through superexchange for short sequences (n < 3−4)
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[3, 40, 41]. A charge may be transferred over long distances (up to ∼200 Å) via
a series of such short hops. Hole transfer through longer A tracts may occur via
population of the A bridge, although the details of this process are subject to
debate. In the simplest formulation for An blocks with n >∼ 4, each individual A is
a distinct hole resting site, and the charge hops from A to A until it is trapped at
G or another lower energy site [33, 41, 42]. Alternatively, the hole could delocalize
over more than one base, with geometric distortions of the DNA stack and solvent
reorganization stabilizing the charge. Both ‘‘small polaron’’ [43, 44] (n = 2−3) and
‘‘large polaron’’ [45] (n = 3−7) formulations have been proposed. In the latter case,
transport would occur via a polaron drift model as opposed to incoherent hopping.
Other calculations indicate that solvation effects localize the hole on a single base
[46, 47]. Ion gating has also been implicated as a possible limiting factor for hole
hopping rates [44, 48].

The size of a polaron in DNA is determined by the relative strengths of the
electronic coupling between bases and dephasing/relaxation caused by dynamic
motion of the DNA stack [43].

Combined quantum mechanics/molecular dynamics (QM/MD) simulations of
poly(A) and poly(G) sequences have shown large fluctuations in electronic coupling
due to thermal motions of the flexible DNA molecule [49–51]. These fluctuations
cannot be linked to a single vibrational mode but are influenced by many degrees
of freedom such as twisting, buckling, shearing, and stretching motions [52]. In
both A–A and G–G coupling, the standard deviation of the coupling is larger than
its mean value. Site energies also fluctuate widely because of motion of water and
counterions [53], leading to transient configurations where A+• is lower in energy
than G+•. These results suggest that the Condon approximation is not strictly
appropriate in DNA systems [34, 54], though non-Condon contributions to the hole
transfer rate are expected to be small [55].

5.9.2
Sa–Sd Hairpins

Several computational studies have been performed on the Sa–An–Sd hairpins
discussed in Section 5.4. QM/MD simulations have shown that the structure and
electronic coupling of Sa–A2−3–Sd hairpins is very similar to that of (GA2−3G)n

sequences, indicating that the model systems are representative of charge transfer
through native DNA [52]. A similar method was used to show that the strong
distance dependence of CT through short Sa–An–Sd hairpins is partly caused by
the Coulomb attraction between Sa−• and the hole on the An bridge [51]. After
hole injection into the A-tract, most of the charge remains localized on the first
adenine, although fluctuations in site energies allow slight population of more
distant bridge sites. This method was also used to rationalize the influence of
a single G on hole arrival time at Sd [56]. The coupling between the frontier
molecular orbitals of various chromophores and adenine has been investigated at
the Intermediate Neglect of Differential Overlap/Singles Configuration Interaction
(INDO/SCI) level. Sd in particular was found to exhibit several tunneling pathways,
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with significant coupling between the HOMO-1 levels of Sd and A [57]. Finally,
rates of charge recombination from Sa−•−An−Sd+• are proposed to be controlled
by counterion binding to Sd+• [58].

5.10
Conclusion

Early investigations into wire-like behavior in DNA were hampered by structural
ambiguity and indirect measurements of the charge transfer process. The study of
synthetic hairpins with chromophore linkers using ultrafast transient absorption
spectroscopy has made possible the accurate determination of rates and absolute
quantum yields of charge transfer through well-defined base pair DNA strands.
We have undertaken a systematic study of hole transfer as a function of base
pair sequence and have shown that while in most cases the rate and yield of
charge transfer is strongly distance dependent, rationally designed mixed A and G
sequences can transfer holes rapidly and efficiently over long distances. The balance
of charge separation, hopping, and recombination rates in these systems is crucial to
their wire-like behavior, and provides guidance for the design of organic conductive
materials such as sensors, photovoltaics, and molecular electronic devices.
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Charge Transport through Molecules: Organic Nanocables for
Molecular Electronics
Mateusz Wielopolski, Dirk M. Guldi, Timothy Clark, and Nazario Martı́n

6.1
Introduction

A key motivation in developing so-called molecular electronics is the fundamental
concept that individual molecules or supramolecular assemblies of nanometer
scale may perform the functions of electronic devices.

Using molecular building blocks to develop electronic circuits requires the
design and synthesis of specific and suitably functionalized molecular structures
intended to imitate the components of an electronic circuit. One of the simplest of
these components is a wire. Not surprisingly, the design of ‘‘molecular wires’’ has
received the attention of a significant part of the scientific community in recent
years [1, 2]. Despite its apparent simplicity, the definition of the term ‘‘molecular
wire’’ is still rather controversial. In a broad sense, we employ the term ‘‘molecular
wire’’ here to refer to any molecular structure that mediates charges between two
chemical species such as, for instance, donor and acceptor moieties. In this chapter,
we will focus our attention on assemblies in which photo- or redox-active organic
molecules serve as donors and acceptors, which are in turn covalently connected
by π -conjugated bridges acting as ‘‘molecular wires.’’

Molecular wires have been studied under a variety of different experimental
conditions. Their molecular structures and the nature of the donors and acceptors
to which they have been connected determine the precise conditions. In fact, the
rational design of chemical structures and the use of modern organic synthesis
prompt to a wide variety of such donor–wire–acceptor systems that can exhibit
different conduction mechanisms. A variety of detection methods for the elec-
tron flow has been developed: for example, fast electrochemistry, especially for
self-assembled monolayers (SAMs) containing redox-active groups [3–5], conduc-
tance measurements in metal–wire–metal junctions (‘‘break junctions’’) [6–10] or
ultrafast spectroscopy for photoinduced electron-transfer (ET) processes, typically
used for donor–bridge–acceptor (DBA) systems [11–13].

The present chapter focuses on the last method, the investigation of photoinduced
electron- and energy-transfer reactions in organic DBA conjugates (Figure 6.1).

Charge and Exciton Transport through Molecular Wires. Edited by L.D.A. Siebbeles and F.C. Grozema
Copyright  2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 6.1 Schematic representation of Donor(D)–Bridge(B)–Acceptor(A) conjugates.

In the following, we contrast two different mechanisms; energy transfer and ET,
where light excitation powers either of the involved processes. Accordingly, three
possible sites for the initial local excitation can be discussed: (i) the donor, (ii) the
bridge, and (iii) the acceptor. Figure 6.2 shows one possibility to demonstrate the
two different deactivation mechanisms of light excitation, energy transfer versus
ET, schematically. In this example, the donor is excited, which is most likely to
result in ET, whereas exciting the acceptor or the bridge may lead to hole transfer.
Electronic energy transfer and ET reactions exhibit some notable similarities,
which renders distinguishing between them complicated. In most cases, the ET
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Figure 6.2 Schematic representation of photoinduced elec-
tron transfer (a) and electronic energy transfer (b) in DBA
systems; CS D charge separation and CR D charge recombi-
nation; the position of the local excitation is indicated by an
asterisk.
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mechanism follows a chronological sequence of excitation, then energy transfer
and finally ET. Here we will discuss the mechanistic aspects related to the role of
the bridge in DBA conjugates.

6.2
Theoretical Concepts

6.2.1
Definition of the ‘‘Molecular Wire’’ Term

Charge-transfer (CT) and energy-transfer processes are characterized by many
different parameters. The molecular building blocks of a system do not govern
such processes independently of each other. Instead, the entire supramolecular
structure should be analyzed in its entirety. Only such an integrated approach
allows understanding the interplay between the components. In particular, close
inspection reveals that the energetic relationships between the energy levels of
donor, bridge, and acceptor govern the energy-transfer/CT properties of these
systems. However, the molecular bridges connecting the donor with the acceptor
play the key role in these transport processes. In the following, we survey these
processes with particular emphasis on the function of the bridges, or, in other
words, on their molecular wire properties. Definitions of the term ‘‘molecular
wire’’ range from the description of a specific behavior of a system to a simple
reference to the structural parameters of the molecules examined. Thus, finding
a precise definition is difficult. In 1998 Emberly and Kirczenow [14] described a
molecular wire as ‘‘a molecule between two reservoirs of electrons.’’ Nitzan and
Ratner, on the other hand, defined a molecular wire as ‘‘a molecule that conducts
electrical current between two electrodes’’ [15]. The most appropriate definition for
our topic, is the limited one by Wasielewski, who classifies a molecular wire as ‘‘a
device that conducts in a regime, wherein the distance dependence (of ET) may be
very weak’’ [13].

Regardless of the terminology used, molecules must meet some basic criteria to
act as molecular wires. Desirable features that make molecules potential candidates
for the electronic components are [16]:

1) Structural tunability, given by a large number of synthetic possibilities that
allow closer control and more flexibility than given by metallic and semimetallic
conductors.

2) An energetic gradient among the molecular orbitals (MOs) (or more properly
CT states) that permits a unidirectional movement of charge carriers within
the molecule.

3) Predisposed electron density distribution in the molecules that determines
whether charge transport occurs with spin preservation or with a change in
spin state.
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We can now proceed with a definition of wire-like transport along molecular
bridges. Energy and charge transport phenomena along a molecular wire are
closely related, despite the fact that energy transfer is represented as a motion of
electron/hole pairs (Frenkel exciton or boson) and CT as a motion of a single hole
or electron (a fermion). For transport processes, molecular wires are often con-
sidered as Hückel-like or tight-binding systems. A thorough quantum mechanical
examination of Hückel-like systems can be found elsewhere [17–19]. Within this
framework, wire-like transport may be defined as a motion that is assisted by the
molecular bridge. From the mechanistic point of view, one may compare theoreti-
cal results with experimental data for molecular-wire-like behavior in transferring
electronic charge and/or energy. Intramolecular ET rate constants characterize the
charge transport in DBA conjugates. In electronic transport junctions, on the other
hand, it is convenient to use the word ‘‘conductance.’’

Here, we will focus on molecules as individual wires. It is nevertheless important
to point out that electron and energy transport in higher dimensional molecular
materials (i.e., polymers, ordered self-assembled layers, molecular crystals, etc.) is
closely interconnected. The mechanisms of CT that will be discussed here, coherent
tunneling and thermal hopping, are present in both individual wire systems and
molecular materials.

6.2.2
Mechanisms of Charge Transfer through Molecular Wires

Intrinsically, long-distance CT is a nonadiabatic process. The rate of CT is de-
termined by a combination of strongly distance-dependent tunneling and weakly
distance-dependent incoherent transport events [20, 21]. The tunneling obeys a
superexchange mechanism, where electrons or holes are transferred from donor to
acceptor through an energetically isolated bridge. In this case, the bridge orbitals
are considered solely as a coupling medium [22–24]. On the other hand, incoherent
or sequential CT involves real intermediate states that couple to internal nuclear
motions of the bridge and the surrounding medium. Such states are energetically
accessible and may change their geometry [25]. This mechanism is defined as
thermally activated incoherent hopping [13, 26]. The attenuation factor β is used to
describe the quality of a molecular wire, because it describes the decay of the CT
rate constant k as a function of distance, rDA, as defined in Eq. (6.1)

k D k0 exp�βrDA (6.1)

where k0 is the inherent rate.
The attenuation factor β is also used to determine whether a DBA system should

be considered to display wire-like behavior at all. Equation (6.1) predicts that a
small β would allow charges to be transferred over larger distances. Importantly,
such a definition of β only applies to exponentially decaying processes. In addition,
the limit of very small β describes band transport, the so-called π -electron pathway,
along which the electrons can travel coherently [27]. Shallow distance dependence
may also result from a series of short-range tunneling events. This is equivalent
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Table 6.1 Selected β-values for bridge units in solution and
through self-assembled monolayers (SAMs) of organic thiols
on the surfaces of metal electrodes (Ag, Au, and Hg).

Typical β-values for selected bridge units

Alkanes [28–34] 0.6–1.2 Å�1

Oligophenylenes [35–39] 0.32–0.66 Å�1

Oligo(phenyleneethynylene)s oPEs and
oligo(phenylenevinylene)s (oPVs) [3–5, 40, 41]

0.01–0.5 Å�1

Oligoenes [4, 42, 43] 0.04–0.2 Å�1

Oligoynes [44–46] 0.04–0.17 Å�1

Vacuum [47] 2.0–5.0 Å�1

to incoherent hopping, which, per se, does not follow an exponential decay with
increasing distance. Implicit is that β is an intrinsic factor. This holds for the entire
wire system rather than only for the molecule that is providing the linkage between
donor and acceptor. In this respect, there is no fundamental difference between
DBA systems and metallic contacts linked directly to a bridge.

Interestingly, β-values for identical bridge units can vary significantly. β reflects,
for example, the sensitivity of the transport process to the surrounding environ-
ment. Distance dependence is one of these parameters. Typical β-values for bridge
units in solution and through SAMs of organic thiols on the surfaces of metal
electrodes (Ag, Au, and Hg) are listed in Table 6.1.

6.2.2.1 Superexchange Charge-Transfer Mechanism in Molecular Wires
Having established the framework for describing molecular-wire behavior, it
is necessary to analyze transport phenomena as a function of molecular-wire
properties. First the superexchange mechanism, which is considered to be the
main mechanism for efficient ET within the photosynthetic reaction center
[48, 49], and has been studied in various biomimetic systems [50, 51] should
be discussed.

In superexchange CT reactions, the bridge never accommodates any charge.
Those states that the molecule occupies between the time that the electron
leaves the donor and arrives at the acceptor are called virtual excitations. The
superexchange electronic coupling, tDA, reflects the transmission probability for
electrons to reach the acceptor [20, 52]. It depends on the individual resonance
integrals between molecular subunits and the energy gap between donor and
acceptor and bridge [53]. The model assumes an exponential dependence of tDA

on the donor–acceptor distance, rDA. The decay is once more expressed by a
β-parameter, which is designated βSE for superexchange:

βSE D �2
(

ln

∣∣∣∣ t

�

∣∣∣∣
)/

r (6.2)
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Figure 6.3 Schematic representation of orbital (a) and state
(b) energy diagrams of the superexchange mechanism of
photoinduced electron transfer in DBA conjugates.

Here t is the nearest-neighbor transfer integral, � the energy of the bridge orbitals
relative to the donor/acceptor, and r the width of one subunit. This expression
has been validated under various experimental conditions [54–56]. Furthermore,
it opens up the possibility of calculating the probability of CT via superexchange
according to the chemical composition of the bridge (see Figure 6.3).

6.2.2.2 Sequential Charge-Transfer Mechanism in Molecular Wires
The superexchange coupling decays exponentially with increasing donor–acceptor
distance. Consequently, the probability of superexchange transfer can become
very small. In the special case that the donor and the acceptor energy levels lie
within kBT in resonance, an incoherent term dominates the CT rate constant.
Several conditions must be fulfilled for sequential CT. Following the definition
of Jortner et al. [57], sequential CT takes place when (i) near-resonant charge
injection is present, (ii) vibronic overlap exists between ion-pair states that are
formed while charges move from one bridge site to another, and (iii) vibronic
overlap between the ion-pair state given by the terminal bridge site and the ultimate
acceptor is significant. In other words, if the energy levels of the bridge approach
the levels of the donor, such as represented in Figure 6.4, sequential CT occurs,
namely, donor-to-bridge and bridge-to-acceptor. In this case, charge hopping along
the bridge is considered as the rate-determining step. Importantly, the distance
dependence under such circumstances is influenced by the nature of diffusing
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Figure 6.4 Schematic representation of orbital (a) and state
(b) energy diagrams of the charge-hopping mechanism of
photoinduced electron transfer in DBA conjugates.
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charges from the donor to the acceptor. An adequate amount of free energy is thus
required to transfer the charges from donor to acceptor. Therefore, the hopping
rate may be approximated by

k D khop

(
rDA

rU

)�2

D khopN�2 (6.3)

Here, rDA is the donor–acceptor distance, rU is the length of one modular bridge
unit and, therefore, N the number of the units. It can be easily understood
that the obtained distance dependence of the CT rates in the hopping regime is
relatively weak. The CT rate scales with r�2

DA rather than exponentially as found for
the superexchange mechanism. Further, it depends on the individual tunneling
probabilities between the individual hopping steps. Thus, in the hopping regime
the bridge is directly involved in the CT process [27, 57, 58]. As a consequence,
long-distance incoherent transfer is, on one hand, more efficient than the coherent
analog. On the other hand, it requires potent electron donors and highly conjugated
bridges. If these conditions are given, very low β-values characterize the shallow
distance dependence of the CT processes [14, 59].

Obviously at intermediate distances, competition arises between the superex-
change and sequential mechanisms. This problem has been treated extensively
theoretically in order to be able to understand both cases [60–62].

Without going into details, some conclusions can be reached. Firstly, large and
positive energy gaps between the initial and intermediate states favor superexchange
mechanisms. They are seemingly activationless. Secondly, competition between
the superexchange mechanism and sequential mechanism commences when the
energy gap approaches the magnitude of the reorganization energies or electronic
couplings. Since in any real system the increase of the bridge length causes a
more or less efficient lowering of the bridge energy levels, it affects the electronic
coupling between the bridge and the donor/acceptor sites. This, in turn, results
in a change of the exponential distance dependence of the ET rate. Generally
speaking, increasing the bridge length may lead to a switch of mechanism from
superexchange to hopping. Thus, when the bridge levels approach the levels of the
donor or fall even below, a change in mechanism will be reflected in a sudden
increase of the CT rate and simultaneously a decrease of the distance dependence.

We now discuss the impact of electronic and structural parameters on the CT
mechanism.

6.2.3
Parameters for Controlling the Charge-Transfer Mechanism

6.2.3.1 Energy Matching
One of the key steps in CT reactions in DBA systems is charge injection into
the bridge. The evaluation of charge injection energies is crucial when examining
the transport properties. To a first approximation, charge injection energies can
be estimated from the energies of the frontier orbitals of the molecular bridge
relative to those of the donor and acceptor or the Fermi energy of the metallic



164 6 Charge Transport through Molecules: Organic Nanocables for Molecular Electronics

contacts. This common description is, however, deceptive. To be more accurate,
one should account for the multielectron state energies of the donor (or the Fermi
level) and of the bridge cation and bridge anion. However, the frontier orbital
energies are often a reasonable estimate. In particular, electron transport across
metal–molecule–metal junctions depends strongly on the position of the Fermi
level of the metal electrodes relative to the LUMO and HOMO of the molecular
bridge.

Applying this concept onto DBA systems, leads to two probable situations:

• When the energetic difference between the orbitals of the bridge and the
orbitals of the donor (or the Fermi level) is large, electron transport occurs via
superexchange tunneling, that is, tunneling mediated by interactions between
donor and acceptor and unoccupied orbitals of the organic bridges that separate
them.

• If the orbitals of the donor approach the energy of the unoccupied orbitals of the
molecular bridge, resonant ET may take place – either by hopping or resonant
tunneling. In this case, the conduction of electrons will occur through the MOs
of the bridge.

Fan et al. [63], were able to demonstrate these two mechanisms by means
of shear-force-based scanning probe microscopy (SPM) experiments. These
emphasize the importance of energy matching in determining the trans-
port mechanism. SPM was complemented by current–voltage (I–V) and
current–distance (I–d) measurements. In these investigations, ET processes
were tested across SAMs of hexadecanethiol and nitro-substituted compounds,
including oligo(phenyleneethynylene) (oPE) on gold surfaces. In these simple
experiments, the hexadecanethiol SAMs gave rise to an exponential current
increase as the distance was decreased. Large β-values that ranged from 1.3 to
1.4 Å�1 resulted. In the low-bias regime, β was almost independent of the tip bias.
Such observations suggest a superexchange mechanism for transport through
SAMs. The mismatch between molecular energy levels of oPEs and the Fermi
level of gold can be considered to be responsible for this trend.

Substituting the oPE structures with nitro groups changed the results. The MOs
of the nitro-substituted oPEs are close in energy to the Fermi level. In this case,
the current depends only weakly on the distance with a low β-value. Reversible
peak-shaped I–V characteristics indicate that part of the conduction mechanism
involves resonant tunneling. The β-values for the oPE molecules remained low (i.e.,
around 0.15 Å�1). A possible rationale involves that MOs incorporate interactions
with the contacts and give rise to resonant hopping events when applying voltage
[64, 65].

Spectrophotoelectrochemistry, for instance, allows the occupied and unoccupied
energy levels to be investigated directly and characterized spectroscopically in
order to determine their relative positions. These results allow the products of a
photoreaction to be identified.
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6.2.3.2 Electronic Coupling
The electronic coupling between the components of molecular or metallic DBA sys-
tems is an important parameter that influences both incoherent and superexchange
electron transport between donors and acceptors. Therefore, it has become increas-
ingly important to develop computational techniques that allow us to calculate the
electronic coupling.

In general, most ET reactions occur in the nonadiabatic regime. The reac-
tions are accompanied by a change in the electronic configuration in a thermally
fluctuating environment. For such processes, the electronic coupling between
donor and acceptor, also called electron transfer integral, is of central impor-
tance [21, 47], since it determines the reaction rate and its dependence on
the nature, arrangement, and structural fluctuations of the DBA sites. In the
weak-coupling limit, the rate of the CT reaction is given by the Fermi golden
rule:

ki!f D 2π

�

∣∣Vif

∣∣2
δ
(
Ei � Ef

)
(6.4)

in which Vif is the electronic coupling factor describing the transition between
two electronic states (i and f ). Then, the rate of such processes is related to the
density of states and the electronic coupling factor, Vif , which is determined
by the electronic nature of the molecules or fragments involved. In organic
materials it is common to use the coupling between neighboring units for
the description of the ET properties [66–68]. Furthermore, due to the close
relation of the electrical conductance of molecular wires with the ET rate
constant [15, 69], computational methods which are capable of treating ET
processes may be applied to study molecular wires. Particularly, since it is
difficult to obtain the electronic coupling from experimental data, quantum
mechanical calculations often offer the only possibility to acquire this parameter
[67, 70, 71].

In the weak-coupling regime the rate of ET can be described in terms of the
Marcus [48, 52, 72, 73] theory:

kET D 2π

�

∣∣Vif

∣∣2 1p
4πλkBT

exp �
(
�G0 C λ

)2

4πλkBT
(6.5)

where λ is the reorganization energy and �G0 is the standard Gibbs free energy
change. Similar to Eq. (6.4), the ET rate is proportional to the electronic coupling
amplitude squared. This promotes us to define the electronic coupling as the
off-diagonal Hamiltonian matrix elements between the initial and final diabatic
states. Then, the coupling becomes essentially the interaction of the two MOs
where the electron occupancy is changed.

Most calculation methods employ a two-state model in order to estimate
the matrix element. This model assumes that when the system moves to-
ward the transition state, only the donor and acceptor states will mix with
each other. Any interactions with other intermediate states is neglected; thus
in a DBA system, the coupling between the reactant, ŁDBA, and the product,
DCBA�, may be considerably facilitated by the virtual bridge state, DCB�A.
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If the energy gap between the reactant state, ŁDBA, and the bridge state,
DCB�A, is significantly large, the latter state will not be reached throughout
the CT process. Such a situation, for instance, would favor a superexchange CT
mechanism.

Many strategies for the calculation of the couplings between the different states in
ET reactions have been developed. They can be classified into (i) energy-gap-based
approaches, (ii) direct calculations of the off-diagonal matrix elements, or (iii) the
use of an additional operator to describe the extent of charge localization and to
calculate the coupling value. A detailed description of the methods would certainly
extend the scope of this chapter. That is why we will shortly introduce only the
most popular approach.

Commonly, all quantum chemical calculation methods take into account the
entire DBA system and, therefore, consider the contributions of all virtual bridge
states. As a consequence, interference of different ET pathways is appropriately
treated and the donor–acceptor electronic coupling, VDA, estimates become ac-
curate. When the donor–bridge energy gap decreases, bridge states may mix
with the adiabatic states of interest. In such a situation, the simple two-state
model becomes inappropriate. To account for this deficiency and obtain correct
values for VDA, a multistate treatment is required. In other words, one has to
consider several additional adiabatic states. Various multistate approaches have
been developed. The most common of such is the Generalized Mulliken–Hush
(GMH) approach [74, 75]. It evaluates electronic couplings on the basis of quan-
tum chemical calculations of ET processes. Solving the Schrödinger equation
yields a set of eigenstates, with the coupling being the Hamiltonian element in a
charge-localized space. GMH and its variants use additional operators to define this
charge-localized space and calculate the off-diagonal Hamiltonian matrix element.
An important advantage of the GMH method is that it is capable of treating systems
where more than two adiabatic states are used for the description of the diabatic
states.

The fragment charge difference (FCD) approach [76] is very similar to the
GMH method. In FCD a charge difference operator is employed. The molecule is
partitioned into two fragments, one for the donor and the other for the acceptor.
Thereby, a matrix for the charge difference is obtained from which the electronic
coupling can be calculated.

While the two-state GMH scheme to calculate electronic couplings is widely used,
the multistate scheme still does not enjoy broad application. However, for some
DBA systems the two-state model fails, especially in the case of three-state systems,
that is, when two diabatic states (ground and locally excited state) are localized on
the donor and a single CT state is localized on the acceptor. Nevertheless, a rather
technical reason opposes the use of the multistate approach: many of the standard
quantum chemical programs do not provide transition dipole moments between
excited states, while the corresponding values for the transition between the ground
and excited states are usually available. Because of that, the dipole moment matrix
required in the GMH scheme cannot be constructed for a system where three or
more states must be considered.
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6.2.3.3 Temperature
Finally, the influence of different temperatures on the CT mechanism must
be considered. In particular, the temperature plays a key role in understanding
the mechanistic change between coherent tunneling (superexchange) and
incoherent charge hopping. Typically, the low temperature regime is dominated
by superexchange because of high-energy gaps for charge injection into the
bridge. The electronic levels of the bridge sites couple only weakly to the donor
and acceptor and are usually separated by a reasonably high-energy gap from the
donor and acceptor frontier orbital levels. The CT exhibits only weak distance
dependence. Increasing the temperature, on the other hand, induces thermal
injection of the charge carriers into the bridge. The bridge eigenstates become
accessible and therefore one expects to observe localized hopping if the vibronic
coupling is strong. Thus, upon raising the temperature, an abrupt mechanism
change from fairly distance-dependent coherent tunneling to charge hopping with
a far smaller distance dependence is likely to occur. Often a sudden increase in
rate constants accompanies a transition from low to high temperatures.

Notably, the temperature dependence also reflects the importance of
π -conjugation. In saturated organic molecules (alkanes) high injection gaps are
present. Extended π -conjugation, on the other hand, leads to stronger electronic
coupling between the bridge and the donor/acceptor sites and therefore to lower
energy gaps for charge injection from either the donor or the acceptor, even at low
temperatures [16].

6.2.3.4 Specific Aspects of Photoinduced Electron Transfer in Organic π -conjugated
Systems
Photoinduced CT reactions have been investigated extensively for more than 15
years. It is of fundamental interest to understand the photophysics and photo-
chemistry of excited states in organic molecules, especially in the fast-developing
field of photovoltaics [77]. Photosynthetic energy conversion in green plants serves
as the ultimate prototype for solar energy conversion [78]. As outlined above, the
basic description of photoinduced CT between a donor and an acceptor considers
several different steps. For the following discussions, we will assume the following
reaction sequence:

Step 1: D C A ! DŁ C A (photoexcitation of D)
Step 2: DŁ C A ! (D � A)Ł (excitation delocalized between D and A)
Step 3: (D � A)Ł ! (DC � A�)Ł (partial CT)
Step 4: (DC � A�)Ł ! (DžC � Až�) (formation of a radical ion pair)
Step 5: (DžC � Až�) ! DžC C Až� (complete charge separation)

Alternatively, hole transfer from an excited acceptor to a donor can be formulated.
In general, A and D should be either covalently linked (intramolecular CT) or spa-
tially very close (intermolecular CT). At this point, we will focus on intramolecular
CT, because the systems investigated contain molecular bridges that link donors
and acceptors.

Importantly, Step 2 requires that the electronic wavefunctions of A and D are
significantly coupled. In our case, the coupling is provided by the molecular bridge.
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Figure 6.5 Energy-level alignment for electron transfer from
D to A (a) and for hole transfer from D to A (b).

On the other hand, a relatively small distance between the donor and acceptor sites
would also meet this requirement [79, 80].

In contrast, Step 4 requires the energy levels of the participating components to
be aligned. Only if the offset between the LUMOs (for ET) and the HOMOs (for hole
transfer) of donor and acceptor is large enough to overcome Coulombic attractions
between charges charge separation is induced. The energetic difference between
initial and final states represents the driving force for the CT reaction. This is
shown schematically in Figure 6.5. When donor and acceptor are covalently linked,
the CT reaction is then mediated by the transport properties of the intervening
linker. In general, the energetics and kinetics of a photoinduced charge separation
are described by the theories of Marcus and Jortner, which take the orientation and
the distance between the donors and the acceptors into account [81–83].

In some cases, the CT state might be metastable because of fast delocalization of
charge carriers on one or both molecules [84].

Electron transfer profoundly affects chemical reactivity by inverting normal elec-
tron densities in electron donor/acceptor pairs and therefore activating previously
inaccessible reaction modes. To understand the relaxation pathways for photoin-
duced CT reactions in solution fully, solvent effects have to be taken into account.
This is typically done in terms of the classical Marcus theory for ET reactions in
solution, which considers the underlying driving forces (�GŽ) and the correspond-
ing reorganization energies (b). The basic principles have been widely discussed in
the literature [72, 73, 85, 86].

6.3
Charge Transport along π -conjugated Bridges in C60-Containing
Donor–Bridge–Acceptor Conjugates

Recently, systems capable of charge and energy transport have gained tremendous
scientific interest because of their potential use in the electronics industry. Thus,
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a variety of potential molecular wire systems has been designed, synthesized, and
tested.

π -Conjugation clearly plays a vital role. In this context, benzenes [87, 88],
p-phenylacetylenes [89, 90], and porphyrin arrays [91–93] have been intensively
studied in terms of their molecular structures. More complex structures such as
modified proteins and peptides [94] are now at the forefront of research, especially
in the field of molecular wires. The methods used to investigate molecular wires
are similarly diverse. Organic SAMs have been the basic building block for
the majority of organic devices [95, 96]. Various types of metal–insulator–metal
(MIM) junctions [97] including single layers of molecules between aluminum
and titanium/aluminum [98, 99], gold and other metal contacts [87], mechanically
controllable break junctions [100], silicon adlayers [101], electrochemical break
junctions [102], and SAMs sandwiched between two mercury electrodes [100, 103]
have been investigated using conduction measurements. At the same time, the
different experimental setups allowed to test the performance of molecular wires
in an extensive set of different transport environments.

It is possible to characterize both the response coefficients (rate constant or
conductance) and the mechanisms for such transfers by restricting the transfer to
either within a given molecule (intramolecular ET or energy transfer kinetics) or
across a given molecule (single molecule transport junction conductance). As it
was shown, the dominant mechanisms range from coherent tunneling (i.e., large
injection energy gaps, low temperatures, and short bridges) to incoherent hopping
(i.e., small injection energy gaps, higher temperatures, and longer wires). The
relative importance of these two can be understood from energetic (the injection
barrier versus thermal energy) and temporal (Landauer/Buttiker contact time
versus vibrational period) considerations.

This chapter focuses on intramolecular ET processes. In particular, π -conjugated
systems and the influence of their structures on ET in solution will be examined.
Moreover, features of single molecules rather than properties of ensembles or
higher architectures will be pointed out. Therefore, highly diluted solutions are
used to rationalize the performance of such ET systems on the single-molecule
scale. The thrust is to survey, highlight, and compare the methods currently used
to probe molecular systems or molecular fragments in the context of transporting
charges efficiently from one end to the other along the molecular framework. The
molecular wires are thus covalently connected to electron donors and electron
acceptors. In principle, a certain degree of charge delocalization from the donor
to the acceptor can occur in the ground state. Nevertheless, the main focus will
be on electron donor–acceptor structures, in which excitation by light powers the
promotion of electrons from the donor to the acceptor to give a spatially separated
radical ion pair. This topic has already been covered widely in the literature on
nonfullerene-containing systems, so that herein the description will be limited
to examples in which fullerenes play an important role. The presence of an
electron donor linked to a fullerene does not necessarily guarantee the formation of
charge-separated species. Energy transduction or even simultaneous or sequential
energy and ET processes compete with each other.
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6.3.1
C60 –WIRE–exTTF

Since DBA architectures have proved to be a suitable platform for probing ET
processes along the wire-like bridges at the molecular level, several different
wire-like bridges combined with various donors have been tested. In all of the
examples discussed below, C60 serve as electron acceptors. The delocalization of
charges within the spherical carbon framework of the fullerene together with its
rigid structure offers unique opportunities for stabilizing charged entities. The
rigid framework means that fullerenes possess small reorganization energies in
ET reactions. This represents a significant advantage for generating long-lived
charge-separated states [104].

The first examples contain extended tetrathiafulvalene (exTTF) donors,
which are covalently linked to (i) oligo(para-phenylenevinylene) (oPPV), (ii)
oligo(para-phenyleneethynylene) (oPPE), and (iii) oligofluorene (oFL) oligomers of
varying length. exTTF is a particularly interesting electron–donor molecule and
has been used extensively to prepare electrically conducting and superconducting
molecular materials [105, 106]. Despite its highly distorted structure, which
deviates significantly from planarity, electrically conducting CT complexes have
been prepared by reacting these donors with strong electron acceptors such as
fullerenes. These π -extended TTF derivatives release two electrons simultaneously
(i.e., in a single quasireversible ET process).

C60 –WIRE–exTTF donor–acceptor ensembles offer the great advantage of link-
ing the oligomeric bridge to exTTF without compromising the π -conjugation.
The C60 derivative N-methylfulleropyrolidine (see Figure 6.1), where a pyrolidine
ring is linked to the framework of the fullerene, was utilized as the electron
accepting part. Particularly, extended π -conjugation is ensured between the an-
thracenoid part of the exTTF-donor, the oligomeric bridge (p-phenylenevinylenes,
p-phenyleneethynylenes, or oligofluorenes), and the pyrolidine ring of the C60

derivative.

6.3.1.1 C60 –oPPV–exTTF
A series of C60 –oPPV–exTTF [107] donor–acceptor arrays (see Figure 6.6) incorpo-
rating π -conjugated oPPV wires of different length between the π -extended exTTF
as electron donor and C60 as electron acceptor has been prepared by multistep
convergent synthesis. The electronic interactions between the three electroactive
species present in 1a, b were investigated by UV–visible spectroscopy and cyclic
voltammetry (CV). Although the C60 units are connected to the exTTF donors
through a π -conjugated oPPV framework, no significant electronic interactions
were observed in the ground state. Interestingly, photoinduced ET processes over
distances of up to 50 Å afford highly stabilized radical ion pairs. The measured life-
times for the photogenerated charge-separated states were in the range of hundreds
of nanoseconds (¾500 ns) in benzonitrile, regardless of the wire length (i.e., from
the monomer to the pentamer). A 10-fold lifetime (4.35 ms) was observed for the
heptamer-containing array 1b. This difference in lifetime has been accounted for by
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the loss of extended π -conjugation throughout the oPPV moiety. The bridge loses
its rigidity with increasing bridge length and torsional flexibility twists the dihedral
angles between the two terminal phenyl rings away from planarity. The molecu-
lar structures of 1a and 1b were optimized by semiempirical calculations at the
PM3 level and density functional theory (DFT) calculations at the HF/6-31G(d) and
B3-P86/6-31G(d) levels, which all confirmed the increasing deviation from planarity
of the oPPV moiety when going from the pentamer to the heptamer-containing
array. Plotting the ET kinetics as a function of donor–acceptor distance led to
linear dependencies in THF and benzonitrile. An extraordinary small attenuation

factor (β D 0.01 š 0.005 Å
�1

) was determined from the slope of these plots. This
is mainly because of the energy matching between the C60 HOMOs and the long
oPPV chains. Of equal importance is the strong electronic coupling between the
donor (exTTF) and acceptor (C60), which is realized through the para-coupling
of the oPPVs to the exTTF donor. In turn, donor–acceptor coupling constants
V in C60

�ž –oPPV–exTTFžC are about 5.5 cm�1. This assists the rather weakly
distance-dependent CT reactions.

6.3.1.2 C60 –oPPE–exTTF
Bearing in mind the influence of rotational flexibility on CT reactions described
above, the focus will be shifted to very similar molecular wire architectures, oPPEs.
Replacing the double bonds by triple bonds adds additional rigidity to the π -system
compared with oPPVs. A series of C60 –oPPE–exTTF [108] conjugates was tested
in order to investigate the influence of such a structural modification on the ET
properties of the oPPEs. Three donor–acceptor arrays containing monomeric,
dimeric, and trimeric π -conjugated oPPEs linking π -extended exTTF as electron
donor and C60 as electron acceptor were synthesized (Figure 6.6).

Transient absorption spectroscopy confirmed the presence of spectral signatures
of the one-electron oxidized exTTFžC radical cation and the one-electron reduced
C60

ž� radical anion. Photoexcitation is followed by a rapid deactivation of the
singlet-excited state of the oPPE moiety, which generates the radical ion pair state
C60

ž� –oPPE–exTTFžC, which is apparently lower in energy than the corresponding
triplet state of C60. These findings hold, however, only for the monomer 2a and
dimer 2b, while in the trimer 2c no radical ion pair formation was observed. The
dependence of the charge separation and charge recombination dynamics in THF
on the donor–acceptor distance gave an attenuation factor (β) for the oPPE bridges

of 0.2 š 0.05 Å
�1

. Extrapolating the linear relationship to the center-to-center
distance of the trimer gives a charge separation rate that would be significantly
slower than the intrinsic deactivation of the C60 singlet excited state. This, in turn,
helps to rationalize the lack of ET in the trimer. A schematic representation of the
possible reaction pathways, which is also appropriate for the C60 –oPPV–exTTF
systems shown above, is given in the energy diagram of Figure 6.7.

Geometry optimizations at the B3LYP/6-31G(d) and B3PW91/6-31G(d) levels of
DFT, which were supplemented by corresponding single-point calculations with
6-311G(d,p) basis sets gave no significant rotational barriers (i.e., <2 kcal mol�1)
for the phenyl rings in the oPPE-bridge. The planar conformation of the bridge is
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Figure 6.7 Schematic illustration of the reaction pathways in photoexcited 2a–b.

energetically slightly favored. Unlike the situation found in the oPPV systems, the
electronic coupling between the donor and acceptor units seems not to be affected by
the dihedral angles of the terminal benzenes. Inspecting the frontier orbitals of both
the oPPV and oPPE systems shows, however, that the HOMO in C60 –oPPV–exTTF
(1) reaches farther into the oPPV-bridge than in the C60 –oPPE–exTTF (2), where it is
completely localized on exTTF. Thus, charge injection into the bridge is more facile
in 1 than in 2. In addition, local electron affinity mappings show a homogeneous
distribution of electron affinity throughout the whole bridge in C60 –oPPV–exTTF,
whereas in the oPPE systems local maxima were found on the phenyl rings and
minima on the triple bonds (Figure 6.8). Similarly, C60 –oPPV–exTTF reveals a
homogeneous distribution of the local electron affinity. These features point to
the polarizing character of the triple bonds and their shorter bond length. In
comparison to the pure double-bond character of the oPPV bridges, the bond
length alternation caused by the presence of triple bonds in 2a–c disrupts the
extended π -conjugation and strongly influences the CT path.

Finally, the properties of meta-connected isomers oligo(meta-phenyleneethy-
nylene)s (oMPEs) shall be discussed. A series of C60 –oMPE–exTTF systems (3a–d)
with up to four oligomeric bridge units was synthesized [109]. The structures are
shown in Figure 6.6. The photophysical characteristics of these systems and their
aggregation phenomena at high concentrations were investigated. The aggregation
properties turned out to be relevant for the photophysical studies. Differences in
electronic properties between the para- and meta-connected systems are mainly
governed by the more compact structure and the loss of para-conjugation of the
latter.

In the low-concentration regime (10�6 M), where the electron donor–acceptor
conjugates are present in their monomeric form, intramolecular ET processes were
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(a) (b) (c)

Figure 6.8 Local-electron-affinity maps of 1a (a), 4 (b), and
2c (c). Maxima are shown in red, minima in blue.

indicated by steady-state and time-resolved spectroscopic techniques. Kinetic anal-
yses of the formation of the radical ion pair state, which is formed through bond in
the monomer and through space in the dimer, trimer, and tetramer, revealed that
the latter are metastable on the femto-/picosecond timescale. The charge recom-
bination dynamics indicate lifetimes on the order of tens of nanoseconds for 3b
(26 ns), 3c (41 ns), and 3d (49 ns), for which the reactivity is driven by through-space
interactions. 3a, for which through-bond interactions lead to lifetimes of 128 ns,
behaved differently.

At higher concentrations (½10�4 M) atomic force microscope (AFM)
studies revealed that individual C60 –oMPE–exTTF molecules bind to give
(C60 –oMPE–exTTF)x aggregates due to π –π -stacking interactions between exTTF
and C60. The presence of these interactions was confirmed in complementary
work on exTTF tweezer conjugates and pristine C60 molecules [110], which
showed that the interactions between the aromatic system of exTTF and C60

cause pincer-like 1:1 complexes to form. Furthermore, the donor–acceptor
supramolecular π –π -complexes exhibit intracomplex photoinduced CT processes
between the electron donating exTTF moiety and the electron accepting fullerene.
Very short donor–acceptor distances result in very short (picosecond range)
lifetimes of the charge-separated states. These results all suggest that complexes
are formed between individual C60 –oMPE–exTTF molecules via π –π -interactions.
The interactions between the two redox-active moieties, exTTF and C60, in the
high-concentration regime lead to a substantially different photophysical response
of the resulting intracomplex hybrids from that found in the low-concentration
regime. In particular, ground-state CT interactions are present that result from a
shift of electron density from exTTF to C60 because of the short distance between
donor and acceptor. As a consequence, excitation into the CT bands in the
high-concentration regime leads to the immediate formation of the radical ion
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pair state. In particular, the exTTF radical cation and the C60 radical anion features
evolve nearly instantaneously and confirm the rapid formation of the intracomplex
radical ion pair state. The lifetime of this intracomplex radical ion pair state is
remarkably long. It exceeds the timescale of the femtosecond experimental setup
used for the investigation. Experiments on the nanosecond timescale, where the
same radical ion pair features are generated, allow the lifetimes to be determined
as 4.0 š 0.7 µs – 3b: 3.2 µs; 3c: 4.7 µs; 3d: 4.6 µs.

Noteworthy, the analysis of the frontier orbital schemes and their energies as
optimized at the B3PW91/6-31G(d,p) level, corroborates that the highest occupied
orbitals are localized on the electron donating exTTF, whereas the lowest unoccu-
pied orbitals are part of C60. Important is that the bridge orbitals are energetically
well separated from the frontier orbitals, resulting in virtually no overlap between
the electron donor, the bridge and the electron acceptor. In line with this picture,
the HOMO-1 to LUMOC2 orbitals of all C60 –oMPE–exTTF systems reveal almost
equal orbital energies independently of the length of the bridge. Furthermore,
semiempirical configuration interaction (CI) calculations with the AM1Ł Hamilto-
nian, which includes d-orbitals on sulfur, suggested two distinct CT states that are
dominated by the HOMO ! LUMO and HOMO ! LUMOC1 excitations in all
C60 –oMPE–exTTF systems.

6.3.1.3 C60 –oFL–exTTF
Recently oFL molecular wires have been integrated into dumbbell architectures
(i.e., C60 –oFLn –C60) [111]. These oFL wires transfer energy upon photoexcitation if
an acceptor, such as a fullerene, is present. In light of the excellent electron donating
properties of exTTF and the favorable optical properties of oFL molecular wires,
C60 –oFL–exTTF (4) donor–acceptor conjugates were synthesized as promising
systems for photoinduced ET reactions (Figure 6.6) [112]. One unusual feature of
oFLs is that their oxidation potential remains constant with increasing number
of oligomeric units. As a consequence, strong electronic coupling between the
bridge and the redox-active moieties must be present. One may therefore expect
a rather weak distance dependence in the CT behavior of C60 –oFLn –exTTF DBA
triads. The donor–acceptor conjugates 4a, b exhibit efficient CT processes upon
photoexcitation over distances of more than 24 Å. The charge transport mechanisms
are comparable to those established for the corresponding C60 –oPPV–exTTF and
C60 –oPPE–exTTF systems. The ability of the oFLs to conduct charges lies between
those of oPPVs and oPPEs. The dependence of the rate constants (8.9 ð 109 s�1 and
4.0 ð 109 s�1 for charge separation and 7.2 ð 105 s�1 and 4.4 ð 105 s�1 for charge
recombination) on the donor–acceptor distance gives an attenuation factor β of 0.09
Å�1. On the basis of orbital energies obtained by DFT methods (B3LYP/6-31G(d))
good electronic communication between exTTF, oFL, and C60 was corroborated.
The energies of the building blocks (exTTF, N-methylfulleropyrolidine, the pristine
oFL oligomers, and C60-oFL) reveal that, for instance, the HOMO/LUMO energies
of exTTF in vacuo (�4.7 and �1.2 eV for HOMO and LUMO, respectively) match
the energies of the oFL building blocks (around �5.0 and �1.0 eV) perfectly. This,
in turn, favors electron injection from the donor to the bridge.



176 6 Charge Transport through Molecules: Organic Nanocables for Molecular Electronics

Attaching the fullerene moiety to the oFL chains lowers their LUMO energy to that
of pristine N-methylfulleropyrolidine. Importantly, this occurs independently of the
length of the oFL-bridge. Nonetheless, the HOMO energy remains unchanged in
comparison to pristine oFLs, reflecting the invariance of their oxidation potential.
In addition, semiempirical MO-based (AM1Ł) local electron-affinity calculations
confirm the ET pathway from the donor over the bridge to the fullerene acceptor
in C60 –oFL–exTTF (Figure 6.8). A continuous distribution of electron-acceptor
capability throughout the molecule and a channel of high local electron affinity
through the bridge that maximizes at C60 visualize the CT features of these systems.

Notably, equal quantum chemical investigations performed with the hypotheti-
cally designed trimer suggest that these CT features will be retained in oligomers of
considerable length. It is therefore of interest to probe longer oFL conjugates and
examine their CT properties, especially in light of different CT mechanisms. The
fact that the oxidation potential of oFLs remains unchanged upon changing the
number of fluorene units makes such studies particularly appealing. ET mediated
by oFL-bridges should be independent of the donor–acceptor distance in a whole
series of donor–oFL–acceptor conjugates.

6.3.2
C60 –WIRE–ZnP/H2P

Exchanging exTTF by free-base (H2P) or zinc porphyrins (ZnP), has significant in-
fluence on the molecular-wire behavior. The electron-rich nature of the porphyrins,
for instance, extends the π -conjugation by transferring electron density to the adja-
cent parts of the bridges. This, in turn, impacts the electron-injection process and
therefore facilitates the CT processes. Thus, the ZnP/H2P donor affects the charge
separation rates and the β-values compared to those of the corresponding exTTF
conjugates. The extended π -conjugation depends on the connection pattern be-
tween the porphyrins and the oligomers, for instance, β- versus para-substitution.
In the following the influence of porphyrins as donors on the molecular wire
behavior of oPPV and oPPE oligomers will be considered.

6.3.2.1 C60 –oPPV–ZnP/H2P
Photo- and electroactive triads in which π -conjugated oPPV oligomers of different
lengths (trimer and pentamer, 5a, b) are connected to a zinc tetraphenylporphyrin
donor and C60, were designed, synthesized, and tested as ET model systems
(Figure 6.9) [113]. Detailed time-resolved transient absorption spectroscopic stud-
ies, concentrating mainly on long-range charge separation (in THF �3.2 š 0.6 ð
109 s�1), and charge recombination events (in THF �9.3 š 0.15 ð 105 s�1) revealed

attenuation factors β of 0.03 š 0.005 Å
�1

. The larger values than found for the cor-
responding exTTF systems indicate the less effective para-conjugation between
the porphyrin donor and the π -conjugated oligomer unit of the bridge and the
donor–bridge energy gap. This loss of conjugation can be explained by the dihedral
angles between the ZnP phenyl ring and the first ring of the oligomer unit (¾30Ž)
and the deviation from planarity along the oligomer. Once more, energy matching
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between the orbital levels of the donor/acceptor and oPPVs emerged as a key pa-
rameter for molecular-wire-like behavior, since it favors rapid and efficient electron
or hole injection into the oPPV wires. The energetic matching of the HOMOs
of the fullerene with those of the oPPV bridges, which implies a hole-transfer
process in these C60 –oPPV–(para)ZnP systems, facilitates charge injection into
the bridge. In conjunction with the para-conjugation pattern of the oPPVs leads to
donor/acceptor coupling constants of ¾2.0 cm�1, even at electron donor acceptor
separations of 40 Å, and assists ET reactions, whose rates exhibit only very weak dis-
tance dependencies. This is true despite the torsional freedom of the donor–bridge
and bridge–acceptor contacts. To analyze the charge recombination mechanism,
the radical ion pair lifetimes were probed between 268 and 365 K. The resulting
Arrhenius plots were separated into two distinct sections: the low (<300 K) and
the high-temperature regimes (>300 K). The weak temperature dependence in
the 268–320 K range suggests that a stepwise charge recombination can be ruled
out, leaving electron tunneling via superexchange as the operative mode. This
picture is consistent with the thermodynamic barrier necessary to overcome in
forming C60

ž� –oPPV–(para)ZnPžC. At higher temperatures above 300 K, the situ-
ation changes, and the charge recombination is accelerated. The observed strong
temperature dependence suggests a thermally activated charge recombination. The
activation barriers (Ea), derived from the slopes of the Arrhenius plots (0.2 eV),
correspond to the difference between the HOMO energy levels of C60 and oPPV.

As the β-values obtained for the C60 –oPPV–(para)ZnP systems are very

low (¾0.03 Å
�1

), determining those for the corresponding β-substituted
C60 –oPPV–(β)ZnP/H2P triads was also of interest. In particular, assessing the
para-conjugation along the oPPV dimer as a π -conjugated system of precise
length, and using the β-substituted freebase (H2P) and Zn-porphyrins (ZnP) as
electron donors makes it possible to compare the efficiencies of the formation
of charge-separated states with other related π -conjugated oligomers. Therefore,
one analogous C60 –oPPV–(β)ZnP/H2P system (dimers 6a, b, Figure 6.9) was
synthesized and investigated [114]. Photophysical studies revealed that efficient
ET processes upon photoexcitation afford the corresponding radical ion pairs
of C60 –oPPV–(β)ZnP/H2P. Thus, the results confirm that β-substitution of
the porphyrin moiety also favors the electronic coupling and the electronic
communication between the donor and acceptor units. On the other hand, the
influence of the metal ion in the porphyrin donor seems to be negligible. Work
is currently in progress to prepare related systems with varying lengths of the
oPPV-bridge to determine the attenuation factor in these β-substituted systems.

6.3.2.2 C60 –oPPE–ZnP/H2P
To determine the influence of the donor moiety on the attenuation factor of the
specific molecular-wire-bridging structure similarly to the investigations described
above, β-substituted C60 –oPPE–(β)ZnP/H2P (7) DBA arrays were synthesized
(Figure 6.9) [115]. To enhance the electronic interaction through the extended
π -system, the molecular bridges were again directly linked to the β-pyrrole position
of the porphyrin ring. In this series of DBA systems, the meso-phenyl ring of
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the macrocycle is again not used to link the porphyrin and fullerene moieties.
Importantly, the carbon–carbon triple bond directly attached to the pyrrole ring
leads to π -conjugation that extends over the whole oPPE residue. Thus, the
distance between the porphyrin moiety and the fullerene is completely conjugated
and only interrupted by the sp3 carbon atom of the pyrolidine ring, where the
bridge is attached to the fullerene (see Figure 6.9). Hence, these structures are
ideally suited for transporting charges effectively through the bridge to the electron
accepting fullerene. In addition, the conformation of the bridge, namely, the
relative positions of the phenyl rings, impacts the π -conjugated path. A planar
configuration, for instance, preserves π -conjugation along the bridge. On the
other hand, orthogonally arranged phenyl rings inevitably interrupt the extension
of the π -conjugated system. For the validation of the orbital overlap between
the phenyl subunits in the bridge and the donor and acceptor moieties it is
necessary to evaluate the orbital energy levels (or alternatively the ionization
potentials and electron affinities) of the modular components (i.e., donor, bridge,
and acceptor). The matching of the orbital energies, especially the HOMO and
LUMO energies, determines the orbital overlap between the components and, in
turn, the mechanism of the CT processes.

Nevertheless, the photophysical response obtained contrasted quite strongly
that obtained for the C60 –oPPE–(β)ZnP/H2P architectures described above. In
particular, a charge separated state is obtained in polar media but the lifetimes
tend to increase with increasing distance between the two photoactive units. These
lifetimes range from 300 to 700 ns. It is safe to assume a through bond mechanism
for donor–acceptor separations of up to 23 Å, where the bridge plays a crucial
role. On the other hand, in the corresponding C60 –oPPE–(β)ZnP/H2P monomer
(7a) and dimer (7b) transfer via a superexchange mechanism seems to be the
most probable operative mode. Extremely fast charge separation dynamics in (7a)
and relatively slow charge recombination dynamics in (7c), on the other hand,
are due to the short and large donor–acceptor separation distances in 7a and 7c,
respectively.

Replacing the exTTF with ZnP in C60 –oPPE–(β)ZnP/H2P leads, however,
only to minor changes in the overall reaction pattern. Thorough analysis of the
electronic structure using DFT calculation methods at the B3PW91/6-31G(d)
and the B3PW91/6-31CCG(3df,2pd) levels revealed a strong localization of the
HOMOs and LUMOs on the electron donating ZnP/H2P and electron accepting
C60, respectively. In comparison with the exTTF derivatives, ZnP and H2P exhibit
stronger electron donating character, which is also reflected by lower attenuation
factors, β, with a value of 0.11 Å�1 for C60 –oPPE–(β)ZnP/H2P compared with 0.20
Å�1 for C60 –oPPE–exTTF. Additional evidence for the improved ET features came
from AM1Ł local electron-affinity calculations. These reveal a more continuous
distribution of local electron affinity. Furthermore, strong electronic coupling
between ZnP or H2P and C60 due to the β-substitution pattern, which does not
vary with the length of oPPE, leads to nearly distance-independent ET processes. A
schematic representation of the possible reaction pathways is given in the energy
diagram of Figure 6.10.
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Figure 6.10 Schematic illustration of the reaction pathways
in photoexcited H2P7b (a) and ZnP7b (b) with the state en-
ergies as calculated according to the method by Weller [116]
in THF. The different deactivation pathways are indicated by
arrows.
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6.3.3
C60 –WIRE–Fc

Using π -conjugated oligomers to link fullerenes to electron donating ferrocenes
(Fcs) leads to further examples of DBA systems. Photoinduced ET reactions from
Fc to C60, involving C60 singlet and triplet excited states, are energetically feasible,
and the ferrocenyl centers can be oxidized reversely. The lowest excited singlet state
of Fc (2.46 eV) [117] is higher than the lowest excited state of monofunctionalized
fullerenes (1.76–1.79 and 1.5 eV for the excited singlet and triplet states, respec-
tively) [118, 119], ruling out any undesired singlet or triplet energy transfer from
the excited fullerene to the Fc moiety. In this case, the spin density of the Fc radical
cations is delocalized over the donor and the linker. This, in turn, affects the charge
separation and charge recombination dynamics in a favorable manner.

6.3.3.1 C60 –ZnP–Fc
An interesting alternative involves testing the CT efficiencies of polyporphyrin
bridges that are linked via butadiynes (Figure 6.11). Thus, a series of C60 –ZnP–Fc
(8) DBA systems (i.e., monomer, dimer, and tetramer) was investigated [120].
Photoexcitation of the polyporphyrin results in formation of long-range spatially
separated radical ion pair states. Enthrallingly, the formation occurs via a sequence
of ET steps. Charge separation and charge recombination rates were elucidated
using transient absorption and fluorescence spectroscopy. The charge recombi-
nation rates are remarkably fast (15 � 1.3 ð 108 s�1). This is a consequence of
bridge-mediated electronic coupling. Plotting these rates versus donor–acceptor
distances fails to provide a straightforward relationship. Nevertheless, it is plausi-
ble to separate the data points into two groups. The slope of a line that connects
the first two data points (shorter bridges) corresponds to an attenuation factor

β of 0.18 Å
�1

. This value lies at the lower end of those typically found for con-
jugated bridge structures and indicates weak distance dependence. On the other
hand, connecting the second and third data points (longer bridges) results in

a damping factor with practically no distance dependence (β D 0.003 Å
�1

). We
therefore conclude that the long-range charge recombination process occurs via
electron tunneling rather than hopping or triplet recombination. Obviously, the
distance dependence of the ET processes in these systems should not be consid-
ered as a single parameter for the CT efficiency and the exact mechanism still
remains to be elucidated. However, the observation that the porphyrin tetramer
8c mediates long-range CT over a distance of 65 Å is remarkable. These findings
truly represent a landmark for the application of such structures as molecular
wires.

6.3.3.2 C60 –oT–Fc
Another structural example of efficient charge mediating bridges that covalently
link Fc donors and C60 acceptors are oligothiophenes (oTs). Because of their high
degree of conjugation, oTs are attractive candidates for molecular bridges in a large
number of molecular electronics applications.
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Figure 6.11 Examples of C60 –WIRE–Fc DBA conjugates.

The CT processes in C60 –oT–Fc (9) and C60 –oT–tm–Fc (10) DBA systems
were therefore investigated. In the latter, a trimethylene (tm) fragment is inserted
between the Fc and the oT moieties (Figure 6.11). As a consequence, the conjuga-
tion between the two chromophores is perturbed. Time-resolved fluorescence and
transient absorption spectroscopy of the C60 –oT–Fc conjugates disclosed that the
excited-state deactivation in nonpolar toluene occurs exclusively via energy transfer.
This process evolves from 1ŁoT formation upon excitation and results in the gener-
ation of 1ŁC60. In polar benzonitrile, on the other hand, charge separation is favored
thermodynamically. The radical cation is generated instantaneously. Interestingly,
the positive charge is homogeneously delocalized over the Fc and oT moieties giving
C60

ž� –(oT–Fc)žC. Upon systematic variation of the spacer length from 4 (9a) to 12
(9c) thiophene units, the lifetimes of C60

ž� –(oT–Fc)žC increased from 0.1 to 50 ns.
In general, the varying oxidation potentials of the oT moieties seem to control the
ET processes. For the tm-extended systems, C60 –oT–tm–Fc, a change in reactivity
was observed in polar solvents. In spite of the instantaneous formation of a de-
localized radical cation, a two-step mechanism was found as the operative mode.
Charge separation first yields C60

ž� –oTCž –tm–Fc. Then, in a sequential energy
transfer scenario, in which C60 –oT1Ł –tm–Fc deactivates via 1ŁC60 –oT–tm–Fc, the
positive charge shifts from oTCž to Fc forming the C60

ž� –oT–tm–FcžC radical ion
pair. The latter survived up to 330 ns when the number of the thiophene units
was increased from 4 (10a) to 12 (10c). The longer lifetimes of Cž�

60 –oT–tm–FcžC

compared with those of Cž�
60 –(oT–Fc)žC are rationalized by the presence of the tm

chain, which, in turn, disrupts the conjugation between the Fc and the oT moi-
eties. β was evaluated for C60 –oT–tm–Fc using the corresponding donor–acceptor
distances obtained from the optimized structures at the B3LYP/3-21G(d) DFT level.
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In benzonitrile, for example, a value of 0.10 Å�1 was obtained [121]. β is signifi-
cantly higher than for the corresponding C60 –oT–H2P systems, which have a value
of 0.03 Å�1. There, the thiophene oligomers are directly linked to the meso-position
of H2P affording electron donor acceptor distances of up to 55.7 Å [122]. This,
once again, highlights the critical role of the linkage between the donor and the
bridge.

6.4
Conclusions

The above examples of molecule-assisted transport of charge and energy mediated
by organic wire-like structures suggest that fully π -conjugated aromatic molecular
wires are the best candidates for use in new electronic devices that constitute
a new generation of functional materials for molecular electronics. In the sys-
tems tested, π -conjugation emerged as the sine qua non for effective long-range
transport of charge carriers. Especially in view of distance-independent electron
transport phenomena, the continuous distribution of the local electron affinity
and the matching of the energy levels of the modular components are of utmost
importance. However, simple changes made during the synthesis of molecular
wires yield products with vastly different photophysical properties. Even minor
alterations, such as exchanging the donor moiety, strongly affect the conduction
behavior of the wires. Recently introduced elegant and versatile protocols for chem-
ically functionalizing π -conjugated oligomers of precise length and constitution
will be especially important. In fact, some of the aforementioned challenges may
be easily handled by the controlled covalent functionalization of the molecular
wire’s termini. This includes, for example, attaching covalently linked molecular
‘‘handles’’ that ultimately serve as sources and drains for charge carriers. Recent
work has shown how the connection between molecular building blocks and elec-
trodes greatly affects the current–voltage characteristics. Therefore, control over
handling the linkage is of primary importance. Besides potential applications in
the field of molecular electronics, the design and development of light harvest-
ing, photoconversion, and as a long term aim catalytic modules should not be
overseen.

Still, many questions remain to be answered, the most important of which is
how to integrate the molecular wires into future electronic and optoelectronic
devices. Such integration efforts raise many problems, which likely will require
several iterations in molecular wire research. For instance, challenges related to the
controlability of the rate processes by synthetic efforts, positioning, and excitation.
Certainly, these challenges will continue to make molecular wires posing tantalizing
objects for the science and technology communities of the future. It is, however,
currently not unreasonable to predict that the first molecular wire(s) that appear in
commercial molecular electronic devices will bear no resemblance with those we
have discussed.
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7
Electron and Exciton Transport to Appended Traps
John R. Miller, Andrew R. Cook, Kirk S. Schanze, and Paiboon Sreearunothai

7.1
Introduction

The idea that long, conjugated molecules could act as ‘‘molecular wires’’ received a
big boost from microwave conductivity (µC) experiments by the Delft group [1–6].
Those experiments attached charges to conjugated polymers by pulse radiolysis and
observed that conductivity increased as carriers attached to conjugated polymers.
The µC experiments changed the perception that charge mobilities might be
inherently slow in conjugated polymers, an impression that came from experience
in films, finding that mobilities along isolated chains could be large, with important
consequences for organic electronics and photovoltaics [7, 8]. This chapter describes
the complementary method of transport to appended traps (ATs). The basic idea
is illustrated in Figure 7.1; Figure 7.2 shows energy level diagrams for the capture
processes.

An AT captures a charge or exciton created in a wire in two steps (i) transport
along the wire, ktrans and (ii) reaction of the charge or exciton with the trap, krxn.
Transport is not generally well characterized by a single rate, but may be nearly so
(see below).

7.1.1
Appended Trap and Microwave Conductivity Comparison

The µC method has important advantages. The µC method is applicable to almost
any chain; while AT measurements require attachment of the traps, usually by
chemical synthesis requiring expertise and effort. µC can measure moderate
to very high mobilities, all with instruments having time resolution of several
nanoseconds; high mobilities appear as larger amplitudes. AT measurements of
high mobilities require measurement with fast time resolution and may therefore
require high solubility to obtain fast attachment of the charges. The effects of this
limitation will be seen in the discussion of available data presented below.

The primary complementary advantage of the AT method is that charges must
traverse substantial lengths along the chain to reach the trap. The method therefore

Charge and Exciton Transport through Molecular Wires. Edited by L.D.A. Siebbeles and F.C. Grozema
Copyright  2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-32501-6
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0.7 nm trap

Wire, W 5 –100 nm

e−, hole
or triplet
in solvent

e− ~4 nm long

krxnk trans

katt

Figure 7.1 Schematic of the appended trap
technique to determine transport. An elec-
tron, hole, or triplet excited state created
in the solvent diffuses and attaches with
rate katt to the polymer chain (‘‘wire’’). In
the wire it is depicted as a polaron. Singlet
excitons (and sometimes triplets) can be
directly created in the wire. The charge or
exciton then transports along the chain with
rate ktrans until captured with rate krxn at a
trap chemically bonded to the end of the
chain. Alternatively traps may be pendantly

attached along the chain, or may be included
within the chain by copolymerization. The
figure also depicts the charge in the chain as
spread over a substantial length, measured
to be almost 4 nm for electrons in polyfluo-
rene [9]. Fluorescence spectra [10] indicate a
similar length for the singlet exciton. Much
experience, including Refs. [9, 10] and refer-
ence cited therein, indicate that while spread,
charges, and excitons are partly localized as
polarons.

W•±

T• ±a, b

Electron or hole
capture by traps

(W•+,Ta
•−) (W•−,Tc

•+)

(W•−,Td
•+)(W•+,Tb

•−)

W

1W*

3W*
kIC

c d

Exciton capture by charge
transfer

(a) (b)

Figure 7.2 Energetics for capture of po-
larons in wires by transfer of electrons (or
holes) to the trap. In (A) a, b an electron,
a (or b a hole) in the wire (W) transfers to
the trap (T). The trap must be more eas-
ily reduced (or oxidized) than W. In (B) a
singlet (1W∗) or triplet (3W∗) exciton in the
wire can (c) transfer electrons to the trap or

(d) accept electrons from the trap. Four dif-
ferent trap molecules are shown: Ta and Tc

can react only with singlets (1W∗); Tb and Td

can react with singlets or triplets. 1W∗ and
3W∗ could alternatively transfer energy to
traps with sufficiently low-lying excited states
(not shown).

determines in a simple way if charges actually move long distances. Because µC
is a high-frequency AC method it cannot easily distinguish whether charges can
in fact traverse the entire chain. If charges were barricaded in a high mobility
region between defects, they might still show high µC if the region is not too
small. Extremely high mobilities with end effects observed in a ladder polymer
is a stunning exception [5], and it may be possible to extract information from
phases of µC signals, but for most cases the AT method has the greatest potential
to determine transport over very long distances. A related advantage is that AT
measurements can produce time-domain information. If transport were dispersive,
for example, if transport were fast in some chains and slow in others, or if mobility
were time dependent, these behaviors can, in principle, be seen in AT data. At
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this writing the techniques are still being developed; these insights have yet to be
substantially realized.

Microwave conductivity is useful only in media that do not themselves strongly
absorb microwaves. For fluids, this limits the µC method to nonpolar media, so
it cannot tackle the interesting question: is transport of charges, thought to be
polarons, slowed by energy dissipation in rotations of polar molecules around the
wire? The AT method has not yet, but can approach this question.

Perhaps the most cogent advantage is that the AT method can also determine
exciton transport, sometimes utilizing the same trap-containing molecules used to
measure charge transport, and usually under similar or identical conditions. The
potential to compare transport of charges and excitons along the same conjugated
chains motivates much of our work on this subject.

This chapter will briefly describe experimental techniques, allude briefly to
experimental information on the natures of charges in conjugated molecular
chains, and then discuss findings to date.

7.1.2
Transport Mechanisms

Transport along the wire moves the polaron in a series of steps as depicted in
Figure 7.3. Each step takes the polaron from its present location to a nearby one. At

kFRET = k0IR−6

singlets

kET = k0exp-bR

electrons,
holes

kEET = k0exp-2bR

triplets,
singlets

polaron vacant site

(a) (b) (c)

Figure 7.3 Transport of a polaron along
a ‘‘wire’’ as a series of electron or exciton
transfer steps. The electronic matrix element,
V arises principally from three mechanisms.
(a) The first, the dipole coupling of Förster
resonant energy transfer (FRET) [11, 12] is
important only for transport of singlet ex-
citons. Transfer of electrons (b) or holes,
occurs via two-center, one-electron exchange
matrix elements. The Dexter mechanism
(c) proceeds via two-center, two-electron
exchange matrix elements, which can be en-
visaged as an electron moving to the right
and another to the left (or transfer of a hole

to the right). Dexter two-electron exchange
is the only effective mechanism for triplets
and contributes to transfer of singlets. Elec-
tronic matrix elements from all three mech-
anisms decrease rapidly with distance, R.
FRET with a sixth power dependence on R is
the most long range. Single electron trans-
fer falls exponentially with distance, while
two-electron exchange falls much faster with
approximately twice a large an exponent. The

parameter β is often ∼1 ´̊A−1
through satu-

rated material, but may be smaller through
conjugated material.
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the present location of the polaron the positions of atoms (nuclear configurations)
in the polymer and surrounding medium have partly or completely relaxed in
response to the presence of the charge or exciton. The new location is a nearly
identical, but unrelaxed, site. The rate, k, for each step is described by the Fermi
golden rule expression, which is the product of an electronic matrix element, V(r)
and a Franck–Condon-weighted density (FCWD) of states. The FCWD reflects the
relaxation and may often be characterized by reorganization energies. For exciton
transport it can be expressed as a convolution of emission and absorption spectra:

k = 2π

�

∣∣V(r)
∣∣2

FCWD (7.1)

The electronic matrix element arises from three principal mechanisms, each of
which is applicable to one or two types of polaron motion. Simplified pictorial
descriptions are given in Figure 7.3.

7.2
Experimental Methods to Investigate Transport to Appended Traps

7.2.1
Injection of Electrons and Holes

Carrier injection into wires is most readily accomplished by pulse radiolysis that
ionizes the solvent to create electrons or holes, which then diffuse to react with
the polymer chain. Recent development of an instrument to measure transient
absorption after single accelerator pulses extends the time resolution to 15 ps
with minimal damage to the molecules under study [13]. At ∼1 ns and longer
conventional detection is possible. The charge attachment process may be com-
plicated, but recent experiments have elucidated the kinetics for reaction with
long-chain molecules [14]. In addition to the attachment process it is necessary
to account for geminate and homogeneous recombination of electrons (or holes)
with counterions, and similar recombination processes of anions (or cations) of
the polymers (Figure 7.4).

7.2.2
Exciton Creation in Wires

Singlet excited states (excitons) in ‘‘wires’’ are readily created by photoexcitation. De-
tection can be as simple as quantitative determination of steady-state fluorescence
(or phosphorescence) in molecules without (I0) and with (I) ATs. From simple
competition kinetics (Stern–Volmer) one obtains the quenching rate constant

kq = kf (I0/I − 1) (7.2)

in terms of the fluorescence decay rate without traps, kf . Equation (7.2) is effective
if the rate constant kq for transport to and reaction with the trap groups is described
as a first-order (single exponential) process. The application to capture of triplets
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Polymer

e−, hole or
triplet in solvent

kde

k1
k1

kf

kd kd

kBi

k2

decay

pF−•

pF−•

reaction with
counterions or
radicals

decay

transport
trap

Polymer with Traps

Figure 7.4 Reaction scheme for determi-
nation of transport of charges to appended
traps. Solvated electrons, holes, or triplets
created in the solvent attach to the poly-
mer chains with rate constant k1 to create
polarons in the chain; some attach directly
to the traps. Transport and reaction with
the traps occurs with rate kf , comprised of
ktrans and krxn of Figure 7.1. In case of some
chains that have no traps, polarons on those

chains (shown left) reach traps via bimolecu-
lar encounters with chains having traps with
rate kBi. Decay (kd) of the polarons by re-
actions with geminate and homogeneous
counterions and impurities are determined
in measurements on polymers without traps.
Decays (kde) of solvated electrons (or holes
or triplets) are determined in experiment
without polymers. (Adapted from Ref. [15]).

in phosphorescence quenching requires that quenching of singlet precursors be
taken into account.

Singlet and triplet transport to traps is most effectively investigated by
time-resolved methods. Measurement of transient S1 → Sn or T1 → Tn absorption
after laser pulses can give femtosecond time resolution; alternatively fluorescence
or phosphorescence decay rates can be measured, including the possibility of fast
upconversion methods for fluorescence. Creation of triplets by photoexcitation of
the wires is effective when intersystem crossing (kIC in Figure 7.2) is exceptionally
fast, as in Pt-containing wires [16]. Other heavy atoms can be incorporated into
the chains, but even so fast transport of singlet excitons to traps may compete
effectively with intersystem crossing. Except where singlet transport is very slow,
the external heavy atom effect, for example, in halogenated solvents, is typically not
useful. Triplets can alternatively be created in the solvent; however, time resolution
is then limited by diffusion to the wire. Triplet creation in the solvent can occur by
photoexcitation and sensitization, but pulse radiolysis [17–19] discussed above is
usually more convenient and effective.
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7.3
Results on Transport to Traps

Available observations span a range of behaviors. We will first discuss results
on electron and hole transport. With concrete examples in mind we discuss a
description of polaron transport as diffusion that may be relevant to both charges
and excitons. Next is a description of the results on transport of triplet excitons,
then singlet excitons. The subject of singlet excitons is larger, but will be treated
briefly here focusing on results from our labs, intended to be complementary to
the substantial discussion in Chapter 9 by Andrew and Swager.

7.3.1
Electron and Hole Transport to Traps

This section describes observations of electron and hole transport along polymer
chains. In each case the data is from pulse radiolysis experiments in solution.

7.3.1.1 A Nonconjugated Chains
A early example of transport utilized the nonconjugated polymer poly(4-
vinylbiphenyl-co-1-vinylpyrene), containing 0.34–1.58% pyrene units [20].
Attachment of electrons in methyl-THF yielded radical anions of the biphenyl
units, which made up the majority of the chain. From the decay of the biphenyl
anions and growth of pyrene anions, the authors concluded that hopping between
adjacent biphenyl anions occurred with a rate of 5.2 × 109 s−1 [20]. Holes attached
to the same polymer reached pyrene more slowly by a factor of 10.

7.3.1.2 Charge Transport in π -Conjugated Chains
Table 7.1 shows structures of conjugated polymers having AT groups and average
time to for the charge in the chain to transport to and react with the trap group.

Transport has been found to be reasonably fast, at least compared to the
capabilities of measurement: four of the six reported results were too fast to
resolve. An exception is that while electron transport is fast in the sigma-conjugated
polysilane 1, holes observed in the polysilane chains did not noticeably decay in
200 ns, possibly because the hole is more stable on the chain than on the porphyrin
trap group [21]. Similarly holes in molecules 2 and 3 are expected to be captured on
the arylamine and terthiophene trap groups, but electrons are not, and electrons in
the polyfluorene chains of 4 and 5 are expected to be captured on the naphthylimide
and anthraquinone traps, but holes are not.

Electrons injected into molecules polymers 4 and 5 were observed as pF−• in
the chains, most of which reacted with the traps. Figure 7.5 displays the observed
kinetics for these two molecules. It is apparent that timescales for decay due to
transport to the traps overlaps with the growth of pF−• as electrons are attached to
the polymer molecules. Determination of rates is made possible partly by having
capped and uncapped polymers of similar length to separately determine electron
attachment kinetics.
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Table 7.1 Structures of conjugated polymers used to
investigate electron and hole transport to appended trap
groupsa.
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nStructure References
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13 <10 ns [23]

~120 <10 ns [21]

~40 <500 ns [22]

8 <10 ns [15]

35 5.3 ns [15]

12 1.2 ns [15]

1

2

3

4

5

R = 2EtHex

R = Hex

R = 2EtHex
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t

aThe table gives estimates of the average lengths of the chains, n, in repeat units and average time to
for the charge in the chain to transport to and react with a trap group. A� or ⊕ sign signifies
transport of electrons or holes. All of these materials are polymers having a range of lengths.
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Figure 7.5 Transient absorption at the
600 nm absorption maximum of pF−• for
polymers 4 (pFNI) and 5 (pFAQ) along with
the corresponding pF without trap groups
in THF. Concentrations in repeat units are
indicated. Kinetic fits giving intramolecular

rate constants, kf , for capture of pF−• in the
chains are shown, as are fits with kf set to
infinity. The considerably slower bimolecular
electron transfer is accounted for. (Repro-
duced with permission from Ref. [15].)

For molecule 4 the length of the pF chain is 290 ´̊A, so transport apparently occurs
over substantial distances along the chains. We now discuss a model that can
describe one-dimensional diffusion of these electrons to the traps.

7.3.2
One-Dimensional Diffusion of Polarons along Polymer Chains

If the transport of polarons, electrons, holes, or excitons consists of several small,
uncorrelated steps, then the surviving fraction P(t) of electrons as a function of
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time should be described by Eq. (7.3) [24, 25]:

P(t) =

∞∑
n=0

1
(2n+1)2

e
−

(
(2n+1)2π2Dt

αL2

)

∞∑
n=0

1
(2n+1)2

(7.3)

Equation (7.3) is a well-known solution for one-dimensional diffusion of particles
with the diffusion coefficient D, which can be related to the charge mobility value
(µ) via the Einstein relation (D = µkBT/e). If both of the chain ends are traps, the
value of α is 1, whereas if only one of the ends is a trap, α is 4. The electrons (or
holes or excitons) are assumed to be distributed uniformly along a chain of length
L at an initial time. This uniform distribution is appropriate for creation of excitons
by photoexcitation, which should produce excitons with equal probability at any
location along the wire. It is also a good approximation for charges or excitons
created by diffusional attachment, because the diffusing electrons, holes, or triplets
can attach with almost equal probability anywhere along the chain. Usually such
attachment reactions are diffusion controlled, in which case the uniform initial
distribution is a reasonable approximation. A more exact treatment would also
consider the bias toward attachment at and near the ends of the chains [26].

For 4 and 5, the only cases in which transport was actually observed, the kinetics
in Figure 7.5 were adequately described by single rates. Application of Eq. (7.3)
to the data in Figure 7.5 gave mobilities of 9.1 × 10−3 and 3.2 × 10−3 cm2/Vs for
polymers 4 and 5. Because the only difference in the polymer chain structures
in 4 and 5 is the chain length (both polymers are polyfluorenes), the hopping
times and mobilities should be the same Compared to 5, in 4 the polymer chain is
approximately three times longer and the transport to the traps takes three times
as much time. This suggests that transport is linear in length. Diffusion (e.g., Eq.
(7.3)), on the other hand would predict a nine times slower rate for a three times
longer length. This is the reason for the discrepancy observed in mobilites. A second
discrepancy between these observations and Eq. (7.3) is the single-exponential fits
to the transport. Because some chains have the intended two traps (one at each
end), but some have only one trap, two rates, different by a factor of 4, would be
predicted.

The source of these discrepancies is not known at this time. It is possible that
our knowledge of the lengths and the measurements of the rates are imperfect and
that better measurements in the future will be in better accord with the predictions
of diffusion. Alternatively, assumptions in the theory may be inadequate. Better
measurements will certainly be possible in the future, as will measurements on
other types of polarons.

7.3.3
Observed Transport of Triplet Excitons along Conjugated Chains

Silverman [16] found efficient capture of triplets by the 2,5-thienylene trap units in
photoexcited 6 even when the fraction, y, of the traps was only 5%.
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It was not possible to distinguish clearly whether triplets transported effectively
or whether fast transport to the traps occurred for singlets prior to intersystem
crossing. This result illustrates the difficulty of investigating triplet transport by
direct photoexcitation noted in Section 7.2.2. In photoexcited 6 observation of
phosphorescence indicated that some Pt–phenylene triplets were captured by the
traps on the microsecond timescale.

A generally effective strategy is to create triplets in the solvent and then bring
them to the chain molecules. While this method has time resolution limited by
the need for triplets to diffuse to the polymer, it creates triplets that do not have as
precursors singlets in the wires. In such experiments, triplets created in toluene
solvent by pulse radiolysis attached to phenylene ethynylene chains in polymer
3 (but with n = 10) were found to be delocalized over 1.8 nm (1.3 repeat units,
2.6 phenylethnyls), shorter than the delocalization lengths of electrons, holes, or
singlets. Still the triplets transported along the 13.6 nm long PPE chains and were
captured at the terthiophene end traps in <5 ns [19]. The limited time resolution
was due to the time for triplets to diffuse to and attach to the chains, which is, in
turn, limited by solubility considerations.

7.3.4
Observed Transport of Singlet Excitons along Conjugated Chains

Transport of singlet excitons is crucial to the operation of organic photovoltaic
cells [7], which, unlike inorganic solar cells, are designed to mix (interdigitate)
donors and acceptors within a few nanometers of each other to cope with the short
singlet exciton diffusion lengths in conjugated polymer films. Long-range exciton
transport could have a major impact, so a question of great importance is – could
singlet excitons transport rapidly within single chains as the Delft group found for
charges? Table 7.2 pictures three polymers giving varied results for transport of
singlet excitons to traps appended to the chains.

In a pioneering investigation, Swager [27] found transport to be fast, estimated
here as ∼71 ps, in 7. However other landmark results by transient absorption [29]
and fluorescence [12] from the indenofluorene chains of 8 led to the conclusion that
singlet exciton transport is intrinsically slow [29] along isolated single chains. We
note however that the estimated 500 ps time [12] for transport compares favorably
with charge transport processes noted above. Interchain quenching in films of
8 was found to be much faster. For transport in single chains it was noted that
conformation might play an important role and that more rigid ladder polymers
might give faster transport. Becker and Lupton investigated 8 with single molecule
spectroscopy [30]. Their results confirmed the earlier findings of slow exciton
transport in 8, but discerned that transport varied among individual molecules and
was much faster in some molecules having favorable conformations.
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Table 7.2 Transport of singlet excitons to traps attached to polymer chains.
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nStructure References

21–23 ~71 psa [27,28]

14b ~500 ps [12,29]

14 variablec [30]

~7 ~1 nsc [31]
9

t (ns)

aThe τ ∼71 ps time to transport to the traps in 7 is a Stern–Volmer estimate from the 95%
quenching found, and the lifetime of ∼1.5 ns in the polymer without traps [27].
bDue to substantial polydispersity the length is somewhat uncertain. Substantially longer lengths are
present, leading to a range of rates.
cDifferent conformations give very different rates [30] (see text). For 9, a fluorescence lifetime of
∼1 ns in the absence of traps was assumed.

The picture that exciton transport depends on molecular conformation and
chemical structure is corroborated by measurements of quenching of fluorene
ethynylene fluorescence by copolymerized 2,1,3-benzothiadiazole (BT) units. Shi
[31] produced varied compositions, finding 55% of the fluorene ethynylene fluo-
rescence was quenched by BT in 9 with 15% BT. Because this corresponds to only
seven repeat units, this result implies even slower exciton transport. Observations
of slower transport may have their root in the freely rotating ethynylene–fluorene
bonds.

Contrary observations are ‘‘amplified quenching’’ and ‘‘superquenching’’ of
fluorescence [32–34] of polyelectrolytes by quenchers like methyl viologen that
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bind at very low concentration due, usually, to Coulomb forces. The sensitive
(nanomolar) quenching is attractive for creating sensors [28, 35]. It implies that
excitons created in the polymer readily find the quencher over long chain lengths.
However, detailed studies of quenching in these polyelectrolyte systems suggests
that long-range exciton diffusion is facilitated by 3D transport within polymer
aggregates that are formed by self-assembly of the polymer chains in solution
[36, 37].

7.3.5
The Impact of Polydispersity: Diffusion to Traps in a Polymer Having
a Distribution of Lengths

A problem encountered in applying Eq. (7.3) to real polymer chains is that, due
to synthesis rarely produces uniform lengths. Information about distribution of
chain lengths can be characterized (by calibration against standard polymers such
as polystyrene) in terms of polymer polydispersity index (PDI) and its average
length. The standard deviation (σ ) is linked to PDI via σ 2 = M2

n(PDI − 1), where
Mn is the number average molecular weight of the polymer. Real distributions of
lengths take on a variety of shapes. To illustrate the effect of polydispersity we
employ the simplification of assuming a Gaussian distribution function ( f (L)).
The surviving fraction of electrons (or excitons) in such case is then just the
integration of Eq. (7.3) over the distribution function f (L). Figure 7.6 shows the
surviving fraction P(t) of polarons from a numerical integration. In the Gaussian
distributions, population decays faster than those in the uniform distribution at
first due to electron population in short chains, and slower decay at longer time
due to electrons left in the long chains. In general, if the distribution is wide
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Figure 7.6 Comparison of calculated surviving populations
on wires having a uniform single chain length, 66.4 nm, or
Gaussian distributions of chain lengths with the same aver-
age length, and polydispersities, PDI = 1.5 and 2.0. Chains
have perfectly absorbing traps at both ends. The diffusion
coefficient is 1 × 10−4 cm2/s.
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(large polydispersity), the surviving fraction is going decay fast at first, crossing the
population curve for that of uniform distribution, and a slower decay at long time.

7.4
Comparisons and Perspectives

Assessments of transport using attached traps have produced valuable information
about excitons. For determinations of charge transport experimental results cited
in Section 7.3 indicate that transport can be fast. An exciting result is that transport
does occur over long distances. But many observations find only a lower limit. It
is clear that progress is needed in experimental techniques to bring this method
to its full potential. Specifically, synthetic methods need to be developed to the
point where it is possible to synthesize long conjugated polymer chains with low
polydispersity and that are end functionalized with high fidelity. In addition, the
time resolution and wavelength range accessible for ultrafast pulse radiolysis could
be further improved. For the two cases where experiments could actually observe
the transport, important details could not be resolved leaving open questions.
From these observations mobilities could be obtained for electron transport in
polyfluorene chains in THF solution. Those mobilities, while respectable, are
smaller by about two decades than mobilities of ∼0.5 cm2/V observed by µC for
polyfluorene in decalin solution [4]. Among the questions remaining to be answered
are whether the lower mobilities are typical of long distance transport. In that case
the µC mobilities should be viewed as local to favorable regions of polymers
that contain difficult-to-traverse regions that impede long distance motion of the
charges. Alternatively the difference may reflect the slowing of polaron motion due
to dissipation in the more polar THF medium. This question should be tested in
the future.

With little interaction with dipoles in the medium, exciton transport might be
expected to be faster than for charges. While described as slow for indenofluorene
polymers, exciton transport competes favorably with charge transport. It is ‘‘slow’’
in the sense that it does not enable long-distance (>20 nm) transport within the
∼0.5 ns lifetime of the singlet excitons. But no fundamental reason that exciton
transport should be slow. We suggest that excitons may travel more that 100 nm
along wires within their lifetimes. The faster transport in 7 [27], still faster results in
liquid crystals (see Chapter 9), and improved transport in favorable conformations
[30] all point to this possibility, and reinforce the speculation [12] that more
structurally rigid polymers could give very fast transport. These questions merit
further examination.
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8
Electron Lattice Dynamics as a Method to Study Charge
Transport in Conjugated Polymers
Sven Stafström and Magnus Hultell

8.1
Introduction

In this chapter we present a method, electron lattice dynamics (ELD), which
describes charge transport in conjugated polymeric and molecular-based systems.
ELD is focused on the details of how the charge carriers interact with the nuclear
degrees of freedom of the polymer or molecular backbone during the dynamic
transport process. This interaction, which can also be termed electron–phonon
coupling, is an intrinsic property of molecular and polymer electronic systems based
on unsaturated carbon atoms [1] and affects the equilibrium nuclear positions as
well as the electron and nuclear dynamics. In general, the electron–phonon
coupling is stronger the smaller and more restricted the dimensionality of the
system is. Extended carbon bases systems such as carbon nanotubes or graphene
show almost no electron–phonon coupling, whereas similar but confined structures
such as C60 and likewise extended but quasi one-dimensional conjugated polymer
systems show a geometrical response to changes in the electron density matrix, in
particular to changes in the off-diagonal bond-order elements.

The methodology presented here is designed to be applied to the studies
of dynamical processes in polymeric and molecular systems, in particular to
processes that involve charge transport. The strong electron–phonon coupling
prevents the use of a rigid lattice in these studies. It is often also insufficient to
treat the dynamics within the Born–Oppenheimer adiabatic approximation [2]. In
the Born–Oppenheimer approximation the calculation of dynamical processes is
divided into two stages, first the electronic problem is solved keeping the nuclei
fixed. In the second stage, the nuclear dynamics on a given potential energy surface
is treated. This treatment is based on the assumption that the spacing of the
electronic eigenvalues is large compared to the energetics of the nuclear motion.
However, when this condition is violated, events of exchange of energy between
the nuclear kinetic energy and electronic excitations can occur. Typical processes
for which this happen are the formation and breaking of covalent bonds, inelastic
molecular collisions, intermolecular electron transfer by means of tunneling or
hopping and decay of excited electronic states. The treatment of such processes
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has to be able to account for nonadiabatic effects, i.e., transitions between different
quantum states (or different potential energy surfaces) of the electronic system.
Our ELD approach is based on earlier developed methodologies [3–8]. There are
also similar initiatives that are developing in parallel with our approach [9, 10]. In
this context we would also like to mention the more rigorous approach developed
by Öhrn et al., which is referred to as electron-nuclear dynamics (END) [11].

The ELD method involves the simultaneous solution of the time-dependent
Schrödinger equation (TDSE) and the Ehrenfest equation of motion for the
(classical) nuclear degrees of freedom [12]:

i�|�̇ (t)〉 = Ĥ|� (t)〉 (8.1)

Mn r̈n = ṗn = −∇rnVnuc − 〈�(t)|∇rn Ĥ|�(t)〉 (8.2)

Here |�(t)〉 is the time-dependent wavefunction, Ĥ is the Hamiltonian, and rn and
pn are the position and momentum of the nth nucleus, respectively. The classical
nuclear potential energy is denoted by Vnuc.

Before the ELD methodology is presented in detail we will discuss the basic
and most important aspects of transport in conjugated polymeric systems and also
make comparisons with transport in molecular-based materials such as molecular
crystals [13] and molecularly doped polymers [14]. The focus on polymeric materials
is motivated by their great potential in terms of applications as well as from the point
of view of complexity of charge transport processes. This complexity originates
from the internal structure of polymeric systems, which leads to charge transport
in terms of both intra- and interchain processes. This complexity can be directly
addressed in the ELD approach, which handles both processes equally well.

As a model system for our presentation we use poly(para-phenylene vinylene)
(PPV). PPV is one of the most well-studied polymers and a polymer which is used
extensively in applications including organic light emitting diodes (OLED) [15],
organic photovoltaic cells [16], and organic field effect transistor (OFET) devices
[17]. In this context it should be noted that depending on the type of application
discussed the circumstances for charge transport are quite different. However,
when focussing on the most fundamental aspects of transport these devices have
much in common. In all cases the charge carrier is believed to be polarons, i.e.,
a unit consisting of the charge carrier (electron or hole) together with its induced
lattice deformation [18–21]. These polarons are transported through the material
under the influence of an external electric field. The material itself contains disorder
which limits the transport via processes such as trapping and backscattering. In
fact, the overall charge transport properties do not reflect the intrinsic properties
of individual polymer chains as much as the interchain ordering and electronic
overlap. Nevertheless, the intrinsic properties of the polymeric system form the
basis of the material properties and are, as such, important for the understanding
of any physical property of the material. In the next section we therefore present the
basic properties of PPV, before we, in the following sections, turn to a discussion
about disorder and its effect on charge transport.



8.1 Introduction 209

8.1.1
Ideal Conjugated Polymers

The intrinsic properties of conjugated polymers are derived from the equilibrium
ground state structure obtained via energy minimization with respect to the
charge density and the nuclear coordinates. The ideal ground state geometrical
structure, which results from this energy minimization, includes the positions of
the covalently bonded atoms as well as the perfectly ordered structure of the crystal
which results from the nonbonded electrostatic and van der Waals interactions.
Note that not only the ground state electronic properties are obtained from such an
energy minimization, but also the excited state properties of the combined system
of electronic and nuclear degrees of freedom. In the case of PPV (see Figure 8.1), the
ground state geometry has the following properties: carbon–carbon bond lengths
in the range from 1.35 to 1.45 Å, bond angles in the range from 115◦ to 126◦ and
torsional angles of the order of 5◦ [22]. The solid-state structure is obtained from
X-ray diffraction measurements [23] and show that PPV has a herringbone crystal
structure with a monoclinic unit cell containing two chains. The crystal structure is
shown in Figure 8.1, where a = 8.07 Å, b = 6.05 Å, and c = 6.54 Å, the monoclinic
angle between b and c is 123◦, the setting angle φ is 52◦, and the unit cell has P21/a
symmetry.

The most prominent phonon modes include the ring C–C stretch frequencies that
group around 1274 to 1546 cm−1, while the vinylene C–C stretch frequency appears
at 1635 cm−1 [24]. The torsional modes, which include phenyl ring rotational
motion, have frequencies from around 320 cm−1 and below [25, 26].

The electronic properties of the ideal crystalline PPV system exhibits delocalized,
Bloch-type electronic states and a band structure with an electronic band gap of
about 2.4 eV [27]. Also of great importance for the transport properties of PPV
is the width of the highest occupied electronic band perpendicular to the
(k-space) direction along the polymer chains. This band width is of the order of
0.5 eV [22].

The electron–phonon coupling introduced above is an intrinsic property of the
polymer system. If an electron is added or removed from the ideal single-chain
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Figure 8.1 Geometrical structure of
poly(para-phenylene vinylene) (PPV).
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system, the coupling between intrachain phonons and the electronic system
results in the formation of a polaron, which is localized over approximately 4–5
phenylene–vinylene units. The energy gained by forming this type of defect instead
of hosting the electron (or hole) in the system in its neutral ground state geometry
is referred to as the polaron formation energy. In the case of PPV this energy is
∼0.3 eV [28]. In a similar manner, an excitation over the energy gap between the
highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular
orbital (LUMO) also couples to phonons, which results in a localization of the
excited state into a polaron exciton [29, 30].

The intrinsic properties of the conjugated systems are indeed important for
the ability of organic systems to transport charge. In particular, in the case
of both polymer and molecular-based materials, the electronic overlap between
polymer chains or between molecular units is directly related to the electronic
bandwidth and therefore also to the conductivity of the system. The charge
carrier, i.e., the polaron, is also strongly affected by the interchain interactions.
A direct relation between the stability of the polaron and the strength of this
interactions is, to the best of our knowledge, not available in analytical terms. It
is clear, however, that in the case of strong intrachain interactions in well-ordered
polymeric systems the polaron is no longer localized to a single polymer chain
but extends in 2D [31, 32] or 3D depending on the isotropy of the system [33,
34]. As a result of this delocalization, polaron binding energy is destabilized and
if it was possible to tune the ratio between the electronic 2D or 3D bandwidth
and the single-chain polaron binding energy it is clear that if this ratio is much
larger than unity the polaron becomes unstable and charge transport can be
described within the band structure picture. The numbers given above indicate
a ratio between one and two for the ideal 3D PPV system and the stability of
the polaron can be questioned [33]. However, this situation is highly unlikely
to exist in reality since, as a result of the weak interchain or intermolecular
interactions that exist in van der Waals bonded systems, these systems are very
sensitive to disorder or fluctuations caused by temperature effects. Thus, for
most molecular- or polymer-based materials there is no band structure and
the stability of the polaron vs. three-dimensional delocalization is therefore less
relevant.

Charge transport in highly ordered polymeric system can be described by an
adiabatic process in which the self-localized polaron (1-, 2-, or 3D) can move through
the system on the potential energy surface corresponding to the electronic ground
state. This potential energy surface exhibits barriers for displacing the polaron
from one central carbon atom to a neighboring carbon atom, which prevents
transport at zero temperature and zero external electric field. However, in the ideal
system these barriers are small and compared to other relevant energies at ambient
temperatures and typical operating external electric field strengths polaron motion
occurs either via a temperature-activated diffusion process or a drift process in
which an external electric field acts as the driving force. This is actually the case for
both intrachain transport in perfectly ordered conjugated polymeric systems [32]
and in ideal pentacene molecular crystals [35].
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Figure 8.2 A schematic presentation of the electronic sites
in conjugated polymers as distributed in space (a) and in
energy along a cross-section (b). The polymer backbone and
the conjugated segments are presented in (a) by the curved
lines and the dot filled oval, respectively.

8.1.2
Disordered Conjugated Polymers

The degree of disorder, or rather the possibility to synthesize system with as low
disorder as possible, is perhaps the most important aspect of realizing organic sys-
tems for high-performance electronic applications. In practice, however, disorder
is inevitable due to the relatively weak van der Waals interchain interactions which
allows for entropy to have a strong effect on the free energy. It should be pointed
out that the disorder results from both static defects, i.e., impurities, misalignment
of polymer chains or molecules, interruptions of the conjugation length due to
chain twists, etc., and dynamic irregularities that involve atomic as well as molec-
ular motions at finite temperatures. These effects are both intra- and interchain
and manifest themselves in decreasing conjugation lengths and weakening of the
interchain interactions, etc. (see Figure 8.2(a)). Such effects are also coupled to
the localization of the electronic wavefunctions and are therefore decrementing the
ability of the polymeric system to transport charge (see Figure 8.2(b)).

In the limit of strong disorder where all states will be localized (see Figure 8.3) and
consequently, the charge carriers have to move nonadiabatically through the system
via a sequential hopping process. Even though this situation can be described by
the TDSE, it is common to consider the weak electronic coupling between such
localized states as a perturbation. From the basic assumption of time-dependent
perturbation theory, i.e., that the perturbed states can be expanded in terms of
the unperturbed localized states with expansion coefficients that vary in time, the
rate at which transitions occur from one unperturbed state (a) to another state (b)
as a result of the (small) time-dependent perturbation, Vab, which describes the
coupling between these states is the ‘‘golden rule’’ expression:

Pab = 2π

�
| < ϕa|Vab|ϕb > |2δ(Eb − Ea) (8.3)
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Figure 8.3 A schematic presentation of how the disorder
and electron transfer integral affect the localization proper-
ties of some materials of interest for electronic applications.

In contrast to Eq. (8.1) above, the states involved in the hopping process are those
obtained from the solution of the time-independent Schrödinger equation, i.e.,

Ĥ|ϕa〉 = Ea|ϕa〉 (8.4)

The rate equation above is the basis of a number of nonadiabatic transport
theories such as the Miller and Abrahams formalism [36], Holstein small polaron
model [18, 37], and the Marcus theory [38], where the latter two also include
the electron–phonon coupling. This coupling is taken into account as a linear
change of the site energy with one or more normal mode coordinates. In the
rate expression above, the electron–phonon coupling gives rise to a factor which
describes the overlap between the vibrational wavefunctions of the initial and final
states, weighted by the density of electronic states (see, e.g., Brédas et al. [39]).

The applicability of the different approaches discussed above is directly related to
the electronic structure which originates from the properties of the ideal system but
strongly modified due to static and dynamic disorder. In molecularly based systems
such a molecularly doped polymers, Vab can be varied by preparing systems with
different strength in the electronic overlap between nearest-neighbor molecules.
This allows for studies of the transition from band-like (adiabatic) transport to
hopping (nonadiabatic) transport [40]. A similar possibility exists in polymeric
systems in which side chains and regioregularities can have large effects on the
transport properties [41].

8.1.3
Mobility

The ability of a system to transport charge is quantified in terms of the charge
carrier mobility. In the case of electronic devices that operate under the influence
of an external electric field, the mobility, µ, is related to the drift speed of the charge
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carrier, vd, as follows:

vd = µE0 (8.5)

where E0 is the amplitude of the electric field. The mobility can also be defined for
zero bias, i.e., diffusive motion. In this case the mobility depends explicitly on the
temperature, T in the following way:

µ = e

kBT
D (8.6)

where D is the diffusion constant.
From a theoretical point of view, calculation of mobility is rather straightforward

and can be performed using both the ELD approach and the perturbation approach
discussed above. The main problem that any theoretical approach is facing is,
however, to model the disorder present in the system since detailed information
regarding the deviation from the crystalline structure is impossible to get. Extensive
studies have been performed based on uncorrelated disorder with a Gaussian
distribution accounting for various types of imperfections in the lattice. This
model was first suggested by Bässler and is referred to as the Gaussian disorder
model [14]. Models describing this transport usually do not include explicitly the
electron–phonon coupling and are based on the Miller and Abrahams [36] rate
equation.

Experimental studies of the charge carrier mobility provides very useful infor-
mation regarding the transport properties of electronic materials. A detailed review
of results of such studies and their interpretation lies outside the scope of this
chapter (see instead recent reviews by Coropceanu et al. [42] and by Grozema and
Siebbeles [43]). However, we note that even though the mobility is specific for a
particular sample and includes the properties of the ideal system in combination
with extrinsic disorder effects, it also depends on parameters such as charge carrier
concentration, electric field strength, and temperature. This dependence is impor-
tant since it gives information about the physical processes that are involved in the
transport. In particular, the temperature dependence can separate different types
of transport processes: band transport, tunneling (or superexchange), and activated
adiabatic or nonadiabatic transport. For band-like transport, increasing temper-
ature causes additional scattering and consequently a lowering of the mobility
whereas in localized systems the charge carrier has to pass energy barriers and the
mobility can increase with temperature. In the latter case the additional scattering
caused by lattice phonons can dominate over the temperature activated processes.
This can happen in highly ordered pentacene [44] and rubrene [45, 46] molecular
crystals which show a maximum mobility at a temperature that usually lies in the
regime from 200 K up to room temperature. There are also cases, primarily found
in highly ordered molecular crystals [13], that show band-like behavior even at low
temperatures. In contrast to these more or less crystalline molecular materials,
other molecular-based systems, e.g., moleculary doped polymers, have a structure
in which the molecules are separated by nanometer distances and the intermolec-
ular interaction, Vab, is very small. As a consequence of this structure the charge
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transport becomes thermally activated and the mobility increases exponentially
with temperature at all temperatures [14].

Most conjugated polymers show temperature-activated transport, which is a
result of the disorder that is built into the system upon synthesis. The conjugation
length is also quite restricted, the polymer chains are electronically divided into
segments that constitute the unit over which the electrons can delocalize. This
can be a single short chain segment (or ‘‘spectroscopic unit’’) [47, 48] or a region
characterized by well-aligned chains (see Figure 8.2). The size of these segments or
regions is of the order of 20–100 Å. In practice this means that charge transport in
conjugated polymers consists of both intra- and interchain transport. In addition,
the interfaces between the regions of ordered polymer chains also act as barriers for
charge transport. The height of these barriers and the type of transport across them
depends on how well the π -systems of these separate systems overlap. This issue is
to some extent addressed below, but we probably need to go to even larger systems
in order to fully account for the type of interactions present in these regions.

The room temperature mobilities for polymers of interest for organic
electronics applications are of the order 10−4 –10−5 cm2/Vs [49, 50]. Under
special conditions, well-ordered materials can be produced with much higher
mobilities. Among main-chain π -conjugated polymers, regioregular head-to-tail
poly(3-hexylthiophene) (P3HT) has been known to give the best FET performances.
A field-effect mobility of 0.1 cm2/Vs was achieved and in accordance with the
discussion above, the origin of the high mobility can be ascribed to the presence of
well-developed intermolecular π –π stacking of thiophene rings [17, 51]. A similar
dependence of the charge carrier mobility on the supramolecular order induced
by alkyl side chains is supported by results on PPV [52] as well as symmetrically
substituted PPV derivatives with a mobility reaching (10−2 cm2/Vs) [53]. It should
be noted that the mobility in PPV oligomers can reach the same values as for
the more extended polymeric systems [54]. Apparently, the order and thereby the
intermolecular interactions strength is favored in molecular materials, which is
also evident from the high values of the mobility reported in crystals of thiophene
oligomers [55]. Still, the intermolecular interaction is the limiting factor whereas
the intrachain mobility is considerably larger [56].

With this brief introduction to charge transport in conjugated polymeric materials
and molecular crystals we now proceed to discuss the details of the ELD method
and to which extent this method can address the specific questions related to charge
transport properties.

8.1.4
Electron-Lattice Dynamics I

ELD is a model that is designed to account for both the intrinsic charge transport
mechanisms and the extrinsic disorder effects (both static and dynamic) which
leads to electron localization. A number of studies of charge transport in conjugated
polymers have been made based on this or similar models [5–8, 57].



8.2 Methodology 215

There are several approximation levels that can be used to describe electron-lattice
dynamics [58]. In the simplest form, the adiabatic approximation, the potential en-
ergy and the ionic forces are derived within the Born–Oppenheimer approximation
based on the solution to the time-independent Schrödinger equation. In this ap-
proximation, the electrons are assumed to follow the nuclei in such a way that they
are always in an eigenstate associated with the instantaneous positions of the nu-
clei, which are seen as merely providing an external potential for the electrons. This
description of the system can then be used to define a set of fixed potential energy
surfaces (PES) corresponding to the positions of the nuclei and to the degree of exci-
tation of the electrons. In our case, however, this approach is not applicable since, as
discussed above, we would like to include electron transfer by means of tunneling
or an activated hopping processes into our model, i.e., nonadiabatic processes.

8.2
Methodology

In this section we present the methodology of the ELD approach. The basic concepts
of the electronic system are introduced in Section 8.2.1, followed by a discussion in
Section 8.2.2 concerning the main approximations in the ELD equations of motion,
in particular the approximations related to the treatment of the electron–phonon
interaction. Sections 8.2.3 and 8.2.4 present the electronic and lattice Hamiltonians,
respectively, and finally Section 8.2.5 presents the explicit ELD equations.

8.2.1
Hamiltonian

Bonds in molecular or polymer systems based on sp2 hybridized carbon atoms
can be divided into two parts: σ -bonds and π -bonds; the σ -bond is formed from
two sp2 hybridized orbitals on two neighboring carbon atoms, whereas the π -bond
results from overlap (conjugation) of the 2pz-orbitals over the entire system.
Since the orbital overlap that gives rise to the σ -bond is much stronger than
the π -overlap, there is a larger energy splitting between the (occupied) bonding
and (unoccupied) antibonding σ -orbitals than for the corresponding π -orbitals.
Consequently, electronic processes such as charge transport, which involve energies
of the order of electron volts or less, do not include the change in time of the
occupation of σ -orbitals. Studies of charge transport in π -conjugated system can
therefore be made based on the approximation of separability between the π - and
σ -systems:

E = 〈�|Ĥ|�〉 = 〈�σ |Ĥσ |�σ 〉 + 〈�π |Ĥπ |�π 〉 (8.7)

With the approximation that the occupation number of the σ -orbitals does not
change during the dynamics that we are studying we can replace the quantum
mechanical description of this subsystem with a classical potential energy surface,
Eσ . Furthermore, we also treat the σ -orbitals as fully localized to each covalent
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Figure 8.4 Torsions in PPV.

bond involving two neighboring atoms. The potential energy of the σ -system, Vσ

can now be expressed in terms of local variables such as the bond lengths (Rnm),
bond angles (ϑn′nm), and dihedral (or torsion) angels (θnm).

〈ψσ |Ĥσ |ψσ 〉 = Vσ (Rnm, ϑn′nm, θnm) (8.8)

The dihedral angel (θnm) is illustrated in Figure 8.4. Note that we use the bond
index nm to denote this angle to emphasis the rotation around the bond,
even though torsion angles in general have to be specified using four atoms.
The explicit expression of Vσ is presented in Section 8.2.4. In contrast to the
σ -system, the π -electrons have to be treated quantum mechanically. Typical features
of the π -system are the delocalized nature of the electronic wavefunctions and the
relatively small energy gap (in the range from one to three electron volts) between
bonding and antibonding orbitals. Both these features are essential in order to
achieve charge transport through such a system: the mobility is related to delocal-
ization of the electronic wavefunctions and the small gap energies facilitate creation
of charge carriers, either by means of charge injection or by thermal- or photoexcita-
tion. The π -orbitals are characterized by their bonding, nonbonding or antibonding
nature with respect to specific C–C bonds. A change in the occupation number of
such an orbital naturally results in a change in the bond-order which gives rise
to a force on the carbon atoms. This force corresponds to the electron–phonon
coupling. The relation between the size and dimensionality of the system and the
strength of this coupling is now evident since a spatially confined π -orbital causes
a larger change in bond order.

8.2.2
Electron-Lattice Dynamics II

As stated in the introduction above, the equation of motion of the π -electrons is
given by the time-dependent Schrödinger equation (TDSE),

i�|�̇π (t)〉 = Ĥπ |�π (t)〉 (8.9)

Simultaneously to solving the TDSE we determine the ionic motion in the evolving
charge density distribution by solving the lattice equation of motion within the
potential field of the σ - and π -electrons. The equation is based on the Ehrenfest
theorem

Mn〈r̈n(t)〉 = −〈∇rnV(rn)〉 (8.10)
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which, in accordance with the π –σ separation discussed above, results in the
following expression:

Mn r̈n(t) = −∇rnVσ − 〈�π (t)|∇rn Ĥπ (t)|�π (t)〉 (8.11)

Here, the classical σ -part is separated from the quantum mechanical π -part,
for which the potential energy is expressed in terms of an expectation value of
the operator equation. The potential describing the σ -part, Vσ , also includes the
potential energy of the nuclei.

The Ehrenfest method consists of two separate approximations: the electrons
influence the ions through a classical field generated by its time-dependent
electron density (a mean-field approximation); the nuclei obey classical (Newtonian)
mechanics. The effect of the mean-field approximation (averaging over electronic
trajectories) is to break the microscopic correlations between the force experienced
by the nucleus due to the electrons and the momentum of the nucleus [58]. As
briefly discussed in the introduction above, this approximation is well justified in
the case of charge transport. Studies of the dynamics in the photoexcited state (see
Section 8.3.4) could in principle be more strongly affected by correlation effects
but the relatively slow deexcitaion process and the small energy spacing between
the electronic energy levels make this effect less pronounced as will be discussed
further below.

The approximative treatment of the nuclei (ions) as classical particles also needs
a motivation. There are three different energy quantities that are important in
this context: the phonon energy (�ωξ , where ξ denotes a particular normal mode),
the activation energy (Eact), and the energy related to a finite temperature (kBT).
In all processes that include lattice vibrations, a classical treatment assumes
that the number of phonons involved is large, i.e., �ωξ � kBT . In addition, in
the case of thermally activated transport, the classical approach is justified if
this activation can reach the nuclear coordinates of the crossing region, which
requires that Eact � kBT . If the temperature decreases such that Eact � kBT , then
the transition has to occur via nuclear tunneling, which requires a quantum
mechanical consideration of the vibrational coordinates.

In the case of adiabatic transport, typically polaron transport in a system with
delocalized states, the activation energies are very small since the polaron is rather
extended and therefore insensitive to the exact position in the system. Typically,
the energy barriers are of the order of a few meV in molecular-based systems and
even less in intrachain polymer systems [12, 35]. The timescale of this motion is
also fast compared to nuclear motions which also justifies the use of a classical
description.

When the electronic states are localized due to disorder the situation is more
complex. The transport is nonadiabatic in this case and involves transition from
one localized state to another, a process which is normally associated with a
larger activation energy since the polaron is destroyed on the donor and created
at the acceptor sites. The activation energy (or reorganization energy) is in this
case the sum of the energy to created and annihilate a polaron. However, if we
have in mind that the polarons we are discussing are rather delocalized (large
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polarons [18], see also discussion above related to 2D and 3D polarons) and have
a considerable overlap with the acceptor levels, the path for charge transfer is
somewhere in between that of the adiabatic polaron drift and the small polaron
hopping. Consequently, the barrier is not as large as one might expect simply
by adding the polaron energies of small polarons. The driving force due to the
external electric field also results in a lowering of the energy barrier for transport.
In addition, in realistic samples there will always exist a manifold of acceptor
levels and it is highly probable that at some point in time one of these levels
corresponds to a transition with a very low activation energy (see Figure 8.2). All
these effects point to low energy barriers for nonadiabatic polaron transport in
polymers, a situation which can be accurately described by a classical description of
the lattice vibrations. However, when moving into the ‘‘deep’’ nonadiabatic regime,
with mobilities of the order of 10−6 cm2/Vs or lower, as would be the case for
strongly disordered systems, with small overlap between the donor and acceptor
states, the ELD approach is less adequate and transport should be studied using
the perturbation approach discussed above (see Eq. (8.3)).

8.2.3
Electronic Hamiltonian

For the Hamiltonian, Ĥ, we use a tight-binding model developed from the
Su-Schrieffer–Heeger (SSH) model [19] for the polymer chain and assume, in
accordance with the discussion above, π –σ separability. The contribution from
the π -electrons to the Hamiltonian (including the contribution from an externally
applied electric field, ĤE(t)) can then be written in the form

Ĥπ (t) = −
∑
〈nm〉

βnm(t)[ĉ†
n ĉm + ĉnĉ†

m] + ĤE(t) (8.12)

where 〈nm〉 denotes summation over covalently bonded atoms, βnm the resonance
integral between the 2pz-orbitals on sites n and m, and ĉ†

n (ĉn) the operator for
creating (annihilating) an electron on site n. The resonance integrals are treated
in the Mulliken approximation [59] with the analytical functions for the overlap
integrals taken from Ref. [60]. Expanding these integral expressions to first order
around the undimerized state, we derive the following equation for the dependence
of βnm on the bond length distortions rnm(t) and the torsion angle θnm between
the 2pz-orbitals on sites n and m along the bond axis:

βnm(t) = cos(θnm(t))[β0 − αrnm(t)] (8.13)

The second factor in this expression is exactly identical to the SSH expression [19],
where, β0 is the reference resonance integral and α the electron–phonon coupling
constant. By deriving this factor from the Mulliken approximation it follows that
the values of β0 and α are dependent on each other and can be obtained from the
two parameterized functions

β0 = A(15 + 15aζ + 6(aζ )2 + (aζ )3) (8.14)

α = Aaζ 2(3 + 3aζ + (aζ )2) (8.15)
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where A = k(e−aζ /15), a is the undimerized bond length distance, and ζ =
3.07 Å−1. In the case of PPV, for which k = 11.04 eV and a = 1.4085 Å [61],
the numerical values of β0 and α are 2.66 eV and 4.49 eV/Å, respectively. These
values are close to those presented in the original SSH model [19]. It should be
noted that in the literature we can find many different values of these parameters,
in particular for α. Our experience is that it is possible to obtain qualitatively
similar electronic structure results for many different combinations of parameters.
However, if we also include properties that also include the σ systems, such as the
frequencies of the normal modes, the parameter space becomes considerably more
restricted (see discussion concerning the σ -energy parameters in Section 8.2.4
below). Furthermore, following our treatment of the effect of torsional dynamics
on the charge transport properties of PPV [62], θnm 	= 0◦ only at those bonds which
interconnect the phenylene rings with neighboring vinylene segments. We will
henceforth in Section 8.3 use the short-hand notation θj, βj, and rj, respectively,
for all θnm, βnm, and rnm associated with C–C phenylene–vinylene bonds indexed
by j.

The model also takes into consideration the contribution to the Hamiltonian
from an externally applied electric field, E(t), (in the Coulomb gauge) such that

ĤE(t) = −e
∑

n

rnE(t)[ĉ†
n ĉn − 1] (8.16)

where e being the absolute value of the electron charge. If not otherwise specified,
E(t) is directed along the long molecular axis with a smooth adiabatic turn on
followed by a constant value E0.

8.2.4
Lattice Energy

The essential elements in implementing the ion dynamics are the choice of the
functional forms of the different energy contributions to the system. In the general
case of three-dimensional molecules a standard classical force field potential such
as CHARMM (Chemistry at HARward Macromolecular Mechanics) [63, 64] can be
used to calculate the energy contribution from the σ -electrons. We use a slightly
simplified version of this potential in our studies [65]:

Vσ (t) = K1

2

∑
〈nm〉

(rnm(t) − a)2 + K2

2

∑
〈nml〉

(ϑnml(t) − ϑ0)2

+ K3

∑
〈nm〉

[1 − cos(θnm(t) − θ0)] (8.17)

Together with the kinetic energy of the ions the total lattice energy is

Elatt(t) = Vσ (t) + 1

2

N∑
n=1

Mn ṙ2
n (8.18)

The summations in the equation above run over unique bonds, bond angles, and
torsional angles and K1, K2, and K3 are the force constants associated with deviations
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in bond lengths rnm(t) = rnm(t) − a, bond angles ϑnml(t) = ϑnml(t) − ϑ0, and
torsion angles θnm(t) = θnm(t) − θ0 from the undimerized planar structure, i.e.,
{a, ϑ0, θ0}, respectively.

With PPV as our model system the values of K1, K2, and K3 are chosen so as
to provide a ground state geometry which is as close as possible to that obtained
from first principles calculations and in addition provides realistic phonon mode
frequencies: K1 is set to 37.0 eV/Å2 which in combination with the parameters of
the electronic Hamiltoninan (Eq. (8.13)) provides bond lengths and C–C stretch
frequencies that are close to those obtained from first principles calculations [22].
The bond angles potential has no direct coupling to the electronic systems and
the value of K2 is determined entirely from the ground state geometry of PPV:
K2 = 20 eV/rad2 [62]. In order to obtain reference values for the frequencies and
magnitudes of out-of-plane phenylene ring torsion in PPV, we employed the Tinker
software package [66] and performed a set of molecular dynamics simulations
at room temperature on small PPV oligomers such as trans-stilben. For these
simulations, we used an MM3 force field and a modified Pariser–Parr–Pople
(PPP) method for the self-consistent field (SCF) molecular orbital calculations for
the π -system. In particular, we find that the time period for the torsion of the
phenylene rings with respect to the vinylene segment in trans-stilben is roughly
1.4 ps. With this as a reference, we determine the value of K3 in Eq. (8.17),
which regulates the time period for phenylene ring torsion in our model, to be
K3 
 0.1 eV [62].

8.2.5
Electron-Lattice Dynamics III

Having defined the constituent parts of the π -electron Hamiltonian, the σ potential
and kinetic energiy of the ions it follows that Eqs. (8.9) and (8.11) are coupled via
the π -electronic wavefunction �π and therefore must be solved simultaneously.
There are several approximation levels that can be used to describe electron-lattice
dynamics [58]. In the simplest form, the adiabatic approximation, the potential
energy and the ionic forces are derived within the Born–Oppenheimer approxi-
mation based on the solution to the time-independent Schrödinger equation. In
our case this approach is not valid since, as discussed above, we would like to
include electron transfer by means of tunneling or thermally activated hopping
events in our model. Furthermore, the dynamics can be studied either within the
mean-field approximation [4, 67] or with correlation effects taken into account. In
our case, since we are interested in relatively large systems studied over several
femtoseconds, we are effectively restricted to the former approximation level. This
approach is the standard approach in studies of electron transport, in which the
energy exchange between the electronic system and the lattice is not the dominat-
ing process [67]. The mean-field approach is, however, less good in capturing the
details of processes such as Joule heating [58].

The time-dependent molecular orbitals of the π -system are denoted by |ψν (t)〉,
where ν is the orbital index. These orbitals are now expressed in a basis set of
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atomic orbitals, φn, in the following way:

|ψν (t)〉 =
N∑

n=1

Cnν (t)|φn〉 (8.19)

where Cnν (t) are the time-dependent expansion coefficients in the linear combina-
tion of atomic orbitals.

The mean-field approach discussed above corresponds to that the electrons
influence the ions via the time-dependent electron density

ρnm(t) =
N∑

ν=1

C∗
nν (t) fνCmν (t) (8.20)

where fν ∈ [0, 1, 2] is the time-independent occupation number of the νth
time-dependent molecular orbital. Using the generalized Hellmann–Feynman
theorem for the ionic forces [4], Eq. (8.11) then resolves into

Mn′ r̈n′ (t) = −∇r
n′ Vσ −

N∑
ν=1

n,m=1

fνC∗
nν (t) 〈φn|∇rn′ Ĥ(t)|φm〉 Cmν (t) (8.21)

where the expansion coefficients Cnν (t) are obtained from the following equation
derived from Eq. (8.9):

i�Ċnν (t) = −ernE0(t)Cnν (t) −
∑

m∈〈nm〉
βnm(t)Cmν (t) (8.22)

In the simulations of excited state dynamics, energy is inserted in the system in
the form of electron excitations. In this situation, the excess energy is transferred
from the electronic system to kinetic energy of the ions and we need to include
additional degrees of freedom to accommodate the excess energy. This is done
by introducing a fictitious coupling to the surrounding via a viscous force acting
on the ions in the system: −γ ṙ

n′ (t). This force is added to Eq. (8.21) in the
simulations presented in Section 8.3.4. We also make use of the lattice energy
to include temperature in the simulations by initiating the simulations with a
nonzero kinetic energy. In principle, the same procedure as that used in ordinary
molecular dynamics simulations can also be applied here, even though so far we
have not emphasized this in the development of the method.

The coupled differential equations (8.21) and (8.22) are solved numerically using
a Runge–Kutta method of order 8 with step-size control [68], which in practice
means a time step of about 10 as. Furthermore, we use a ‘‘global time step’’ of
1 fs and take as the starting wavefunction the solution to the time-independent
Schrödinger equation of the atomic configuration at t = 0 fs.

In order to study also the nonadiabaticity of the charge transport process, we
expand the time-dependent molecular orbitals |ψν(t)〉 in a basis of instantaneous
eigenstates of the π -electron Hamiltonian, |ϕµ〉,

Hπ |ϕµ〉 = εµ|ϕµ〉 (8.23)
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In the equation above the explicit time dependence is suppressed even though
the solutions at different instances of course differ from each other via the time
evolution of the π -electron Hamiltonian (see Eq. (8.22)). The linear expansion is
expressed as

|ψν (t)〉 =
N∑

µ=1

ανµ(t)|ϕµ〉 (8.24)

where ανµ(t) = 〈ϕµ|ψν (t)〉 is the overlap between the time-dependent molecular
orbitals and the instantaneous eigenstates. This overlap is unity if the dynam-
ics follows a single Born–Oppenheimer potential energy surface. However, if
two instantaneous energy eigenvalues, εµ and ε′

µ, are close to each other, the
time-dependent orbital can very well be a linear combination of these two elec-
tronic instantaneous orbitals (and no longer an eigenstate to Hπ ). To resolve
such a behavior we introduce the time-dependent occupation number, nµ(t) of the
instantaneous eigenstates µ as [67]

nµ(t) =
N∑

ν=1

fν |αµν(t)|2 (8.25)

Again, in the case of adiabatic dynamics, αµν (t) is diagonal and the time-independent
and time-dependent occupation numbers are identical. If a (nonadiabatic) hopping
event occurs there is a rapid change in nµ(t) of the donator orbital from unity to
zero and a corresponding change in the acceptor occupation number from zero to
unity. In the result section below we will point at these different events that occur
during the dynamics.

8.3
Results

In this section we present results from simulations that we have performed using
the ELD approach. As stated above, we have limited the presentation to PPV
systems and include below the cases of interchain and intrachain polaron transport
as well as recent results of the effect of torsional dynamics. In the last part of
this section we discuss the dynamics following electronic excitations across the
HOMO–LUMO bandgap. The simulations include both adiabatic and nonadiabatic
dynamics, where the nonadiabatic effects are monitored by the time evolution of
the occupation number given by Eq. (8.25).

8.3.1
Intrachain Polaron Dynamics

The ground state of a single PPV chain with one excess electron (or hole) contains
a polaron lattice defect to which the excess charge is localized. The extension
of the polaron is about 4–5 phenylene–vinylene units. When an electric field is
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turned on the polaron experiences a slope in the potential energy surface and
starts to move in the direction opposite to (along) the electric field. The dynamics
of this process is depicted in Figure 8.5. In a single ideal polymer chain without
defects or disorder, and if the field is switched on slowly (adiabatically) this
motion occurs on a single potential energy surface. The surface has some barriers
for motion since the dynamics involves displacement of the central part of the
polaron from one C atom to the next. However, since the polaron is extended over
several carbon atoms, these barriers are very small compared to both temperature
fluctuations and the kinetic energy of the polaron, and in practice the polaron
moves at a velocity which is determined by the field strength. From simulations
at finite temperatures we observe very clearly how these phonons interact with the
polaron and some of the phonon energy is transferred to kinetic energy of the
polaron. When the polaron is moving under the influence of the external electric
field, there is a constant dissipation of energy from the electronic system to the
lattice in the form of a ‘‘bow-wave’’ that moves with the velocity of sound away
from the polaron toward the ends of the polymer chain. If the electric field is
switched off, however, this energy dissipation stops and the polaron moves up
and down the polymer chain bouncing at the chain ends with very little energy
dissipation.

The polaron drift process has some interesting features. In particular we have
noted that [69] the velocity can exceed the sound velocity. This process is explained
by the fact that the acoustic phonons that are associated with the polaron at
subsound velocities, and that correspond to a local contraction of the polymer chain
in the region of the polaron, can be left behind when the polaron moves along the
chain. The supersonic polaron is therefore considerably lighter than the polaron
at rest and also considerably more localized. In the case of trans-polyacetylene,
we have calculated the polaron width to be reduced by a factor around 3 when it
undergoes the transition into supersonic velocities which occurs at a field strength
of about 1.3 × 104 V/cm.
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8.3.2
Interchain Polaron Dynamics

We then turn to a system consisting of two chains placed besides each other
and overlapping by 50 C sites. The first chain consists of 140 sites and contains
the polaron at the start, the other chain is a perfectly dimerized 300 site chain.
The orthogonal hopping integral, i.e., the hopping between a site on one chain
and a nearest-neighbor site on an adjacent chain, was set to t⊥ = 0.1 eV. The
diagonal hopping integral, i.e., the hopping between next nearest neighbors on
adjacent chains, was set to td = 0.05 eV. Simulations were carried out for a number
of different field strengths ranging from 104 to 6 × 105 V/cm. Three regions of
markedly different behavior of the polaron dynamics are displayed in Figure 8.6,
representative for field strengths in three different regions. In all cases the polaron
starts to move on the short chain with constant speed as discussed above. When it
reaches the end of chain 1, i.e., the region where the chains interact, the polaron
(both charge and distortion) gets stuck for fields lower than E0 = 8 × 104 V/cm,
as shown in Figure 8.6(a). For a slightly higher field strength, E0 = 9 × 104 V/cm,
the polaron jumps over to the second chain, but it has too low energy to continue
moving with constant velocity and just oscillates at the beginning of the chain
(this behavior is not displayed in Figure 8.6). At a field strength of 1 × 105 V/cm
the polaron remains at the first chain end for about 100 fs (see Figure 8.6(b)). It
oscillates back and forth due to the potential of the electric field and the barrier
energy barrier caused by the chain end. After this ‘‘waiting time’’ it has gained
enough energy from the electric field to jump over to chain 2. It recollects and
continues to move as a polaron along the second chain, see Figure 8.6(b) – first at
a slightly reduced velocity as compared to the velocity on chain 1 but after some
time it gains velocity and eventually behaves exactly as on the first chain. Thus our
simulations show that interchain polaron transport is possible at sufficiently high
field strengths. This behavior persists up to a field strength of about 3 × 105 V/cm
but with shorter and shorter waiting times.
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Figure 8.6 Time dependence of a polaron moving in a
two-chain system with different electric field strengths E0.
(a) Region I: E0 = 0.8 × 105 V/cm; (b) Region II: E0 = 1 ×
105 V/cm; (c) Region III: E0 = 3 × 105 V/cm.
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Now focus on the same system but for high fields, E0 >∼ 3 × 105 V/cm
(see Figure 8.6(c)). Like in the previous case the polaron jumps over to chain 2,
leaving a trace of phonons behind on chain 1. However, the charge appears to be
delocalized on chain 2, having difficulty to recollect. It is possible to see that some
localized lattice distortion is traveling along the chain and is scattered at the chain
end but this can no longer be regarded as a polaron. Clearly, in this case the excess
energy in the system creates too much disturbance, e.g., in the form of phonons
in order for the polaron to be formed on the second chain. In a real physical
system, e.g., a OLEDs or OFETs, excess energy will to some extent be transported
away in the form of heat, which might lead to a stabilization of the polaron at
slightly higher field strengths than 3 × 105 V/cm. For even higher fields, about
4 × 105 V/cm the polaron starts to dissociate already on the first chain as described
for the single-chain system above.

In Figure 8.7, we present polaron dynamics in a three-chain system, each chain
being 140 sites long. The first two chains are placed as described above, the third
and second chains are spatially related to each other as the second chain to the first.
The chain overlaps are again 50 sites. We study the system with the same intra-
and interchain hopping as discussed above and for the electric field strength we
choose to study the intermediate region, e.g., E0 = 2 × 105 V/cm, see Figure 8.7.

Even in this case we see that the polaron jumps nicely from chain 1 to chain 2
and from chain 2 to chain 3. The fact that it actually manages even the second jump
indicates that the polaron on the second chain is not different from the initial one.

8.3.3
Torsional Dynamics

The next step in the simulations comprise the impact of torsion dynamics on the
charge transport process along the PPV chain [62]. As pointed out by Papanek
et al. [25], almost all vibrational modes below ∼322.62 cm−1 can be attributed to
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ring librons. In particular, they found that both the phenyl rings and the vinylene
segments can be regarded as almost rigid units in this low-frequency regime and
that the vibrational modes involve the rotations about and bending of the C–C
bonds connecting the phenylene and the vinylene units. In our simulations we
keep both the phenyl ring and the vinylene units planar and only allow for torsions
around the bond connecting these two units (see Figure 8.4 above). Such slow
ring motions can occur at the same timescale as charge transport which makes
studies of torsional dynamics in combination with charge transport particularly
interesting.

Another important observation by Papanek et al. [25] is that the motion of the
phenylene rings is decoherent. This feature can be introduced into our system by
initiating the system in a coherent state, e.g., with θj(0) 	= 0◦ and θ0 = 0◦, and wait
for the system to reach the decoherent state. This process is, however, extremely
time consuming and thus not suitable even for very small systems. Instead, we
chose to initiate the system with all phenylene ring torsions fixed to the same
value ({θj(0)} = 0◦, 10◦, and 20◦) and let the torsion dynamics for each individual
phenylene ring start randomly during a certain period of time (typically 900 fs). By
means of this deterministic initiation procedure, the time evolution of phenylene
ring torsion in the system, and thus also the resonance integral strength (see
Eq. (8.13)), will be uniquely defined. It should be emphasized, however, that the
charge transport processes observed in systems with different random sequences
in the order in which the torsions start do not differ qualitatively from each other,
wherefore the results presented and discussed below represent general features of
this type of system.

For future references, it should also be pointed out that the kinetic energy in
our system is slightly lower than in real PPV oligomers due to the restriction of
keeping all torsion angles other than {θj} at 0◦ (or 180◦). The fact that not all
degrees of freedom are activated means that we cannot calculate the temperature
directly from the average kinetic energy. Instead, we have made comparison with
molecular dynamics simulations on PPV oligomers. These simulations show a
standard deviation in the distribution of {θj} of 24◦ at room temperature [70], which
is in good agreement with the large amplitude initial value of {θj}|t=0 = 20◦ used
in this work. The smaller amplitude value of {θj}|t=0 = 10◦ also studied here thus
corresponds consequently to low temperatures.

The chain is charged with one additional electron in the ground state polaronic
configuration, but without an external electric field applied (unbiased system). In
Figures 8.8(a)–(c) are shown the results for PPV oligomers with 31 rings and
initial torsion angles, {θj}|t=0, at 0◦, 10◦, and 20◦, respectively. The left panels
display the time evolution of the net charge density per monomer, i.e., the charge
density associated with the polaron, and in the right panels the corresponding
dynamics of the occupation number (Eq. (8.25)) of the instantaneous eigenstates
are shown.

In the case of {θj}|t=0 = 0◦, the polaron is stable and resides at the center of the
chain as expected for a finite-sized system. The presence of an acoustic phonon
bouncing back and forth through the system does, however, introduce a periodic
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Figure 8.8 In the left panels of (a), (b),
and (c) are shown the time evolution of
the density of charge per monomer in PPV
oligomers with 31 phenylene rings and
identical onset procedures for ring torsion
dynamics but with different initial torsion

angles at {θj}|t=0 = 0◦, 10◦, and 20◦, respec-
tively. In the right panels of (a), (b), and (c)
are shown the corresponding time evolution
of the occupation number of the instanta-
neous eigenstates.

fluctuation in the density of charge. The width of the polaron agrees with that
observed in an earlier work [32].

A dramatic change in the behavior of the system occurs when the torsion
dynamics is initiated. In the left panels of Figures 8.8(b) and (c) for the systems
with {θj}|t=0 = 10◦, and 20◦, we no longer observe a polaron resting at the middle of
the PPV chain but rather a diffusive propagation of the charge carrier spurred into
motion by the presence of ring torsion motion. We also find that the polaron motion
is much more restricted in the system with {θj}|t=0 = 20◦ than for {θj}|t=0 = 10◦ and
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that it moves more slowly through the former system due to the greater impact of
ring torsion on the reduction of the resonance integral strength, βj (see Eq. (8.13)).

Another important observation is that the polaron is considerably more localized
when θj(0) 	= 0◦ compared to the completely planar system. For {θj}|t=0 = 20◦ the
polaron extends over 2–3 phenylene–vinylene units only. This is a consequence of
the increase in total electron–phonon coupling which results from the cosine-term
in Eq. (8.13) (in addition to the usual SSH coupling to bond-length changes [19]).
We also note that the polaron can be destabilized by the motion of the phenylene
rings. This is the case at t ∼ 2600 fs in the system with {θj}|t=0 = 20◦ and we
observe in the left panel of Figure 8.8(c) a delocalization of charge to two different
regions of the system. From the right panel of Figure 8.8(c) it is clear that this
is a nonadiabatic event with the simultaneous occupation of two instantaneous
eigenstates. Multiple level occupation of this kind is also observed in the occupation
spectrum for the system with {θj}|t=0 = 10◦, but correlates in this case to events
when the charge carrier breaches potential energy barriers introduced through the
dynamics of ring torsion.

To obtain a more detailed picture of the dynamics that governs diffusive charge
transport processes, we reproduce in Figure 8.9(a) the time evolution of the density
of charge per monomer displayed already in the left panel of Figure 8.8(c) for
a PPV oligomer with {θj}|t=0 = 20◦ (corresponding to room temperature) and in
the right panel the corresponding dynamics of the resonance integrals, βj, across
each interconnecting bond between a phenylene ring and a vinylene group in that
system. Also displayed Figure 8.9(b) is the superimposed trace of the center of the
local density of charge. Keeping in mind that βj does not change in time before the
onset of ring torsion and that the darker regions in Figure 8.9(b) represent weak
resonance integrals, it is obvious by following the trace of the polaron that the
charge carrier is localized by the dynamics of the lattice to regions with consistently
large values of the resonance integrals. According to Eq. (8.13) the modulation of
βj is governed by the dynamics of both θj and the variations in the interatomic
distance across the associated bond. However, when comparing the time evolution
of these three quantities it is found that the modulation of βj due to bond length
variations rj is less pronounced than that for θj and of a much higher frequency
than that observed in the right panel of Figure 8.9. The correlation between
the dynamics of θj and βj is, however, very strong. We therefore conclude that
the intrachain diffusive charge transport process in PPV oligomers is controlled
by the dynamics of ring torsion and that the bond length vibrations are of less
importance for the mobility of the polaron. Note though that these vibrations are
responsible for high-frequency shifts in the position of the center of the polaron
between two neighboring monomers, which are also visible in Figures 8.8 and 8.9.

As discussed above, in the model we are using a value of K3 (and therefore
also the torsional frequency) determined on the basis of MD simulations. In the
literature there are reports of different frequencies [25, 56] of the normal modes
associated with the torsional degrees of freedom. In order to incorporate a wider
range of possible torsional frequencies in our study we have performed simulations
similar to those shown in Figure 8.9 but with different values of K3 in the range
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Figure 8.9 (a) It shows the time evolution
of the density of charge per monomer in a
PPV chain with 31 phenylene rings and ini-
tial torsion angles at {θj}|t=0 = 20◦. The net
charge density is depicted in grayscale. (b)
It displays the resonance integral strength,
β, across each bond between a phenylene

ring and a vinylene group in this system.
The grayscale to the right shows the value
of β in electron volt. Note that the dark re-
gions represent low values of β, which act
as barriers for charge transport. The solid
line (b) indicates the position of the center
of the local density of charge in (a).

[0.01, 1.0] eV. The results from these simulations show that it is only the timescale
of the system dynamics that changes with the value of K3; the lower the torsional
frequency, the longer time it takes for the charge to traverse the system, but the
principal dynamical behavior remains the same.

Due to the close correspondence between βj and θj, the right panel of Figure 8.9
also provides a fair representation of the ring torsion dynamics in the system. We
note that while some ring torsion angles are suppressed others are enhanced such
that the maximum torsion angles observed during the dynamics of the system
actually reaches as high as 35◦ (given an initial torsion angle {θj}|t=0 = 20◦), which,
e.g., is the case for θ40 and θ41 of the 20th phenylene ring at t 
 2.2 ps. A similar
behavior is also observed in the molecular dynamics simulations [70].

Following the polaronic trace superimposed on the dynamics of βj in the right
panel of Figure 8.9, we have identified two mechanisms that influence the diffusive
motion of polaronic charge carriers in this type of systems. The first is the
evolution of regions with low values of βj that act as potential energy barriers for
polaron propagation. The second is the evolution of regions along the chain where
the resonance integrals are consistently strong and toward which the polaron is
attracted. The interplay between these two mechanisms is such that the polaron
will localize to the region of the chain with the highest values of βj provided that the
charge carrier is able to breach the intersecting potential energy barriers that arise
due to ring torsion. Such regions can be regarded as traps for the charge carrier.
One way to make jumps out of the trap more probable is to introduce an electric
field. For this purpose we repeat the previously detailed simulations associated
with the results presented in Figure 8.8 but with the external electric field supplied
in accordance with Eq. (8.16).

The left panels of Figures 8.10(a) and (b) show the time evolution of the
density of charge per monomer for two PPV oligomers with identical initial state
configuration and onset conditions to the system in the left panel of Figure 8.9.
The center panel shows the time evolution of the occupation number of the
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Figure 8.10 The left panels of (a) and (b)
show the time evolution of the density of
charge per monomer in two PPV chains with
31 phenylene rings and initial torsion angles
at {θj}|t=0 = 20◦, but with an external elec-
tric field (E0 = 5.0 × 104 V/cm2) switch on
smoothly at ts = 1400 fs over a time period
of 25 fs (a) and 200 fs (b), respectively. The
solid horizontal lines indicate ts and tf . Note
that in (a) these two times appear as one
thicker line due to the short switch-on time.
In the center panels are shown the corre-
sponding time evolutions of the occupation

number per molecular level. The LUMO of
the neutral system is molecular level 124,
followed by LUMO+1 (125), LUMO+2 (126),
etc. The right panels show the time evo-
lutions of the resonance integral strength
across each bond between a phenylene ring
and a vinylene group. The grayscale to the
right shows the value of β in eV. Note that
the dark regions represent low values of β,
which act as barriers for charge transport.
The solid lines in the right panels indicate
the positions of the center of the local den-
sity of charge in the left panels.

instantaneous eigenstates associated with the two systems and the right panel the
time evolution of βj.

The external electric field is switched on adibatically at 1400 fs and reaches
its maximum amplitude E0 = 5.0 × 104 V/cm at 1600 fs as indicated by the solid
horizontal line. After this switch-on period the electric field strength is kept
at E0 = 5.0 × 104, a field strength which represents typical values in molecular
electronic devices [42].

With reference to the dynamics of βj displayed in the right panels of Figure 8.10
this means that the field is introduced at a point in time when the charge is localized
to a narrow region around the 26th monomer. The charge carrier approaches a
region where the torsion of phenylene rings is so strong and the corresponding
potential energy barriers consequently so high that not even the assistance of the
electric field will enable the charge carrier to breach the barrier at a certain point
in time. Eventually, though, the barrier height is reduced by the torsion dynamics
of the rings and the charge carrier will be able to continue to propagate through
the system. For the simulation displayed in Figure 8.10 this occurs at t = 1900
fs. However, the propagation is not an adiabatic polaron drift process. Instead we
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observe a temporary destabilization of the polaron and a corresponding change in
the occupation from level 124 (which is the LUMO level of the neutral system) to
level 125. Thus, there is a clear signature of a nonadiabatic charge transfer process
in this case. The destabilization of the polaron is due to the fact that the acceptor
level (level 125) initially is quite delocalized. We also notice that this state, when
it becomes occupied, stabilizes due to the electron–phonon coupling and after
around 200 fs (at t = 2100 fs) it crosses the donor level (level 124) and becomes the
lowest occupied molecular orbital.

The fact that the charge carrier transverses the PPV chain despite the presence of
barriers caused by ring torsions shows that the hopping contribution to the charge
transport plays an important role. Intrachain charge transport in the presence of an
external electric field is obviously not dramatically reduced by the disorder caused
by the dynamics of the ring torsions.

Correlating the dynamics of the time-dependent occupation number displayed
in the center panels of Figures 8.10 with the dynamics of the charge density (left
panels) and the resonance integrals (right panels), we find that the actual transition
across the barrier involves a situation where the charge density and the occupation
number split between multiple regions and multiple instantaneous eigenstates,
respectively. Such nonadiabatic transitions are likely to increase in numbers with
increased amplitudes of ring torsion since the number of barriers with a height
that require the assistance of the electric field for the charge carrier to be able
to traverse the system then also increases. In other words, multiple occupancy
of instantaneous eigenstates is more of a commonality in systems with higher
magnitudes of ring torsion angles than in those systems where θj is lower, provided
that the field is sufficiently strong for the charge carrier to actually breach the
potential energy barrier induced by the dynamics of ring torsion.

8.3.4
Dynamics in the Photoexcited State

The simulations presented in this section describe the evolution of the PPV system
following an excitation of the electronic system. The most relevant initial state
geometry to use in this type of simulation is the equilibrium geometry of the
ground state of the system. We will also discuss the effect of an initial state in
which some lattice vibrations have been excited, which simulates the effect of a
finite temperature. Note that the effects of the torsion dynamics have been omitted
in these simulations, although, according to the previous discussion most certainly
will affect the details dynamical behavior of the system. Simulations of this type
will, however, be performed in the near future.

The first system to study here is a single PPV chain with 20 repeat units (158
carbon atoms) [30]. This is a typical conjugation lengths in a PPV compound [47].
The results from the simulation, in terms of the calculated changes in the bond
lengths along the PPV chain as a function of time, are shown in Figure 8.11. The
simulation starts (at t = 0) with a vertical electronic excitation from the HOMO
to the LUMO. This excited state is initially delocalized over essentially the whole
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Figure 8.11 Time evolution of the bond
length order parameter for a 20 PPV unit
long chain excited from HOMO to LUMO.

system. After approximately 15 fs, the excited electron together with the hole in the
HOMO level localizes to the center of the chain and form a polaron exciton with
a width of approximately 4 phenylene–vinylene repeat units. This extremely fast
process has not been resolved experimentally, but it was concluded by Kersting
et al. [71] that the vibronic relaxations following an electron excitation is much
faster than the sub-ps timescale which they could resolve. The dark region in the
middle of the chain defines the region of the polaron exciton in which the chain
is deformed and the electron–hole pair resides. The excess energy that is released
from the polaron exciton when it undergoes the rapid structural relaxation is
transferred to local acoustic lattice vibrations that move up and down the polymer
chain with the velocity of sound.

During a first period of about 1.5 ps essentially no movement of the polaron
exciton is observed. There is however a considerable internal dynamics, the position
of the electron and hole wavefunctions change from side to side of the lattice defect.
The atoms within the region of the polaron exciton are also vibrating but these
vibrations are trapped by the exciton [72] and there is no collective movement of
the defect. After approximately 1.5 ps, however, the exciton suddenly starts to move
along the chain with a velocity of ∼0.2 Å/fs. As suggested by Onsager [73], this
motion follows a stochastical pattern, very similar to a Brownian type of motion
and is caused by scattering of the polaron exciton by the phonons that exist outside
the region of the exciton.

To further investigate the effect of these external phonons we let the chain
contain some excess initial energy. Here, the excess energy is introduced in the
form of random initial displacements of the individual carbon atoms (but could
equally well have been introduced via an initial random kinetic energy associated
with each atom). The total excess energy which is added to the system in this way
is 1 eV or about 6 meV per carbon atom. This extra energy causes the exciton to
move within a shorter period of time after the excitation, in this case in ∼900
fs. The bond length order parameter displayed in Figure 8.12 shows a very clear
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Figure 8.12 Time evolution of the bond
length order parameter for a 20 PPV unit
long chain excited from HOMO to LUMO
with extra lattice energy.

picture of a random motion of the polaron exciton up and down the chain. It is
also clear from this picture that the amplitudes of the lattice vibrations are much
larger than that in the previous case. Some of the vibrations are quite localized and
originate from the region of the creation of the exciton. In our representation of the
order parameter, the brighter regions correspond to an expanded segment of the
polymer chain. These regions bounce back and forth over the chain with a speed
of approximately 0.24 Å/fs, which for parameter values used here corresponds to
the sound velocity in the system.

If we take the next symmetric excitation, the HOMO-1 to LUMO+1 level, the
exciton is more delocalized over the chain (see Figure 8.13). There are two regions
along the chain to which the exciton initially is localized. After approximately 400
fs these two regions merge into one. This transition is associated with an electronic
transition from LUMO+1 to LUMO of the excited electron and a corresponding
transition of the hole from HOMO-1 to HOMO [74, 75]. If we go further and excite
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S
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Figure 8.13 Time evolution of the
bond length order parameter for a
20 PPV unit long chain excited from
HOMO-1–LUMO+1 excitation.
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from HOMO-2 to LUMO+2 we get three regions in which the exciton initially
exists (not shown here). The excited state has a life-time of about 150 fs before it
relaxes into the HOMO to LUMO excited state. The initial shape of the exciton
reflects the symmetry of the wavefunctions, which affect the geometry according
to Eq. (8.21). The shorter lifetime of the exciton is a result of a lower energy barrier
for scattering out of this state. The HOMO-3–LUMO+3 excitation first relaxes into
the HOMO-1–LUMO+1 excitation, which takes about 100 fs, and then reach the
final excitonic state of the HOMO–LUMO excitation.

The polaron exciton generated by the HOMO-1 to LUMO+1 excitation starts to
move directly after this final transition (see Figure 8.13). In this case, the energy
released by the electron during the relaxation process generates enough phonons
to scatter the polaron exciton and give it a nonzero velocity. Note that complete
relaxation to the ground state is not allowed in our model due to symmetry
restrictions. However, this dipole-allowed transition is very slow, of the order of
microseconds [76], compared to the timescale of the relaxation processes studied
here. Some transitions between higher lying states are also only dipole allowed
which might affect the relaxation process slightly. However, we believe that our
simulation gives a qualitatively correct description of the fast excitation dynamics
of PPV.

Above we have discussed the relaxation process in terms of electronic relaxation
and generation of lattice vibration, i.e., thermalization of hot excitations. The
vibrations that couple most strongly to the electronic system are of course those
that affect the bond lengths. The numerical values of these frequencies are, as
discussed above, dependent on the parameters that are used in the Hamiltonian (see
Sections 8.2.3 and 8.2.4). In our model we have not optimized these parameters to fit
experimental data for these frequencies. Experimentally, these most predominant
C–C stretching modes of PPV are found in bands around 1330 and 1628 cm−1

[77]. The difference between our results and the experimental data is partially due
to the fact that we do not include the hydrogen atoms explicitly. Therefore, any
contribution to the vibrational modes coming from degrees of freedom associated
with these atoms will be absent in our model. The effect of these errors in
vibrational frequencies on the results of our simulations is difficult to estimate.
Since the frequencies are too large in our model the energy stored in the lattice is
also larger than that in the real system. This indicates that the energy transfer from
the electronic system, in the case of hot excitations, is too fast in our simulations.

In order to include the effect of interchain interactions into our simulations we
have performed studies on a system consisting of two identical PPV chains, both
with a length of 20 repeat units. The two chains have an overlap of five repeat units
and are electronically coupled to each other via a nearest-neighbor interaction set
to 0.1 eV.

The initial HOMO to LUMO excitation for the two chain system is distributed
over both chains and localized to the region of the overlap. This localization reflects
the spatial distribution of the HOMO and LUMO orbitals. After a very short time
period, about 20 fs, the exciton is transferred to one chain but still localized to
the overlap region. With two identical chains the localization to a single chain is
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arbitrary. Otherwise, with two chains of different lengths (20 and 16 repeat units in
our simulation), the exciton appears on the longer chain. Similarly, when exciting
from HOMO-1 to LUMO+1 we get an excitation localized to two different regions,
one in the middle of each chain. After ∼400 fs the excitation relaxes down to the
HOMO–LUMO polaron exciton. In contrast to the case of a single chain, the energy
of the lattice vibrations is not enough to scatter the exciton out of the potential well
of the overlap in any of these two cases. We need an excitation from HOMO-2 to
LUMO+2 to get enough excess lattice energy to create a mobile exciton.

8.4
Summary

In this chapter we have presented the ELD method together with a few examples
that illustrate its features and the kind of information that is obtained from
simulations based on this method. The main advantage of the ELD method is
that it applies directly to regimes of interactions that relevant for many types of
polymeric and molecular-based systems, i.e., reasonably well-ordered systems that
provide either adiabatic paths for polaron transport or nonadiabatic paths with
rather large overlap between the initial and final states. Such paths are either
based on the tunneling across energy barriers or hopping over energy barriers
that are small compared to the energy fluctuations caused by temperature effects.
The nuclear dynamics is therefore treated classically and the equation of motion
is obtained from the Ehrenfest methodology, which corresponds to a mean-field
approximation in which the ions move in the potential field due to the average
charge density.

Using modern computers we can perform simulations of systems containing up
to approximately 500 carbon atoms and run the simulations during a period of time
that is relevant for this systems, i.e., the time of flight for a polaron to traverse the
system. Even though these are rather extended systems it is difficult to obtain data
that are directly comparable to experimental observation on macroscopic systems.
Thus, the main goal of future work is to scale up the calculations to even larger
systems, in order to make the simulation results more useful by means of a direct
experimental comparison. However, at the stage in the development of the method
that is summarized here we have reached a number of important conclusions
concerning polaron transport at the microscopic level. In particular we have
pointed at the features of transport that are the main limiting factors for transport
in highly ordered systems, namely the barriers caused by chain interruptions and
ring torsions. In particular, we have identified the regions of large overlap between
the neighboring units of the polymer chain as polaron traps. The possibility to cross
the barriers that surround these traps is highly dependent on the field strength
and it is likely that the polaron actually destabilized into an extended state during
transport. Thus, charge transport can be described in a process in which the charge
carriers from time to time are trapped as a polarons in regions of well-ordered
chains. During the nonadiabatic transport between such regions the carrier is in a
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short-lived high-energy state that does not couple strongly to phonons. It should be
noted that this picture of transport does not include situations for which the charge
carrier has to hop across regions of very low electron densities. Such processes are
very slow compared to the timescales studied here and therefore apply to highly
disordered polymeric systems.

Finally, we would like to point out that ELD can be used for studies of several
different dynamical processes in molecular or polymer-based systems. In addition
to the polymeric systems discussed here we have studied both charge transport
and internal conversion in pentacene molecular systems [35, 75] as well as charge
separation in PPV-C60 [69]. We are now working on an extension of the model
that include intermolecular electron–phonon coupling. In another project we are
replacing the simple tight-binding Hamiltonian with a self-consistent field approach
that will allow us to better describe the dynamics of, e.g., charge separation. We
are also looking into the possibility to replace the classical description of the lattice
with it quantum mechanical counterpart, which will make it possible to perform
studies deeper into the nonadiabatic regime of electron transfer. Thus, there are
many interesting studies yet to be performed using the ELD approach.
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9
Charge Transport along Isolated Conjugated Molecular
Wires Measured by Pulse Radiolysis Time-Resolved
Microwave Conductivity
Ferdinand C. Grozema and Laurens D. A. Siebbeles

9.1
Introduction

Over the last 10 years, there has been a growing interest in molecular electronics
because conventional chip manufacturing methods are rapidly approaching the
fundamental size limits that are dictated by the wavelength of the light used for
photolithography. Moore’s law predicts that the dimensions of the interconnect-
ing wires will decrease from about 50 nm presently used in computer chips to
approximately 10 nm within the next 10 years [1]. Therefore it is of considerable
fundamental and practical interest to study the properties of conjugated molecular
wires since these are the smallest wires imaginable [2–5]. An advantage of using
conjugated molecular wires is the possibility to control the chemical structure
through organic synthetic methods [6, 7]. The electronic properties of conjugated
molecular wires can be tuned to meet the desired properties for specific applications
by modifications in the backbone or by attaching electronically active side chains.
An example of such a modification is the inclusion of units in the backbone that
can be switched optically from conjugated to nonconjugated conformations. This
would result in a molecular wire that can be switched on and off by illumination
with different wavelengths of light [8, 9].

There are two main ways in which charge transport/transfer through conjugated
molecules is being studied [10]: direct current (DC) conductivity measurements on
single molecules between electrodes [11, 12] and spectroscopic studies of charge
transfer in donor–bridge–acceptor systems [13–15]. Both methods are discussed
in detail in other chapters of this book.

Although measurements using these approaches have led to a wealth of in-
formation on charge transfer through molecules they also have their limitations.
The conductance properties of single molecules in a DC measurement are often
determined to a large extent by the contact between the electrodes and the molecule.
In most single-molecule conductance experiments, the charge tunnels from one
electrode to the other without actually becoming localized on the molecule. As a
result, only limited information about the mobility of the charge on the wire is
obtained and no absolute values for the mobility of charges on a molecular wire
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have been published. Also in donor–bridge–acceptor systems, the charge tunnels
from donor to acceptor and the mobility on the bridging wire cannot be obtained
from measurements of the tunneling rate.

In this chapter, we review an alternative AC conductivity technique to study
charge transport along conjugated molecular wires. This so-called pulse-radiolysis
time-resolved microwave conductivity (PR-TRMC) technique involves generation
of charges on the conjugated chains by irradiation with high-energy electrons and
determination of the mobility by use of an oscillating microwave field, without the
need to apply electrodes [16–18]. This circumvents some of the inherent problems
encountered in DC experiments and, importantly, the motion of the charge is
probed while it is actually present on the conjugated chain. In the following
sections, we discuss the way in which the experiments are performed and give an
overview of results obtained for different conjugated polymer backbones.

9.2
Pulse-Radiolysis Time-Resolved Microwave Conductivity

As mentioned above, the PR-TRMC technique [16, 19–21] is a convenient way
to study the mobility of charges along π -conjugated molecular wires. Since no
electrodes are attached to the molecules, it is possible to determine the mobility
of charges moving along molecular wires in solution. In the pulse radiolysis
experiments, the sample of interest is irradiated with a short pulse of electrons
with a kinetic energy of 3 MeV, which is produced with a Van de Graaff accelerator
[22]. The use of ionizing high-energy electrons has advantages over generation
of charge carriers by laser flash photolysis. High-energy electron irradiation is
nonspecific in the sense that energy deposition in the sample is dependent only on
the electron density of the medium, regardless of the color or morphology. Another
advantage is the relatively large penetration depth of high-energy electrons. If a
laser is used, excitations are created with a concentration depth profile that depends
on the extinction coefficient of the material at the wavelength used. In the case of
high-energy electrons, a close to uniform distribution of ionizations/excitations can
be produced in bulk solids or liquid materials for depths of several millimeters [23].

The TRMC technique was developed in the early 1970s by Warman and De
Haas for measuring changes in the conductivity of a dielectric medium upon
generation of charges [24, 25]. Figure 9.1 schematically shows the principle of TRMC
measurements. If a medium does not contain charges that are mobile, microwaves
can travel through this medium without being attenuated and the transmitted
microwave power is the same as the incoming microwave power. If mobile charges
are generated in the medium by a pulse of high-energy electrons, they can carry out
a forward and backward drift motion and follow the oscillating electric field of the
microwaves. This motion leads to an absorption of microwave power and hence an
attenuation of the microwaves that are transmitted by the medium.

The primary information obtained from TRMC measurements is the rela-
tive change in microwave power �P/P, which is proportional to the change in
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Conducting
medium

P

∆P

Figure 9.1 Schematic representation of the
attenuation of microwaves when propagating
through a conducting medium.

conductivity of the sample upon irradiation,

�P

P
= −A�σ (9.1)

where �σ is the change in conductivity and A is a sensitivity factor [25]. The
magnitude of the sensitivity factor A is dependent on the geometry of the cell
and on the frequency of the microwaves due to multiple reflections that occur at
dielectric interfaces. The relation between A and the dimensions of the cell and the
dielectric properties of the solution are known, thus the value of A can be calculated
for an arbitrary solvent [25].

Pulsed irradiation of a sample leads to the formation of transient charged
species. If these charges are mobile, their formation and decay can be monitored
as a function of time using TRMC as discussed above. As an example, a TRMC
transient is shown for pure benzene in Figure 9.2. The conductivity transients are
normalized to the radiation dose (D amount of energy deposited per unit mass
of sample expressed in Gy (= J/kg)), or equivalently, to the initial number of
electron–hole pairs generated in the sample.

During the 2-ns 3-MeV electron pulse from the accelerator, the conductivity of
the sample increases as mobile charges are created, reaching a maximum at the
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Figure 9.2 Radiation-induced conductivity in pure benzene
(solid line) and oxygen-saturated benzene (dotted line) upon
irradiation with a 2-ns 3-MeV electron pulse. The dashed
line is an exponential fit to the transient for pure benzene.
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end of the pulse. After the pulse, the conductivity signal decays due to trapping
and recombination of the charged species [17]. The conductivity in pure benzene
is mostly due to the motion of excess electrons that are generated upon irradiation.
These excess electrons have a high mobility (0.13 cm2/Vs) [26], whereas positively
charged benzene ions have to move by molecular diffusion leading to a low
mobility and hence a negligible contribution to the conductivity signal [27]. In the
experiments discussed in this chapter, we are primarily interested in the motion of
positive charges along conjugated polymer chains. Therefore, the experiments are
performed in oxygen-saturated benzene solutions. The presence of oxygen leads
to a rapid trapping of the excess electrons according to Eq. (9.2):

e− + O2 → O2
− (9.2)

The trapping of electrons on O2 leads to a very rapid decay of the conductivity after
the irradiation pulse in oxygen-saturated benzene, as shown in Figure 9.2.

When a conjugated polymer is added to the oxygen-saturated benzene solution,
the radiation-induced conductivity transients change rather dramatically. This is
shown in Figure 9.3 for a solution containing one of the most extensively stud-
ied conjugated polymers, poly(2-methoxy-5-[2′-ethyl-hexyloxy]-phenylene vinylene)
(MEH-PPV). As noted above, benzene radical cations have a very low mobility
and do not contribute to the conductivity signal in pure benzene. However, they
can diffuse through the solvent and eventually undergo charge transfer to the
conjugated polymer chains via Eq. (9.3):

Bz+ + PPV → Bz + PPV+ (9.3)

Hole transfer from the benzene solvent to poly(phenylene-vinylene) (PPV) via Eq.
(9.3) occurs due to the lower ionization potential of the polymer. The conductivity
is seen to increase after the electron pulse on a timescale of hundreds to thousands
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Figure 9.3 Radiation-induced conductivity (dashed lines,
left-axis) and transient optical absorption measured at 1.3 eV
(solid line, right-axis) for an oxygen-saturated solution of
MEH-PPV in benzene as a function of time.
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Figure 9.4 Radiation-induced
conductivity in benzene solution of
MEH-PPV for different concentration
using a 10-ns pulse. From top to bot-
tom: 1.25, 1.0, 0.75, 0.5, and 0.25 µM
(polymer concentrations). The dotted
lines are kinetic fits to the conductivity
transient where all parameters except
the polymer concentration were kept
constant.

of nanoseconds. This after-pulse growth becomes faster with increasing polymer
concentration (see Figure 9.4), in accordance with expectations based on Eq. (9.3)
as the underlying source. These results provide immediate qualitative evidence that
the mobility of positive charges on MEH-PPV chains is considerably higher than
that of Bz+ ions in benzene. Note that the large increase in mobility is due to the
motion of charge along the polymer chain rather than diffusional motion of the
polymer chains as a whole. As an independent confirmation that the conductivity
transient is indeed due to the motion of positive charges along the polymer chains,
we have also performed time-resolved optical absorption measurements. If the
transient absorption is monitored at the characteristic energy at which radical
cations in MEH-PPV absorb (1.3 eV) the exact same formation and recombination
kinetics are observed, see Figure 9.3 [28].

The conductivity eventually decays on a timescale of tens to hundreds of
microseconds. The timescale of the decay of the conductivity has been shown to
become shorter as the pulse duration increases, that is, as the concentration of ion
pairs formed in the pulse is increased. Accordingly, we attribute this decay to the
second-order charge recombination of PPV+ with O2

− according to

PPV+ + O2
− → PPV + O2 (9.4)

Using Eq. (9.1), the fractional change in microwave power absorbed by the solution
can be converted to change in conductivity as a function of time. The conductivity
is related to the concentration and the mobility of charges by

�σ (t) = e
∑

i

Ni(t)µi (9.5)

where e is the elementary charge and Ni(t) is the number density of charge carriers
of type i existing at time t. The mobility of the charges, µ, is a microscopic property
of the charges that determines the drift speed v, of a charge in an electric field E,
according to

v = µE (9.6)

In order to convert the conductivity to the charge carrier mobility for charges
moving along conjugated polymer chains in solution as shown in Figure 9.4,
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the concentration of charges has to be known as a function of time. These
concentrations can be obtained by solving the set of differential equations that arise
when all reactions that involve charged species are considered, with Eqs. (9.3) and
(9.4) being the most important ones. The procedure by which this is done has been
discussed in detail in previous work [17]. The quality of the fits made in this way
is illustrated in Figure 9.4 for a range of concentrations of MEH-PPV in benzene.
Ultimately, the important result from these fits is the charge carrier mobility, in
this case for positive charges along the polymer chains. The (microwave) mobility
determines the absolute height of the conductivity signal and was found to be
0.46 cm2/Vs for MEH-PPV [17].

9.3
Mechanisms for Charge Transport along Conjugated Chains

The measured charge carrier mobility depends on the frequency of the probing
electric field and is according to the work of Kubo et al. given by [29–31]

µac(ω) = − eω2

2kBT

∫ ∞

0

〈
�x2(t)

〉
cos (ωt) dt (9.7)

with e the elementary charge, ω the (radial) frequency of the probing electric
field, kB Boltzmann’s constant, T the temperature, and

〈
�x2(t)

〉
the mean squared

displacement of the charge. An implicit convergence factor exp (−εt) (lim ε → 0)
is understood in the integral [30].

According to this equation, the charge carrier mobility at a certain frequency of
the probing electric field is fully specified by the mean squared displacement of
the charge. This mean squared displacement can, in principle, have any functional
form, the only requirement for Eq. (9.7) to hold is that the charges are in thermal
equilibrium and the electric field is sufficiently weak to give rise to a drift velocity
of charges that increases linearly with field strength.

If the charge moves by normal Gaussian diffusion, the mean squared displace-
ment of charge carriers moving along an infinitely long polymer chain increases
linearly with time〈

�x2(t)
〉 = 2Dt (9.8)

where D is the diffusion constant. In this special case, the mobility does not depend
on the frequency and Eq. (9.7) reduces to the Einstein relation

µ = e

kBT
D (9.9)

Another limiting case for the mean squared displacement is ballistic motion where
the value of

〈
�x2(t)

〉
increases quadratically with time. In this case, the real part

of the mobility obtained from the Kubo relation in Eq. (9.7) is zero for all
frequencies. This is easily understood by considering the definition of the mobility
for a charge in a static electric field. The mobility is the ratio between the (constant)
drift velocity of the charge and the applied electric field, µ = v/E. This definition
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entails that there has to be dissipation of energy during the motion of the charge
in order obtain a nonzero mobility (without dissipation the speed would not be
constant). In a general case, the motion of the charge will be neither fully diffusive
nor ballistic but somewhere in between. More specifically, in the case of a charge
moving along a conjugated polymer chain, the motion of the charge can be almost
ballistic on a short planar part of the chain. On longer distance scales, the charge
will also encounter sections where the chain exhibits disorder in the form of
structural fluctuations, leading to scattering and dissipation. Therefore, the motion
over the full time range will be a combination of ballistic and diffusive motion.
The frequency-dependent mobility can be derived from the Kubo relation, provided
that the mean squared displacement as a function of time is known. The mean
squared displacement of a charge on a polymer chain is not accessible through
experiments, but can be obtained by numerical simulations.

Two limiting theoretical models for the description of charge transport can be
distinguished, depending on the degree of disorder in the material. Delocalized
charges in structurally ordered materials that undergo weak scattering on dynamic
fluctuations can be described by a Drude-like model. Localized charges in disordered
materials can be described by incoherent hopping models [32]. In the intermediate
regime where partially delocalized charges move in a weakly disordered energy
landscape, the charge transport can be described using a tight-binding model as
will be discussed in Section 9.6.

9.4
The Meaning of the Mobility at Microwave Frequencies

The measurements described in Section 9.2 of this chapter have been performed
for a wide variety of conjugated polymers. An overview of the microwave mobility
values obtained for both π -conjugated and σ-conjugated polymers is given in
Figure 9.5 [18]. As can be seen, the values cover a wide range for the different
polymers. While there is a tendency for the values for the carbon-based backbones
to be somewhat higher than for silicon, both classes contain some compounds
with mobility values well in excess of 0.1 cm2/Vs and others close to the limit of
the sensitivity of the measurements (∼0.01 cm2/Vs).

In the case of polysilicon chains, a perfect all-trans arrangement of the
sigma-bonds has been shown to be the optimal configuration for intrachain
electronic coupling [33–36]. On the basis of this, the lower mobility values for the
shorter alkyl-chain compounds, PAPS2 and PAPS4, are attributed to lower barriers
to conformations other than all-trans, which results in greater conformational
disorder and a decrease in the overall electronic coupling.

In the case of the carbon-based polymers, a perfectly coplanar arrangement of
the aromatic/ethylinic moieties should be optimal for electronic coupling between
neighboring p-orbitals and should favor rapid charge transport along the chain.
This could explain the much lower mobility found for the polythiophene compound
since the barrier to relative torsional rotation between neighboring units is much
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Figure 9.5 Molecular structure and microwave mobility of
positive charges measured at 34 GHz for several different
π - and σ -conjugated polymers.

lower than for PPVs [37]. Greater conformational disorder results in a smaller
average electronic coupling, which can be interpreted as a larger effective mass of
the charge carrier. On the basis of this, a lower mobility is predicted for the more
disordered conjugated backbone of P3HT [37].

The large mobility found for DEH-PF would appear to be anomalous since
rotation of the neighboring fluorene units about the connecting σ-bond might
also be expected to occur. This compound and a similar 9,9′-dioctyl derivative
have, however, been found to have an exceptional propensity for self-alignment
indicating a high degree of order along the chains [38]. This characteristic would
appear to be operative even in the dilute solutions and may explain the particularly
high mobility observed.

An additional unexpected result is also that the mobility for the ladder polymer,
MeLPPP, which should have the most rigid, coplanar backbone of all, was lower
than that for MEH-PPV and DEH-PF. The explanation for this apparent anomaly
may lie in the fact that MeLPPP has a branched structure with nonconjugated
branching points every 20–30 monomer units. Therefore, the MeLPPP consists of
a collection of relatively short conjugated segments in which the charge transport
may be hampered by chain ends.

The wide variety of mobility values and unexpected results for some of the
polymers have prompted us to examine the meaning of the charge carrier mobility
at microwave frequencies in more detail. More specifically, we have considered
the effects of limited chain length on the microwave mobility and the relation
between the microwave mobility and DC mobility values that would be measured
for a molecule between electrodes. As evident from the Kubo relation discussed in
Section 9.3, the charge carrier mobility is, in general, dependent on the frequency of
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the oscillating electric field with which the charge transport is probed [31]. In order
to gain insight into the effects of chain ends on the measured microwave mobility,
we have considered the diffusive motion of a charge moving in one dimension
along a conjugated polymer chain with infinitely high barriers at the ends (i.e.,
the chain ends). By analytically solving the diffusion equations that arise from
these conditions, an expression can be obtained that relates the mean squared
displacement of the charge to its diffusion coefficient and the chain length. This
relation can be inserted in the Kubo relation, which yields the following equation
for the complex charge carrier mobility, µac, as a function of the frequency of the
probing electric field, f [39, 40],

µac( f ) = 8µdc

∞∑
k=0

[ck]−2

kBTµdc
ie(na)22π f

[ck]2 + 1
(9.10)

with ck = 2π (k + 1/2). In Eq. (9.10), kB is Boltzmann’s constant, T is the
temperature, a is the length of a repeat unit, i2 = −1, n is the number of units in
the chain, e is the elementary charge, and µdc is the DC charge carrier mobility,
that is, related to the diffusion coefficient, D, of the charge by the Einstein relation
(D = µdckBT/e). The real part of the mobility in Eq. (9.10) is due to motion of the
charge in phase with the oscillating electric field. In this case, the field performs
work on the charge by inducing a drift velocity and microwave power is absorbed
by the charges. The imaginary part of the complex mobility is due to motion of
charges with a velocity that oscillates out-of-phase with the microwave electric field.
This leads to a phase shift of the microwaves without absorption of microwave
power by the charges. In the remainder of this chapter, we will only consider the
real part of the charge carrier mobility.

The microwave mobility measured for a specific material is determined by the
intrachain DC mobility, the length of the polymer chain along which charge trans-
port is probed, and the frequency of the microwaves used. The real part of the
complex mobility as calculated with Eq. (9.10) is shown as a function of these three
parameters in Figure 9.6. The values of the three parameters kept constant in the re-
spective calculations are f = 30 GHz, µdc = 100 cm2/Vs, and n × a = 100 × 7.5 Å.
In Figure 9.6(a), the AC microwave mobility is shown as a function of the intrachain
DC mobility. For low-DC mobility (<1 cm2/Vs), the microwave mobility is equal to
the DC mobility; the motion of the charges is not significantly hindered by the chain
ends during the oscillation period of the probing field. As the DC mobility exceeds
a few centimeter square per volt second, the microwave mobility starts to deviate
from the DC mobility. This occurs at the DC mobility where the charge carrier starts
to encounter the ends of the polymer chain during the oscillation period, leading to
a lower measured microwave mobility. This can be understood since a charge only
contributes to the microwave mobility when its velocity is in phase with the mi-
crowave field. The latter effect becomes even clearer when the DC mobility exceeds
tens of centimeter square per volt second. At these high values of the intrachain DC
mobility, the chain ends strongly affect the high-frequency mobility, resulting in a
decrease of the real part of the microwave mobility with increasing DC mobility.
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Figure 9.6 Real part of the high-frequency mobility for
a charge carrier moving along a polymer chain as cal-
culated with Eq. (9.7) as a function of (a) DC mobility
( f = 30 GHz, n = 100), (b) number of repeat units per
polymer chain ( f = 30 GHz, µdc = 100 cm2/Vs), and (c)
probing frequency (µdc = 100 cm2/Vs, n = 100).

According to the explanation above, lengthening of the polymer chains should
have a strong effect on the measured microwave mobility. This is shown in
Figure 9.6(b) where the calculated microwave mobility is plotted as a function of
polymer chain length. For short chains (up to 100 repeat units), the motion of the
charge is severely hindered by the chain ends, leading to a low mobility. When
the polymer chain becomes longer, the microwave mobility increases (to reach the
intrachain DC mobility of 100 cm2/Vs) because the charge encounters the chain
ends less often during the oscillation period of the microwaves. Ultimately, for
infinitely long chains a charge can move freely without ever encountering a chain
end. In this case, the microwave measured mobility is equal to the DC mobility of
the charge along the chain.

A similar effect as reached by making the polymer chains infinitely long can be
obtained by increasing the frequency of the oscillating electric field. At a higher
frequency, the oscillation period is shorter and the charges encounter the chain
ends less often. This is illustrated in Figure 9.6(c) where the microwave mobility
is plotted as a function of the frequency for a fixed chain length and intrachain DC
mobility (100 repeat units and a mobility of 100 cm2/Vs). For a very low frequency,
the microwave mobility is zero since the charge is always ‘‘waiting’’ at the chain
ends for the microwave field to reverse direction. When the frequency is increased,
the measured microwave mobility increases, until it reaches the same value as
the intrachain DC mobility. It has experimentally been found that the mobility
increases with the frequency in the range 10–30 GHz [41]. A frequency dependence
of the charge mobility has also been demonstrated in the terahertz regime [42, 43].

The chain length and frequency dependence of the measured microwave
mobility should be carefully considered as described below for several types of
conjugated polymer. At the same time, measurement of the microwave mobility
for different chain lengths or at varying frequency yields important information
that makes it possible to derive values for the mobility at infinite chain length or
high frequency. This infinite chain value then corresponds to the mobility as it
would be measured for a charge moving along a chain between electrodes, in the
absence of injection barriers.
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9.5
Charge Transport along Ladder-Type PPP

Ladder-type poly-para-phenylene (LPPP) polymers consist of phenyl units that
are locked into a mutually planar configuration by bridging carbon atoms, see
Figure 9.7.

PR-TRMC measurements as described in Section 9.2 were performed on four
samples of LPPP with varying average chain length [39]. The change in conductivity
upon irradiation of solutions containing 0.315 mM (in monomer units) of the
polymer is shown as a function of time for the four samples in Figure 9.8. The
conductivity transients in this figure directly show the strong effect of the average
chain length on the measured microwave mobility, as can be expected based on the
discussion in Section 9.4. The microwave mobility was obtained from kinetic fits
that are also shown in the same figure. From these fits, microwave mobilities of
0.025, 0.036, 0.10, and 0.24 cm2/Vs were obtained for average chain lengths of 13,
16, 35, and 54 repeat units, respectively. This increase in microwave mobility with
chain length directly indicates that the motion of charges is hindered by the chain
ends for chain lengths up to at least 35 repeat units. The fact that we observe this
chain length dependence for the microwave mobility means that the charge must
diffuse over the entire length of the 35 units long polymer chain and encounter a
chain end on a timescale of the order of one period of the oscillating electric field.
From this, a minimum value for the intrachain DC mobility can be derived. For
one-dimensional diffusion, the mean squared displacement as a function of time
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Figure 9.7 Molecular structures of ladder-type poly-para-phenylene (LPPP) derivatives.
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is given by 〈x2(t)〉 = 2Dt, where the diffusion constant D is related to the intrachain
mobility of the particle performing diffusive motion (µintra) and temperature (T )
according to the Einstein relation D = µdckBT/e. Using a displacement equal to a
chain length of 35 repeat units (30 nm), and a migration time equal to one period
of the microwave field (30 ps), a value of 5 cm2/Vs can be deduced as a lower limit
to the intrachain mobility for positive charges moving along LPPP chains.

To gain more accurate quantitative insight into the effects of limited chain
length on the charge carrier mobility measured by microwave conductivity, we
have compared the experimental data with values obtained using Eq. (9.10). The
microwave mobility (at 34 GHz) was calculated as a function of the intrachain DC
mobility, see Figure 9.9.

For a good comparison, it is essential to average the mobility obtained from
Eq. (9.10) over the chain length distribution. For the LPPP chains considered here,
this was a Flory distribution with 5 ≤ n ≤ 75 [39]. The length of the LPPP chains
is the product of the number of repeat units and the length of one repeat unit
(8.3 Å). The results for the four average chain lengths are shown in Figure 9.9. The
mobility follows the trend as shown for the hypothetical case in Figure 9.6(a); at
low-intrachain DC mobilities, the microwave mobility is equal to the DC mobility,
while at high-intrachain mobilities the motion of the charge is severely hindered
by scattering at chain ends, resulting in a much lower value of the measured
microwave mobility.

In order to describe the experimental data in terms of the one-dimensional
diffusion model in Eq. (9.10), we need to determine the intrachain mobility
that gives rise to the experimental values for the microwave mobilities for the
four average chain lengths. Mobilities of the same order of magnitude as the
experimental values (denoted by the horizontal lines in Figure 9.9) are obtained at
low mobilities of a few tenths of square centimeter per volt second and at very high
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Figure 9.9 (a) Microwave mobility, µac, as a function of
intrachain DC mobility for average polymer chain lengths of
13, 16, 35, and 54 repeat units (from bottom to top). (b)
The experimental chain length dependence is reproduced
when assuming an intrachain mobility of 600 cm2/Vs.
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mobility values of a few hundred square centimeter per volt second. However, at a
low-intrachain DC mobility, almost no chain-length dependence would be observed
when the mobility is probed by the microwave field–contrary to the experimental
results. Therefore, the experimentally observed increase in the high-frequency
mobility with chain length cannot be reproduced with an intrachain mobility in
the order of a few tenths of square centimeter per volt second. This agrees with
the estimate made above that the intrachain mobility must exceed 5 cm2/Vs in
order to explain the chain-length dependence of the experimental results. The data
in Figure 9.9(b) show that the chain-length dependence of the microwave mobility
can be reproduced assuming an intrachain DC mobility close to 600 cm2/Vs.

For an intrachain mobility of 600 cm2/Vs, the charge carrier motion along the
polymer chains used in this study is severely hindered by the chain ends. Ac-
cording to Eq. (9.10), this means that the measured microwave mobility should
depend strongly on the frequency of the microwaves used. Therefore, we have also
performed PR-TRMC measurements using a microwave frequency of 10.6 GHz, in-
stead of 34 GHz. From these measurements a microwave mobility of 0.032 cm2/Vs
was obtained for the polymer with an average chain length of 54 repeat units. This
value is significantly (7.5 times) lower than the mobility found for the same polymer
at 34 GHz. Using Eq. (9.10) with 〈n〉 = 54, µdc= 600 cm2/Vs, yields a microwave
mobility of 0.031 cm2/Vs at of 10.6 GHz, which is in very good agreement with the
experimental value. From this, we can conclude that the frequency dependence of
the microwave mobility confirms that the intrachain DC mobility is indeed very
high.

From the measurements presented in this section, it becomes clear that the
DC mobility of charges along chains of conjugated polymers can be very high,
comparable to the mobility in some inorganic semiconductor materials. This shows
that there are no fundamental limitations to applying organic semiconductors in
the same way as their inorganic counterparts. More interestingly, the results
show that conjugated polymers that have a rigid planar backbone are attractive
candidates for application as wires in single-molecule devices. It should be noted
that using these polymers in solid-state devices also requires high order on the
supramolecular level. We have shown that a small amount of energetic disorder
caused by interchain interactions reduces the mobility by a factor 20 [44].

9.6
Effect of Torsional Disorder on the Mobility

The LPPPs that were discussed in Section 9.5 are restricted to a planar backbone
conformation by bridging carbon atoms, leading to a very high intrachain DC
mobility. Most conjugated polymers exhibit more conformational freedom, espe-
cially in solution. Examples of the latter include derivatives of phenylene-vinylene
(PV, see Figure 9.10), which have been widely studied due to their applicability in
organic light-emitting diodes.
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As shown above for the LPPPs, the chain-length dependence of the microwave
mobility gives valuable information on the intrachain DC mobility. Therefore we
have performed PR-TRMC measurements for a series of PPV derivatives that
contain a well-defined fraction of saturated bonds that are statistically distributed
along the polymer chains [28]. The introduction of saturated bonds breaks the
conjugated pathway. This restricts the motion of charges over finite length between
two saturated bonds. Additionally, we have considered two PV oligomers with a
well-defined length [41].

The PR-TRMC transients obtained for the MEH-PPV derivatives with conjugation
fractions of 100%, 85%, and 70% are shown in Figure 9.11. It is clear that
introduction of saturated units in the PPV chain strongly reduces the conductivity
(and hence the mobility) due to charges moving along the chains. The charge
carrier mobility values obtained from the analysis of these transients are listed in
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Table 9.1 Experimental and calculated microwave charge
carrier mobility for PV oligomers and polymers.

PV chain µexp (cm2/Vs) µcalc (cm2/Vs)

PV12 0.018 0.038
PV16 0.029 0.072
MEH-PPV (70%) <0.01 0.0029
MEH-PPV (85%) 0.04 0.018
MEH-PPV (100%) 0.46 0.46
MDMO-PPV (90%) 0.085 0.055

Table 9.1. The table also contains the mobility obtained for a 90% MDMO-PPV
for comparison. The mobility of charges along the chains is seen to decrease by
more than an order of magnitude upon going from 0.46 cm2/Vs for the fully
conjugated MEH-PPV to 0.04 cm2/Vs for a derivative with 15% of conjugation
breaks. After introduction of 30% of saturated units in the MEH-PPV backbone,
the signal reduces even more and only an estimate of the upper limit of the
mobility of 0.01 cm2/Vs can be given. These results show that charge transport
is severely limited by conjugation breaks; however, it is not immediately clear
whether the charges move on a single conjugated segment. Although it has been
found that charge transfer between neighboring conjugated segments occurs [28],
this process will always be much slower than transport along conjugated parts. In
fact, if the transport would be dominated by the transport over conjugation breaks,
the mobility would be much lower than the lower limit that can be measured in
our experiment. Therefore, the lowering of the mobility with increasing fraction
of conjugation breaks can be attributed to the reduction of the average length of
the conjugated segments. Similar to the situation for the ladder-type polymer, on
shorter segments the charge is hindered in its motion by the chain ends, leading
to a lower average mobility.

A very direct way to study the effects of finite conjugation length on the
measured microwave mobility is to consider conjugated chains of a well-defined
length. Therefore we have performed PR-TRMC measurements for the two PV
oligomers shown in Figure 9.10. The results of these experiments are shown in
Figure 9.12. This figure shows that even for a short chain consisting of 16 PV
units, a microwave conductivity signal is observed, although the signal is more
than an order of magnitude lower than that for the fully conjugated MEH-PPVs,
see Table 9.1. For the oligomer consisting of 12 PV units, the conductivity is
considerably lower.

9.6.1
Simulations of Charge Transport along Phenylene–Vinylene Chains

The analysis to obtain the intrachain DC mobility used for the ladder-type poly-
mers cannot be used for PPV derivatives. The reason for this is that PPV is
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Figure 9.12 Radiation-induced con-
ductivity for PV chains consisting of 12
(lower curve) and 16 (upper curve) re-
peat units. The smooth lines are kinetic
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not restricted to a planar conformation due to fluctuations of the torsional
angle between adjacent phenyl and vinyl units along the polymer chain. Con-
sequently, the polymer is broken up into sections that are relatively planar,
separated by sites with a large dihedral angle. This will lead to a frequency de-
pendence of the measured charge mobility even for infinitely long chains. Effects
of torsional disorder have been taken into account in numerical simulations
of charge transport based on the tight-binding approximation [41, 45]. In the
model, the PPV chain is represented by an alternating sequence of vinylene and
2,5-methoxy-substituted phenylene units. The time-dependent wavefunction, �(t),
of the charge moving along the polymer is taken to be a linear combination of the
highest molecular orbitals, �n, located on the individual repeat units according to

�(t) =
∑

n

cn(t, n0)�n (9.11)

In situations with fast dephasing due to interactions of the charge with vibra-
tions and solvent reorganization, the mean squared displacement of the charge
may be calculated by initially localizing the charge on a single unit; that is,
cn(t = 0, n0) = δn,n0 [45]. The time-dependent expansion coefficients of the basis
functions on the molecular units in the PV chain (cn(t)) are obtained by propaga-
tion of the wavefunction according to the time-dependent Schrödinger equation

i�
∂�(t)

∂t
= Ĥ�(t) (9.12)

In the tight-binding approximation, the diagonal matrix elements of the
Hamiltonian (Ĥ) correspond to the site energies (εi,i), that is, the energy of
the charge localized on a single-molecular unit in the PV chain. When only
nearest-neighbor interactions are taken into account, the off-diagonal matrix
elements of the Hamiltonian Ji,i±1 represent the electronic coupling or charge
transfer integral between adjacent molecular units. The other off-diagonal matrix
elements are zero in this approximation and the Hamiltonian matrix is given by
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H =




ε11 J12 0 . . . 0
J21 ε22

0
. . .

...
. . .

0 εNN




(9.13)

The mean squared displacement of the charge as a function of time can be
expressed in terms of the time-dependent site coefficients and the positions of the
molecular units〈

�2(t)
〉 =

∑
n,n0

f (n0)
∣∣cn(t, n0)

∣∣2
(n − n0)2a2 (9.14)

where f (n0) describes the initial distribution of the charge and (n − n0)a is the
distance between the orbitals at sites n and n0. cn(t, n0) is the coefficient of the
orbital at site n at time t for a state which was initially localized at n0.

The values of the charge transfer integrals, J, in Eq. (9.13) depend strongly on
the conformation of the polymer chain, particularly on the dihedral angle between
neighboring phenylene and vinylene units. Therefore, the polymer conformation
and temporal fluctuations of this conformation should be taken into account in the
simulations of charge transport. In Figure 9.13(a), the torsion potential is shown
as a function of the dihedral angle for di-methoxy-substituted phenylene unit with
respect to the vinylene. The torsion potential is minimum for a close to planar
configuration and maximum for a dihedral angle of 90◦. The asymmetry in the
potential energy surface around a dihedral angle of 90◦ results from the difference
in steric hindrance due to the two methoxy substituents at inequivalent sites on
the phenyl unit. The charge transfer integral between phenylene and vinylene as a
function of dihedral angle is shown in Figure 9.13(b). As expected, J is maximum
for a planar configuration and (almost) zero when the phenyl unit is perpendicular
to the adjacent vinyl unit. The structural fluctuations are taken into account in the
simulations by accounting for the rotational diffusion of the repeat units along
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Figure 9.13 (a) Torsion potential (b) and charge transfer
integral calculated as a function of the dihedral angle be-
tween neighboring vinylene and 2,5-methoxy-phenylene units.
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the polymer chains. The phenylene units are propagated during the simulation by
assuming rotational diffusion in the dihedral potential in Figure 9.13(a) and using
a rotational diffusion time of 200 ps [41, 45].

9.6.2
Mean Squared Displacement of a Charge on Phenylene–Vinylene Chains

Using the methodology summarized above, we have simulated charge transport
along PV chains of varying of lengths. Two illustrative graphs of the mean squared
displacement as a function of time are shown in Figure 9.14. The calculated mean
squared displacement for a positive charge on a PV chain consisting of 50 PV units
is shown in Figure 9.14(a). Initially, the charge rapidly delocalizes along the chain,
after which the mean squared displacement becomes constant. The mean squared
displacement for an infinitely long PV chain is shown in Figure 9.14(b). At short
times, the mean squared displacement is dominated by charges moving on the
relatively planar parts of the chain, leading to the initial (t < 5 ps) fast increase
in the mean squared displacement. After some time, the charge also encounters
larger torsional angles along the polymer chain and the motion will be determined
mostly by the largest angles where the charge transfer integral is small. Therefore,
after a few picoseconds, the motion of charges becomes diffusive; that is, the mean
squared displacement increases linearly with time and can be described by Eq. (9.6).

9.6.3
Mobility of Charges along Phenylene–Vinylene Chains

The mean squared displacement as a function of time for the PV chains as plotted
in Figure 9.14 can be used to obtain the mobility of charges by applying Kubo’s
relation (Eq. (9.7)) as discussed in Section 9.4. We have numerically integrated
the curves in Figure 9.14 according Eq. (9.7), to obtain the mobility as a function
of frequency as shown in Figure 9.15. The frequency dependence of the mobility
for the chain consisting of 50 PV units nicely illustrates the strong effect of the
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ing of 50 PV units and (b) an infinitely long PV chain.
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Figure 9.15 Charge carrier mobility as a function of fre-
quency calculated for a charge on (a) a chain consisting of
50 PV units and (b) an infinitely long PV chain.

chain ends on the mobility, see Figure 9.15(a). In agreement with the discussion in
Section 9.4, the mobility increases with the frequency of the probing electric field.
This shows that at higher frequencies, the charge encounters chain ends less often
during the oscillation period of the electric field.

For the PV chain that is infinitely long, the mobility of charge is independent of
the frequency below 10 GHz, see Figure 9.15(b), and has a value of 59 cm2/Vs. This
regime corresponds to the diffusive motion of the charge at times exceeding 5 ps in
Figure 9.14. At higher frequencies, the motion of charges is probed over a smaller
distance, and the mobility is dominated by the motion of charges on relatively
planar parts of the PV chain, that is, in between places where the dihedral angle
between adjacent molecular units is large. This results in the frequency-dependent
mobility at frequencies above 10 GHz and corresponds to the initial fast increase
in the mean squared displacement in Figure 9.14(b).

9.6.4
Comparison of the Calculated Mobility with Experimental Data

To compare the calculated results with the experimental mobility values found for
the oligomers PV12 and PV16, the mobility was calculated as a function of the
number of PV units in the chain for a frequency of 34 GHz. At this frequency, the
mobility of the charge carriers is strongly affected by the ends of the PV chain, as
can be seen in Figure 9.15. For chains longer than 500 PV units, the mobility at
34 GHz is found to be independent of the chain length and is as high as 68 cm2/Vs.
This value is slightly higher than the DC mobility found for the infinitely long
chain in Figure 9.15(b), due to the stronger limiting effect of large angles on the
mobility at low frequencies. Taking into account the ab initio character of the charge
transport calculations, the calculated values of the mobility for positive charges on
PV12 and PV16 are in good agreement with the experimental results (see the inset
of Figure 9.16 and Table 9.1).

For comparison of the calculated results with the experimental mobility values for
the polymers with broken conjugation, the mobility for the different chain lengths
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in Figure 9.17 are weighted according to a Flory distribution, where the probability
of segments consisting of m PV units is given by P(m) = (1 − p)pm−1, p being the
conjugation fraction. The mobility is found to decrease strongly with decreasing
conjugation fraction, or equivalently, with increasing fraction of conjugation breaks.
Introduction of only 5% of defects leads to a reduction in the mobility by 2 orders
of magnitude (see Figure 9.17). At 34 GHz, a calculated mobility of 68 cm2/Vs is
found for a fully conjugated (p = 1.00) PPV chain, which is equal to the mobility
found for the long (>500 units) PV oligomer chains, as expected. The calculated
values for the mobility are in good agreement with the experimental results (see
Figure 9.17 and Table 9.1). The mobility found experimentally for MEH-PPV
(p ∼ 1) can be reproduced by taking a conjugation fraction of p = 0.955. This
conjugation fraction is reasonable since a small percentage of defects is inevitably
induced during polymerization [46, 47].

The good agreement between the experimental and calculated microwave mo-
bility values demonstrates that the theoretical model is reliable. Hence, a high DC
mobility close to the calculated value of 59 cm2/Vs for infinitely long PPV chains is
to be expected when effects of conjugation breaks or chain ends are avoided.

9.7
Effect of Chain Coiling on the Mobility of Charges

In the two preceding sections, we have dealt with the motion of charges along poly-
mer chains that exhibit a relatively linear conformation in solution, meaning that
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Figure 9.18 Molecular structure of polyfluorene and fluorene–binaphthyl copolymers.

the charge moves primarily in one dimension. The assumption of one-dimensional
charge transport is valid for the ladder-type polymer LPPP and for PPV because
these chains are relatively straight and rigid, and in addition because the (conjuga-
tion) length of the chains was relatively short. If the conjugation length becomes
much larger or if the polymers chains are inherently coiled in solution, the
three-dimensional chain conformation has to be taken into account explicitly when
studying charge transport along such chains. An example of such an inherently
coiled conjugated polymer is polyfluorene (PF) as shown in Figure 9.18(a). The
coiled conformation of PF is a result of a nonzero bend angle, ϕ, and nonzero
dihedral (torsional) angle, θ , between adjacent fluorene units, see Figure 9.18(d).
The angle ϕ is 23.5◦, while the dihedral angle deviates around 45◦ from a planar
conformation. These two angles result in a persistence length of only 10 fluorene
units for the fully perfect PF shown in Figure 9.18(a). Incorporation of binaphthyl
units leads to an even more coiled chain conformation since the dihedral angle
between the two naphthyl units is almost 90◦. In fact, the incorporation of such
binaphthyl units has been show to influence the formation of ordered phases in
solid PF and thus markedly influences the chain conformation [48].

To gain insight into the effect of coiling, and to some extent conjugation breaks,
on the charge transport properties of PF chain we have performed PR-TRMC
measurements for polyfluorenes that contain varying fractions of binaphthyl units,
as shown in Figure 9.19. The fractions of naphthyl units in the PFs studied are
listed in Table 9.2, where also the chain length based on the number averaged
molecular weight is given. Additionally, we have performed experiments for an
alternating PF-binaphthyl copolymer.

The results of the PR-TRMC measurements are shown in Figure 9.19, together
with kinetic fits to the conductivity transients. The mobility values obtained from
the kinetic analysis are presented in Table 9.2. It should be noted that in this case the
mobility that is quoted actually refers to the (isotropic) three-dimensional mobility,
rather than the one-dimensional mobility for charge motion along a linear polymer
chain [49]. The magnitude of the isotropic microwave mobility found here for
holes on PF chains is comparable to values discussed above for other conjugated
polymers in dilute solution. The mobility is found to decrease with increasing
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fraction of BN incorporated in the PF backbone, from 0.23 for PF to 0.06 cm2/Vs
for PF with a BN fraction of 0.121, indicating that charge transport is less efficient
when BN is present. Interestingly, the F-BN alternating copolymer shows a nonzero
conductivity signal, indicating that charges can still move along these copolymers.
This shows that BN does not break the conjugated pathway along the polymer
backbone completely. It should be noted that the charge carrier mobility listed in
Table 9.2 for the alternating F-BN copolymer may be considerably limited by the
chain ends, since this polymer is much shorter than the random copolymers in
Table 9.2. On the basis of these experimental results, it is not possible to conclude
whether the presence of BN affects the mobility of charges on PF chains due to a
modification of the chain conformation or because BN is merely a barrier to charge
transport as a result of the close to perpendicular orientation of the naphthyl units.
To gain further insight into the charge transport on coiled polymer chains, we have
modeled the chain conformation of fluorene–binaphthyl copolymers and we have

Table 9.2 Average chain length, Mn, in monomer units,
polydispersity index (pdi), experimental (µexp), and calculated
(µcalc) charge carrier mobility and the calculated persistence
length (lcalc) of the polyfluorene derivatives that were studied.

Polymer Mn (units) pdi µexp (cm2/Vs) µcalc (cm2/Vs)* lcalc (units)

Stretched PF – – – 18 ∞
PF 493 2.4 0.23 3.2 11.7
PF + 0.04 BN 235 2.0 0.14 1.0 8.7
PF + 0.09 BN 409 2.2 0.08 0.50 6.5
PF + 0.12 BN 321 1.2 0.06 0.38 5.8
F–BN block copolymer 21 1.7 0.01 0.14a 2.1

aMobility calculated for infinitely long polymer chains.
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simulated the charge transport along these polymer chains in the same way as 
described above for PPVs. The most important difference between the calculations 
for PF and PPV is that in the former the three-dimensional nature of the polymer 
is explicitly taken into account. 

As mentioned above, the chain conformation of PF is inherently coiled due to the 
bending angle (q = 23.5") and the relatively large dihedral angle (Q = 45") between 
neighboring units. An example of such a coiled chain conformation is shown 
in Figure 9.20(a), where the dihedral angles were sampled from a Boltzmann 
distribution using the calculated potential energy surface for mutual rotation of 
adjacent fluorene units [50]. The average persistence length calculated for PF 
calculated in this way is 12 fluorene units, which is close to the experimental 
value in solution of 10 units. For comparison, Figure 9.20(c) shows the chain 
conformation for a PF where all dihedral angles are 45". Such a "stretched" 

Figure 9.20 Chain conformation for (a) a 500-units-long 
fluorene chain, (b) a 500-unit-long polyfluorene chain 
containing a fraction o f  0.0944 BN, and a stretched 
100-unit-long polyfluorene. 
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Figure 9.21 (a) Mean squared displacement as a function
of time and (b) isotropic mobility as a function of frequency
calculated for a hole along the contour of the polymer
(dotted line) and for a hole moving in three-dimensional
space (solid line).

PF adopts a helical conformation with a length of ∼97% of the contour length.
Introduction of BN units leads to even more coiled conformations, since BN fully
prevents PF from adopting a planar conformation. The dihedral angle between
the naphthyl units in BN is close to 90◦. In Figure 9.20(b), a chain conformation
is shown for a copolymer with a BN fraction of 0.09. The calculated persistence
length for the experimentally studied PFs is listed in Table 9.2. It is evident that
the persistence length drops rapidly with increasing BN fraction.

The mean squared displacement for an infinitely long fluorene chain is shown
in Figure 9.21. The dotted line shows the mean squared displacement along the
contour of the chain, whereas the full line shows the actual three-dimensional
mean squared displacement of the charge in space, taking into account the coiled
nature of the polymer. The motion of charges along the contour of the chain is
determined by the electronic coupling (and hence by the dihedral angles) between
adjacent fluorene units. On a short timescale, the mean squared displacement
is dominated by charges moving on parts of the polymer chains with relatively
high electronic coupling. On a longer timescale, various electronic couplings are
encountered according to the distribution of dihedral angles. As a result, the motion
of the charge occurs by normal Gaussian diffusion at longer times and the mean
squared displacement along the contour of the chain increases linearly with time,
according to Eq. (9.8). As a consequence of the coiled chain conformation of PF, the
direction of the motion of the charge carrier changes in time and the actual mean
squared displacement increases more slowly with time than the mean squared
displacement along the contour of the polymer. Only after approximately 100 ps,
when the charge has encountered parts of the polymer with various curvatures,
the motion of the charge occurs by Gaussian diffusion with the mean squared
displacement as described by Eq. (9.8).

As before, from the mean squared displacement as a function of
time, the frequency-dependent charge carrier mobility can be obtained by
numerically integrating the curves in Figure 9.21(a) according to Eq. (9.7). The
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three-dimensional mobility along the contour of the polymer chain as a function
of frequency is calculated from the mean squared displacement along the contour
of the polymer, whereas the spatial isotropic mobility is calculated from the mean
squared displacement in three-dimensional space. The results of this integration
are shown in Figure 9.21(b). At a very high probing frequency (>1012 Hz),
the motion of the charges is probed on a length scale that is smaller than
the persistence length of PF. Because of this, the mobility along the contour
of the polymer chain becomes equal to the mobility in three-dimensional space.
The charge transport that is probed at this frequency is dominated by the motion
on relatively planar parts of the chain. Upon decreasing the probing frequency,
both the contour mobility and the spatial mobility decrease due to the larger angles
that are encountered along the polymer chain during the oscillation period of the
probing electric field. This situation is very similar to that for the PPVs discussed
above. What is specific for the PF is that the spatial isotropic mobility exhibits a
more pronounced decrease upon lowering the probing frequency than the contour
mobility. This is a result of the coiling of the PF chains. The DC mobility of positive
charges on coiled PF is found to be more than an order of magnitude lower than
the DC mobility along the contour of the PF chains, which clearly illustrates the
limiting effect of a coiled chain conformation on the mobility of charges.

Charge transport on PF–BN copolymers and on the PF–BN alternating copoly-
mer was simulated, using the torsion potentials and electronic couplings between
fluorene and naphthyl units [50]. The microwave mobilities calculated for these
polymers are listed in Table 9.2. The mobility of holes on PF–BN copolymers is
found to decrease by approximately a factor of 2 upon incorporation of a BN frac-
tion of 0.05 in the polymer backbone. For the alternating copolymer, the calculated
mobility is more than an order of magnitude lower than the mobility for PF. In-
corporation of BN in the PF backbone reduces the charge carrier mobility because
of two effects. The close to perpendicular orientation of two alkoxy-substituted
naphthyls results both in a lowered electronic coupling and in a more strongly
coiled chain conformation, as compared to PF.

9.7.1
Comparison of Experimental and Calculated Data

The calculated results are in qualitative agreement with the experimental results in
the sense that the charge carrier mobilities are found to decrease with increasing
BN fraction and that the mobility for the alternating copolymer is nonzero.
However, the absolute values of the calculated mobilities are higher than the values
determined experimentally with PR-TRMC on polymers in dilute solution. This
difference can (in part) be attributed to the effect of the solvent, which is not taken
into account in the charge transport simulations. The reorganization of the solvent
molecules around a charge on a polymer chain may limit the efficiency of charge
transport. Moreover, also the chain conformation is affected by the interaction
between the polymer and the solvent. The conformation of PF in solution is more
coiled (persistence length of 10 units) [51] than calculated on basis of the angles
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and dihedral angles (persistence length of 12 units). In addition, the finite length
of the polymers used in the experimental study can lead to differences between the
calculated and experimental mobilities in Table 9.2. The number averaged chain
lengths listed in Table 9.2 were determined by GPC with a polystyrene reference.
These chain lengths could be overestimated because of the difference in chain
conformation of polystyrene and fluorene–binaphthyl copolymers. The calculated
mobility is strongly affected by the (average) chain length as was shown above for
PPV. For example, the calculated mobility for a Flory distribution of chain lengths
with an average length of 150 fluorene units is a factor of 2 lower than for infinitely
long fluorene chains. Equivalently, the calculated mobility is strongly affected by
defects in the polymer backbone. Another possible explanation for the trend in the
factor between the calculated and experimental mobility is the chain conformation.
The calculated chain conformation with a large BN fraction might be closer to
the actual chain conformation than for PF with no (or a small fraction of ) BN
incorporated in the backbone.

9.8
Supramolecular Control of Charge Transport along Molecular Wires

In the preceding sections of this chapter, we have shown that torsional disorder and
three-dimensional conformation of the polymer chains have a strong influence on
the mobility of charges. This shows that control over the microscopic conformation
of molecular wires can lead to significant enhancements of the charge transport
properties. An attractive way to control molecules on a nanometer scale is to
exploit molecular self-assembly [52]. An example of a molecular wire in which the
conformation can be controlled by such self-assembling properties is the conjugated
porphyrin polymer shown in Figure 9.22. The polymer consists of zinc-porphyrins
that are linked at the meso-position by butadiyne units. It was shown recently
by photo-induced electron transfer measurements that such porphyrin wires can
transfer charge efficiently over long distances [53]. EPR measurements on related
ethyne-linked porphyrin oligomers indicate that they can mediate essentially
barrier-less hole transport over distances of up to 75 Å. In solution, the conjugation
length of these polymers is limited by the low barrier for rotation of one porphyrin
with respect to its neighbors [54].

The molecular conformation of these polymers can be altered by adding bidentate
ligands such as 4,4′-bipyridyl (Bipy), which leads to the formation of double-strand
ladder-like assemblies, Figure 9.22 [55, 56]. In these ladder structures, the conjuga-
tion length is increased, amplifying the two-photon absorption [56] and nonlinear
refraction [57].

We have studied these porphyrin polymers using the PR-TRMC method to
establish the effect that the formation of the ladder structure has on the efficiency
of charge transport along the chains. The result of such a PR-TRMC measurement
for a dilute solution of the porphyrin polymers is shown in Figure 9.23(a). From
the fit an isotropic mobility of 0.028 cm2/Vs was found for single-strands of the
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Figure 9.22 Formation of porphyrin polymer ladders.

porphyrin polymer. If it is assumed that the porphyrins adopt a straight rod-like
conformation, then the one-dimensional mobility along the chains is three times
this value; that is, 0.084 cm2/Vs. The data shown in Figure 9.23 were obtained for
a porphyrin polymer with a molecular weight corresponding to a number-average
degree of polymerization of about 50 monomer units. Additional experiments on
porphyrin polymers with average chain lengths of 10 and 37 monomer units yielded
similar conductivity transients and mobility values. This is rather interesting since
it was discussed above that the mobility (at 34 GHz) measured by the same method
for LPPP and PPV derivatives strongly depends on the chain length. From those
experiments, it was concluded that the measured mobility is limited by the chain
ends and that the actual (DC or low frequency) mobility is considerably higher than
the measured value at 34 GHz. Values of 600 and 60 cm2/Vs were inferred for the
LPPP and PPV polymers. In the present case, we find that the mobility does not
depend on chain length, which leads to the conclusion that the DC mobility of the
charge along the porphyrin chains is equal to the values measured at 34 GHz; that
is, 0.084 cm2/Vs.

Addition of Bipy to the solution of the porphyrin polymer leads to the formation
of ladder structures as shown in Figure 9.22. In Figure 9.23(b), the result of
a PR-TRMC measurement on an oxygen-saturated solution of the porphyrin
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conductivity on irradiation of solutions of
porphyrin polymer without (a) and with
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polymer (0.25 mM in monomer units) containing a 6-mM concentration of Bipy
is shown. Under these conditions, the polymer exists as the double-strand ladder
(see Figure 9.22). Comparison with the transient in Figure 9.23(a) shows that
the addition of Bipy leads to an increase in conductivity by roughly an order of
magnitude. The isotropic microwave mobility obtained from fits to the transient
for the solution containing the porphyrin ladders is 0.31 cm2/Vs, corresponding to
a one-dimensional mobility of 0.93 cm2/Vs. This mobility is more than an order
of magnitude larger than discussed above for isolated porphyrin wires, showing
directly that planarization of the chains strongly improves charge transport. The
mobility value of 0.93 cm2/Vs is higher than typical DC mobilities for interchain
transport in thin films of conjugated polymers. However, the mobility is lower than
for intrachain transport along defect-free conjugated polymer chains.

Interestingly, the transfer of positive charges to the polymer is considerably
slower in Figure 9.23(b) than in the absence of Bipy (Figure 9.23(a)). We attribute
this to a stepwise charge transfer, in which the charges first transfer to Bipy
and subsequently to the porphyrin chain. The slower increase in conductivity is
explained by either a much lower diffusion coefficient of the Bipy+ radical cation,
due to the formation of cation–π complexes, or nondiffusion limited kinetics.

Increasing the concentration of Bipy above 6 mM leads to a decrease in the
amplitude of the conductivity transients as shown in Figure 9.23(b), due to
the dissociation of ladders to 1 · Bipyn single strands (Figure 9.22) [57]. For the
solution with a 24-mM concentration of Bipy, a mobility value close to that of the
noncomplexed single-strand porphyrin polymer was obtained, and the amplitude
of the conductivity transient becomes similar to that in Figure 9.23(a). This shows
that the mobility of positive charges along porphyrin-based molecular wires can be
increased by an order of magnitude by formation of the double-strand Bipy ladder
complex.
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9.9
Summary and Outlook

The mobility of charges moving along conjugated polymers in solution can be
measured by using the PR-TRMC technique. We have shown that relatively high
microwave mobility values are measured for a variety of π - and σ -conjugated
polymers, ranging between 0.1 and 1 cm2/Vs. It was shown that these already
high values are severely limited by scattering of the charge at the ends of the
chains, which implies that the actual intrachain mobility is even considerably
higher. We have compared the experimental data obtained for conjugated chains
of varying length or polymers containing well-defined conjugated lengths with
theoretical models and conclude that the actual DC mobility can be up to 3 orders
of magnitude higher than the measured microwave mobility. For fully planar
conjugated chains of phenyl units, a mobility as high as 600 cm2/Vs has been
inferred from the analysis of PR-TRMC measurements. Introduction of torsional
disorder was shown to decrease the mobility by an order of magnitude to 60 cm2/Vs,
while coiling of the polymer chains leads to a lowering of the mobility by another
order of magnitude.

The measurements and calculations described in this chapter directly indicate the
potential of conjugated polymers and oligomers for use as wires in single-molecule
electronics, but also have implications for the understanding of the performance of
these materials in thin film devices. In optoelectronic devices, the charge carriers
have to move through the active material from one electrode to the other over a
distance of the order of 100 nm. Polymers can consist of several hundreds of repeat
unit and can be as long as a few hundred nanometers. If conjugated chains could
be organized in such a way that the distance between the electrodes is bridged
by a single extended polymer chain, as depicted in Figure 9.24(a), the mobility
measured in a device would correspond to the one-dimensional mobility that was
derived here for linear polymer; that is, ranging 600 cm2/Vs for planar ladder-type
chains to 60 cm2/Vs for a chain with torsional disorder.

(a)

(b)

(c)

50–600 cm2/Vs

∼1 cm2/Vs

<<1 cm2/Vs Figure 9.24 Schematic representation of
conjugated polymer chains in devices in
which the distance between the electrodes
is bridged by (a) a single stretched chain,
(b) a single coiled chain, and (c) multiple
strongly coiled polymer chains.
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Even if the polymer chains are not fully extended between the electrodes, much
higher mobilities than generally obtained in device measurements can be expected.
If a single-coiled PF chain is positioned between two electrodes (see Figure 9.24(b)),
the transport of charge takes place with a mobility that corresponds to the actual
DC mobility in three dimensions rather than the mobility along the chain. In other
words, the charge moves along the coiled chain with a very high mobility, while
the coiling reduces the actual displacement in space. As shown above, this leads to
a significant lowering of the mobility to a value of the order of 1 cm2/Vs.

At a certain degree of coiling, the spatial extent of the polymer chains becomes
so small that a single polymer coil is not sufficient to bridge the gap between the
two electrodes (see Figure 9.24(c)). This means that the charge transport has to take
place through multiple polymer chains, which involves interchain charge transport
steps. These interchain charge transfer events are the slowest steps in the charge
transport and therefore limit the mobility that is obtained from measurements in
devices.

This discussion illustrates the strong effect of the molecular organization in thin
film polymer devices on the charge carrier mobility. Devices in which polymers
adopt a regular, stretched structure are expected to exhibit a considerably higher
mobility. This has been shown for poly(3-hexyl-thiophene) [58]. The results that
we present here show that the intrinsic mobility in all conjugated polymers can be
very high, if the chain conformation is controlled. This indicates that control over
the molecular organization is a key issue in the processing of devices based on
conjugated polymers.

References

1. Moore, G.E. (1965) Electronics, 38,
114–117.

2. Moth-Poulsen, K. and Bjornholm, T.
(2009) Nat. Nanotechnol., 4, 551–556.

3. Hush, N. (2003) Ann. N.Y. Acad. Sci.,
1006, 1–20.

4. James, D.K. and Tour, J.M. (2005) Top.
Curr. Chem., 257, 33–62.

5. Ratner, M.A., Davis, B., Kemp, M.,
Mujica, V., Roitberg, A., and Yaliraki, S.
(1998) Ann. N.Y. Acad. Sci., 852, 22–37.

6. Chung, S.-J., Jin, J.-I., and Kim, K.-K.
(1997) Adv. Mater., 9, 551–554.

7. van Hutten, P.F. and Hadziioannou, G.
(2000) in Semiconducting Polymers (eds
G. Hadziioannou and P.F. van Hutten),
Wiley-VCH Verlag GmbH, Weinheim.

8. Kudernac, T., Katsonis, N., Browne,
W.R., and Feringa, B.L. (2009) J. Mater.
Chem., 19, 7168–7177.

9. Choi, S.H., Kim, B., and Frisbie, C.D.
(2008) Science, 320, 1482–1486.

10. McCreery, R.L. and Berggren, A.J. (2009)
Adv. Mater., 21, 4303–4322.

11. Reed, M.A., Zhou, C., Muller, C.J.,
Burgin, T.P., and Tour, J.M. (1997)
Science, 278, 252–254.

12. Slowinski, K., Fong, K.Y., and Majda,
M. (1999) J. Am. Chem. Soc., 121,
7257–7261.

13. Davis, W.B., Naydenova, I.,
Haselsberger, R., Ogrodnik, A.,
Giese, B., and Michel-Beyerle, M.E.
(2000) Angew. Chem. Int. Ed. Engl., 39,
3649–3652.

14. Weiss, E.A., Ahrens, M.J., Sinks,
L.E., Gusev, A.V., Ratner, M.A., and
Wasielewski, M.R. (2004) J. Am. Chem.
Soc., 126, 5577–5584.

15. Goldsmith, R.H., Sinks, L.E., Kelley,
R.F., Betzen, L.J., Liu, W., Weiss, E.A.,
Ratner, M.A., and Wasielewski, M.R.
(2005) Proc. Natl. Acad. Sci. USA, 102,
3540–3545.



References 269

16. Hoofman, R.J.O.M., de Haas, M.P.,
Siebbeles, L.D.A., and Warman, J.M.
(1998) Nature, 392, 54–56.

17. Grozema, F.C., Hoofman, R.J.O.M.,
Candeias, L.P., de Haas, M.P., Warman,
J.M., and Siebbeles, L.D.A. (2003)
J. Phys. Chem. A, 107, 5976–5986.

18. Grozema, F.C., Siebbeles, L.D.A.,
Warman, J.M., Seki, S., Tagawa, S.,
and Scherf, U. (2002) Adv. Mater., 14,
228–231.

19. Warman, J.M. (1982) in The Study of
Fast Processes and Transient Species
by Electron Pulse Radiolysis (eds J.H.
Baxendale and F. Busi), Reidel, Dor-
drecht, pp. 433–533.

20. Warman, J.M. (1982) in The Study of
Fast Processes and Transient Species
by Electron Pulse Radiolysis (eds J.H.
Baxendale and F. Busi), D. Reidel
Publishing Company, Dordrecht,
pp. 129–161.

21. Warman, J.M., de Haas, M.P., Dicker,
G., Grozema, F.C., Piris, J., and
Debije, M.G. (2004) Chem. Mater.,
16, 4600–4609.

22. Luthjens, L.H., Hom, M.L., and
Vermeulen, M.J.W. (1978) Rev. Sci.
Instrum., 49, 230–235.

23. Schouten, P.G., Warman, J.M., and de
Haas, M.P. (1993) J. Phys. Chem., 97,
9863–9870.

24. Warman, J.M., de Haas, M.P., and
Hummel, A. (1973) Chem. Phys. Lett.,
22, 480–483.

25. Infelta, P.P., de Haas, M.P., and
Warman, J.M. (1977) Radiat. Phys.
Chem., 10, 353–365.

26. Itoh, K. and Holroyd, R. (1990) J. Phys.
Chem., 94, 8850–8854.

27. Huang, S.S.-S. and Freeman, G.R.
(1980) J. Chem. Phys., 72, 1989–1993.

28. Candeias, L.P., Grozema, F.C.,
Padmanaban, G., Ramakrishnan,
S., Siebbeles, L.D.A., and Warman,
J.M. (2002) J. Phys. Chem. B, 107,
1554–1558.

29. Kubo, R. (1957) J. Phys. Soc. Jpn., 12,
570–586.

30. Scher, H. and Lax, M. (1973) Phys. Rev.
B, 7, 4491–4502.

31. Dyre, J.C. and Schrøder, T.B. (2000) Rev.
Mod. Phys., 72, 873–892.

32. Grozema, F.C. and Siebbeles, L.D.A.
(2008) Int. Rev. Phys. Chem., 27,
87–138.

33. Miller, R.D. and Michl, J. (1989) Chem.
Rev., 89, 1359.

34. Teramae, H. and Takeda, K. (1989)
J. Am. Chem. Soc., 111, 1281–1285.

35. Mintmire, J.W. (1989) Phys. Rev. B, 39,
13350–13357.

36. Van der Laan, G.P., de Haas, M.P.,
Hummel, A., Frey, H., and Möller, M.
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10
Structure Property Relationships for Exciton Transfer in
Conjugated Polymers
Trisha L. Andrew and Timothy M. Swager

10.1
Introduction

Conjugated polymers (CPs) are useful materials that combine the optoelectronic
properties of semiconductors with the mechanical properties and processing
advantages of plastics. In general, CPs in their neutral state are wide band-
gap semiconductors with direct band gaps [1]. Many CPs have an extremely large
absorption cross-section (σ ≈ 10−15 cm2) because the π → π∗ transition is allowed
and the quasi one-dimensional electronic wavefunctions have a high density of
states at the band edge [2]. Additionally, a CP can exhibit strong luminescence
depending on the system. The luminescence efficiency is primarily related to the
delocalization and polarization of the electronic structure of the CP [1].

A vast number of studies on oligomers confirm that the electronic states in
a CP have limited delocalization, and the electronic structure of a given CP is
often determined by 7–13 repeating units. This is particularly prevalent in systems
containing aromatic rings since the aromatic character localizes the electronic
wavefunctions. As a result of this localization, a CP’s band gap is largely determined
by its local electronic structure [1].

The emission of CPs is dominated by energy migration to local minima in
their band structures. For example, the emission from electroluminescent devices
occurs from regions with greatest conjugation [3] and the emission from complex
ladder polymers can be dominated by defect sites present in low concentration
[4]. However, a fundamental understanding of the relative mechanisms of energy
migration in these systems remains elusive. This inherent difficulty is a result of
the fact that CPs have disordered dynamic conformations that produce variable
electronic delocalization, both within a given polymer and between neighboring
polymer chains [5]. To improve this situation, it is necessary to design polymers
with specific structures and properties intended to test proposed mechanisms of
energy migration.

In this chapter, we review the photophysical properties of an exciton transport
in a series of poly(p-phenyl ethynylene)s (PPEs, see Figure 10.1). First, the use of
energy migration in PPEs to create signal gain in chemical sensors is discussed.
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Figure 10.1 A general synthetic route to poly(p-phenylene ethynylene)s (PPEs).

Next, we detail the importance of dimensionality and molecular design in directing
excitations and the effect of excited-state lifetime modulation on energy migration
in PPEs. The ability to extend electronic delocalization and induce well-defined CP
conformations in liquid crystal (LC) solutions is also discussed. We restrict our
analysis to primarily PPEs, as details relating to energy migration in other common
luminescent polymers, such as poly(phenylene)s and poly(p-phenylene vinylene)s
(PPVs), will be addressed in later chapters.

10.2
Signal Gain in Amplifying Fluorescent Polymers

Rigid rod CPs, such as PPEs (Figure 10.1), may be thought of as ‘‘molecular wires’’
with well-defined lengths proportional to molecular weight. Therefore, PPEs can be
used to interconnect, or wire in series, receptors to produce fluorescent chemosen-
sory systems with sensitivity enhancements over single receptor analogs [6]. In a
PPE with a receptor attached to every repeat unit, the degree of polymerization
defines the number of receptor sites, n. If energy migration is rapid with respect
to the fluorescence lifetime, then the excited state can sample every receptor in the
polymer, thereby allowing the occupation of a single binding site to dramatically
change the entire emission of the PPE. In the event that a receptor site is occupied
by a quencher, the result is an enhanced deactivation of the excited state [6]. For
isolated polymer chains in solution, the sensitivity may be enhanced by as much
as n times over single-molecule receptors; however, larger effects may occur in the
solid state wherein interpolymer energy transfer may also occur.

This concept is demonstrated by studying the fluorescence-quenching responses
of model compounds 1–2 and their corresponding PPEs, P1–2 (see Figure 10.3).
The operative interaction that leads to quenching of fluorescence in these systems
is the formation of a pseudorotaxane between a bis(p-phenylene)-34-crown-10 (BPP)
moiety and paraquat, PQ2+, a well-known electron transfer quenching agent (see
Figure 10.2) [7].

Electron transfer fluorescence quenching by PQ2+ can occur by either dynamic
(collisional) or static (associated complex) processes. The dependence of the flu-
orescence intensity on the quencher concentration follows the Stern–Volmer
relationship, whose general form is shown in Eq. (10.1) [8]:

F0/F = (1 + KD[Q ]) exp(V [Q ]) (10.1)
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Figure 10.2 The formation of a pseudo-rotaxane between a
bis(p-phenylene)-34-crown-10 (BPP) and paraquat (PQ2+).

In this equation, F0 and F are the fluorescence intensities in the absence and
presence of the quencher, respectively, KD denotes the dynamic quenching con-
stant, and V represents the static quenching constant. When [Q] or V is very small,
the contribution from static quenching can be approximated by a linear function
of quencher concentration and Eq. (10.1) simplifies to

F0/F = (1 + KD[Q ])(1 + KS[Q ]) (10.2)

where KS now denotes the static quenching constant. Furthermore, if either a static
or dynamic process dominates the quenching response, Eq. (10.2) can be further
simplified to include only one linear term:

F0/F = 1 + KSV [Q ] (10.3)

where KSV is either the dynamic (KD) or static (KS) quenching constant. When
the fluorophore and the quencher form a simple one-to-one dark complex, KSV is
equivalent to the association constant, Ka. However, for systems with more complex
species, the quenching profile may deviate from the linear function and the more
general form of the Stern–Volmer relationship (i.e., Eq. 10.1) must be used [8].

In static quenching, diffusion rate of the quencher is not a factor and the
fluorescence lifetime of the fluorophore, τ , is independent of [Q ]. However, for
purely dynamic quenching, the excited state is quenched by a collision with the
quencher and thus the lifetime is truncated with added quencher [8]. As a result,
monitoring the changes in the lifetime of the fluorophore with added quencher
represents the conventional practice for determining the dynamic quenching
constant independent of the static quenching process. The correlation of lifetime
with quencher concentration can be expressed as

τ0/τ = 1 + KD[Q ] (10.4)

The structures of the model compounds and polymers used to investigate amplified
fluorescence quenching are shown in Figure 10.3, along with their quenching
constants with PQ2+ [9]. Comparing 1 and P1, a 16-fold enhancement in the
dynamic quenching constant is observed upon transitioning from a small molecule
to a CP (35 vs. 574 M−1, respectively), even in a system lacking the BPP receptor.
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This enhancement results from the extended electronic structure of the polymer,
which produces a mobile delocalized excited state and a larger effective size.
It is important to note that this enhancement occurs in spite of the fact that
the lifetime of P1 (0.5 ns) is shorter than that of 1 (1.2 ns). When the BPP
receptor is introduced, addition of PQ2+ results in the formation of a charge
transfer (CT) complex with either an associated red-shifted absorption onset or
the growth of a new CT band and static quenching dominates. A 66-fold increase
in KS value is observed for CP P2 relative to small molecule 2, in agreement
with our model for signal amplification due to a collective system response (see
Figure 10.4).

The degree of enhancement resulting from energy migration is determined by
the radiative lifetime and the mobility of the excitations in the polymer. Longer
lifetimes and higher mobilities will produce longer average diffusion lengths. For
isolated polymers in solution, if this diffusion length exceeds the length of the
polymer, then an increase in molecular weight will produce greater enhancements.
Accordingly, lower molecular weight analogs of P2 display smaller values of
KS than higher molecular weight analogs: KS = 105 000 M−1 for Mn 122 500 but
KS = 75 000 M−1 for Mn 31 100. However, it must be noted that the value of KS

remains largely unaffected after the molecular weight of the polymer exceeds ca.
65 000. This result reveals that the exciton was not able to visit the entire length
of the higher molecular weight polymers because of its limited mobility and finite
lifetime (there is always competitive relaxation to the ground state). Therefore,
one can conclude that the exciton diffusion length in a PPE is approximately 140
(Ph–CC–) units [9].
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Additionally, the para-linked polymer P2 is observed to be more effective at energy
migration than both its meta-linked analog, P3, and a poly(thiophene) analog, P4.
This difference exists in spite of the fact that the lifetime of P3 (1.88 ns) is about
a factor of 3 longer than that of P2 (0.64 ns). The observation that excitations in
P3 have longer lifetimes indicates that energy migration is slower in this system
relative to P2.

It can be argued that the greater tendency for energy migration in para-linked P2
over meta-linked P3 might be expected based on delocalization; however, greater
delocalization is not a guarantee of superior performance. This fact is illustrated
by polymer P4, which displays a KS value of only 5340 M−1. This result indicates
that P4 is less effective at energy migration than P2, even though poly(thiophene)s
display much greater bandwidths (delocalization) relative to PPEs.

10.3
Directing Energy Transfer within CPs: Dimensionality and Molecular Design

10.3.1
Solutions vs Thin Films

As stated before, the emission of CPs is often dominated by energy migration to
local minima in their band structures. For example, selective emission from states
associated with anthracene end groups has been demonstrated in solutions of
PPEs (see Figure 10.5) [10]. As is characteristic for most PPEs, P5 displays a broad
absorption band centered at 446 nm and a relatively sharp emission spectrum with
vibronically resolved (0,0) and (0,1) bands centered at 478 and 510 nm, respectively.
In the case of P6, however, where terminal anthracene units are present, the solution
emission spectrum is dominated by a single band at 524 nm, which corresponds
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Figure 10.5 Structures of the PPEs used to demonstrate
efficient energy transfer to low-energy anthracene end
groups.
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to emission from the anthracene end group. The fluorescence quantum yields
of P5 and P6 are roughly comparable (0.35 and 0.28, respectively), the emission
spectra of both polymers are insensitive to the excitation wavelength and their
corrected excitation spectra match the absorption spectra, thus confirming that the
524 nm band of P6 results from excitation of the bulk material and subsequent
energy migration to the lower energy end groups. By comparison of the emission
intensities of the 524 nm band and a residual 474 nm band (that corresponds to
fluorescence from the PPE backbone) in the emission spectrum of P6, it was
concluded that the energy transfer from the polymer backbone to the anthracene
end-groups proceeded with >95% efficiency in solution.

Energy transfer in a related PPE, P7, (see Figure 10.6) however, was found to
be more sensitive to the physical state of the system. In solutions of P7, emission
from both the polymer backbone and anthracene end-group can be observed in an
approximately 2 : 1 ratio. On the other hand, thin films of P7 exclusively display
emission from the anthracene end groups at 492 nm. Therefore, transitioning
from a 1D solution system to 3D thin films enables intra- and interpolymer energy
transfer, which results in more extensive exciton migration to energy minima.

Although PPEs superficially appear to have rigid-rod structures, materials with
higher degrees of polymerization exhibit coiled solution structures with persistence
lengths of approximately 15 nm [11]. For isolated polymer chains in dilute solutions,
the migration of excitations along the polymer backbone follows the random walk
statistics of 1D diffusion. Therefore, given that the exciton diffusion length in
PPEs is ca. 140 (Ph–CC–) units (see Section 10.2), 1D exciton transport requires
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Figure 10.7 Factors that influence three-dimensional exciton
migration in thin films of conjugated polymers.

(140)2 hops to travel 140 linear hops. Although this means that the exciton can
theoretically sample approximately 20 000 phenylethynyl repeat units, 1D random
walks do not provide the optimal pathway for energy migration (and thus signal
amplification) because an excitation necessarily retraces portions of the polymer
backbone multiple times. Hence, it is necessary to enable 2D and 3D random walks
of the excitations. This increased dimensionality decreases the probability of an
excitation retracing a given segment of the polymer and thereby produces a larger
amplification in sensory schemes.

It is for this reason that thin films of CPs can serve as unparalled, highly sen-
sitive chemosensors (exemplarily for 2,4,6-trinitrotoluene (TNT) [12]). In general,
increases in the diffusion length of the exciton within the CP thin film will enhance
the sensitivity of the chemosensor. As shown in Figure 10.7, the exciton diffusion
length (L) is provided by the product of the energy transfer rate (v) and lifetime
(τ ) of the exciton. The energy transfer rate, v, is dependent in part, on the extent
of delocalization in the polymer, the effective mass of the exciton, and the energy
surface topology of the CP thin film. The lifetime of the exciton is largely defined
by the photophysics of the polymer repeat unit and can be further influenced by
the presence of interchain interactions and quenchers.

Within thin films, individual polymer chains electronically couple, thus en-
couraging interpolymer energy transfer. The efficiency of intermolecular energy
migration depends on facile dipolar Förster-type processes, which are optimal
when the transition dipoles of the donor and acceptor groups are aligned. As a
result, films of aligned polymers with extended chain conformations provide an
ideal situation for energy migration. Such optimal polymer conformations are
best achieved by forming monolayer or multilayer films of PPEs prepared by the
Langmuir–Blodgett (LB) deposition technique [13].

For example, a striated multipolymer system composed of three different PPEs
with tailored absorption and emission maxima designed to have large spectral
overlap between a donor emission and an acceptor absorption can be precisely
fabricated using the LB technique (see Figure 10.8) [14]. In this system, spectral
overlap encourages energy transfer from P8 to P2 and from P2 to P9. Polymers



10.3 Directing Energy Transfer within CPs: Dimensionality and Molecular Design 281

S1

hν

S0

S ′1

S″1

S″0

hn′

E∗
E′∗

E″∗

C12H25O

C8H17

C8H17

C8H17

C8H17

OC12H25

n

P8

P2

P9

N

N

O O

O
O

O

O
O

O

O

O

O
O

O

O

O

O
O

O
n

3

3 3

3

n

Figure 10.8 A striated multipolymer system that
demonstrates vectorial energy transfer normal to the
substrate. (Adapted from Ref. [14].)

P2 and P9 are also nonaggregating and amphiphilic, thus allowing manipulations
at the air–water interface. The trilayer assembly was created by first spin-coating
the shortest-wavelength polymer, P8, on a glass substrate. Next, 16 LB layers of P2
were coated over this spin-cast film and finally a single monolayer of P9 was coated,
thus providing a composite film where the band gap decreases directionally from
the substrate to the polymer–air interface. Excitation of the three-component film
at 390 nm (λmax of P8) resulted in an emission spectrum consisting of three peaks:
two small peaks at 423 and 465 nm, which are attributed to emission from P8 and
P2, respectively, and a third, dominant peak at 512 nm that is a result of energy
transfer from P8 and P2 to P9 and subsequent emission from P9. The observation
that most of the excitation energy is transferred from P8 through 16 layers of P2
to P9 demonstrates that energy can be efficiently moved in the z-direction, thereby
concentrating the energy at the film–air interface. Direct excitation of P9 at 490 nm
resulted in a peak at 512 nm of much lower fluorescence intensity than the peak
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resulting from excitation at 390 nm; the difference in fluorescence intensity is
directly proportional to the difference in optical density at 390 nm versus 490 nm,
again confirming the efficiency of energy transfer.

10.3.2
Aggregates

Continuing with the aforementioned practice of using anthracene moieties as low
energy emissive traps, PPEs P10 and P11 (see Figure 10.9) incorporating anthryl
units were synthesized and investigated (polymer P11 is simply a polyelectrolytic
analog of P10) [15, 16]. In contrast to polymers P6 and P7, which contained
anthracene moieties as end groups, polymers P10 and P11 are random copolymers
containing small concentrations (1–9%) of an anthryl comonomer. However, the
optical effects of incorporating anthryl moieties into the polymer backbone are
largely similar to those observed with P6 and P7: new, intense, long-wavelength
emission bands that are sensitive to the dimensionality of the system are observed.
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corresponding PPE lacking low-energy trap sites.
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For example, the effect of anthracene incorporation can best be appreciated upon
comparing the emission spectra of P10 with that of P12, which is an anthryl-free
analog of P10. PPE P12 displays the characteristic two-band emission spectrum
of PPEs, with an emission maximum at 433 nm in solutions and in thin films.
Solution emission spectra of P10 exhibit these same two bands, but also display a
third, green emission band centered between 500 and 520 nm (depending on the
percent of anthryl comonomer) that greatly increases in intensity in thin films of
P10. Furthermore, P10 has a long (1.5–1.9 ns) excited-state lifetime, as compared
to P12 (0.44 ns).

As discussed before, the green band emission from P10 is much more pro-
nounced when the polymer is in its film state than when it is dissolved in dilute
solutions because of the enhanced exciton migration present in CP films (3D)
relative to that present in dilute polymer solutions (1D). In dilute solutions only,
intrachain exciton migration is possible because individual polymer chains are
isolated from one another. However, in the film state, chains of P10 are aggregated
within close proximity to each other such that interchain exciton migration becomes
possible. If the low-energy exciton trap sites are emissive, such as the anthryl defect
sites in P10 and P11, then they can dramatically alter the emission spectra of CPs
in their film state.

To further investigate the effects of exciton migration on luminescence properties,
absorption and fluorescence spectroscopy were conducted on PPE solutions in
various degrees of aggregation. By adding a poor solvent (i.e., a solvent in which
P10 is in a collapsed or aggregated state) to a PPE solution dissolved in a good
solvent (i.e., a solvent in which the polymer is in an expanded and well-dissolved
state), one can study the polymers in various degrees of aggregation. In dilute
tetrahydrofuran (THF) solution, P10 was well dissolved and individual polymer
chains were isolated; therefore, only intrachain exciton migration is possible and the
small concentration of emissive exciton traps was not noticeable in the fluorescence
spectra. Thus, THF solutions of P10 appear fluorescent blue, as characterized by
the sharp emission band around 432–434 nm. However, in a 50 : 50 THF :
H2O cosolvent mixture, P10 was present in the aggregated state, held together by
hydrophobic and π –π interactions. Upon aggregation, interchain exciton migration
became significant, so the emissive exciton traps noticeably altered the fluorescence
spectra, exhibiting a dominant green emission band around 513 nm. If the ratio
of the anthryl comonomer in P10 is increased, the ratio of green to blue emission
(Igreen/Iblue) in the aggregated state also increases.

Furthermore, the fluorescence color change of P10 dispersed in a solid poly(vinyl
alcohol) (PVA) matrix was investigated. PVA is a water-soluble polymer that has
been widely used to make water-permeable hydrogels. In order to disperse P10 in
PVA, a THF solution of P10 was quickly added into an aqueous solution of PVA and
the resulting, precipitated polymer blend was crosslinked with glutaric dialdehyde
before isolation. Upon washing the P10/PVA blend with THF, it became fluorescent
blue and remained so even after drying. Subsequently, submerging this blend into
pure water for 2 min causes it to become fluorescent green. The observed blue-to-
green fluorescence color change was attributed to the water-induced aggregation
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Figure 10.10 Structures of (a) spermine, (b) spermidine, and (c) neomycin.

of the PPE chains within the PVA matrix. Surprisingly, rewashing this fluorescent
green blend in THF did not restore blue fluorescence – this was probably due
to the difficulty of separating individual PPE chains once they become strongly
aggregated in 100% water.

The phenomenon of enhanced exciton trapping in PPE aggregates was exploited
to make aggregation-based sensors for nonquenching multicationic analytes [16].
Nonquenching analytes are described as analytes that cannot participate in direct
quenching of the inherent fluorescence intensity of a CP via electron transfer
or energy transfer due to incompatible redox and spectral properties, relative to
the photoexcited CP. Examples of such analytes are biologically relevant small-
molecules, such as multicationic spermine and spermidine, and neomycin (see
Figure 10.10). It was found that spermine, spermidine, and neomycin induced the
formation of tightly associated aggregates in ethanol solutions of the polyelectrolyte
P11, which was accompanied by a visually noticeable blue-to-green fluorescence
color change (Figure 10.11). Dicationic and monocationic amines were not observed
to affect this change, thus demonstrating that a conjugated polyelectrolyte sensor
relying on nonspecific, electrostatic interactions may still attain a certain level of
selectivity.

Although CP aggregates represent another option to enable 3D exciton migration
(other than thin films), it must be noted that, with few exceptions, the strong elec-
tronic interactions between chains of CPs that accompany aggregation dramatically
lower their quantum efficiency. This is due to the phenomenon of self-quenching,
which can be generally described as any interaction between an excited molecule,
M∗, and a ground-state molecule of the same type, M, that leads to fluorescence
quenching of M∗ [17]. Therefore, it is generally true that the design principles for
maintaining high quantum yields in CPs have been diametrically opposed to those
for the optimization of charge and exciton transport, which encourage greater
interpolymer contact [18, 19].
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However, it is possible to produce strongly interacting polymer chains with
3D electronic interactions while maintaining high luminescence efficiency
(Figure 10.12). Specifically, it has been proposed that an oblique orientation
between neighboring transition dipole moments of CPs will prevent self-quenching
[20]. Based on an exciton-coupling model, a parallel orientation of polymer chains
is expected to result in cancellation of transition dipoles to give a forbidden S0 –S1

transition, but coupled chromophores with oblique organizations should exhibit
an allowed S0 –S1 transition [21]. Therefore, by incorporating specific chemical
structures within the repeat unit of a CP that enforce an oblique arrangement of
chain segments, highly luminescent CP aggregates can be accessed. Following
this concept, we will describe two PPE systems that exhibit a highly emissive

Parallel
Efficient exciton transport

but dipole-dipole cancellation
leads to fluorescence quenching

Oblique
Compromise between

efficient exciton transport
and luminescence

Orthogonal
High luminescence but

minimal interchain
exciton migration

Figure 10.12 Three possible orientations of strongly
interacting polymer chains and their corresponding optical
and charge-transport properties.
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aggregated phase and discuss the role of specific chemical structures in enabling
oblique packing of chromophores.

Pentiptycene (see Figure 10.13) displays a rigid, 3D structure, which, upon inclu-
sion within a CP backbone, effectively prevents π -stacking or excimer formation
between individual chains [18]. In comparison with analogous PPEs lacking a pen-
tiptycene comonomer, thin films of P13 display enhanced fluorescence quantum
yield and stability. Moreover, thin films of P13 exhibit exceptionally high sensitivity
as artificial fluorescent chemosensors for the vapors of nitroaromatic compounds,
such as TNT and 2,4-dinitrotoluene (DNT) [12]. Essentially, the pentiptycene moiety
imparts a porosity to solid-state structures (Figure 10.13(c)) that prevents direct
electronic interaction between polymer chains (thus inhibiting self-quenching)
while still allowing for strong dipole–dipole interactions (thus enabling 3D exciton
migration).
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Given the rigid structure of pentiptycene-incorporated PPEs, however, it was
not initially anticipated that oblique aggregates of such polymers could be
formed. Therefore initial investigations [22] into fabricating obliquely aligned
PPE aggregates were carried out with P14. Chiral side chains were introduced
into the repeat unit with the expectation that chirality, coupled with the nor-
mal twisting of polymer backbones, will yield self-assembled, ordered aggregates.
Although enantiomerically pure P14 was found to initially form chiral aggregates
in 40% methanol/chloroform (see Figures 10.14(a)–(c)), the fluorescence intensity
of these aggregates was strongly decreased relative to isolated polymer chains in di-
lute chloroform solutions. Moreover, the preliminary chiral structures thus formed
ultimately rearranged to favor a stronger aggregate with coincident alignment of
polymer chains at methanol concentrations higher than 50%. The resultant orga-
nization gave a low or nonexistent dihedral angle between polymer chains and, as
expected, the fluorescence quantum yield dropped to <5% of its original value.

Therefore, in order to stabilize a strongly aggregated chiral and emissive organi-
zation of polymers while preventing aggregated chains from achieving a collinear
structure, pentiptycene-containing structures were investigated [22]. Although
pentiptycene-containing PPEs were not expected to form aggregates, it was initially
found that addition of methanol (30%) to solutions of P13 yielded aggregates with
significantly quenched emission (� = 0.21). These aggregates were much slower
to assemble than those of P14 and it was hypothesized that the polymer chains
assemble into an interlocking structure, in which the polymer chains are con-
strained in the clefts between the pentiptycene groups (see Figures 10.14(d)–(f)).
Considering that such an interlocking structure would prevent a coincidence of
strongly interacting polymer chains, the aggregation behavior of an enantiomer-
ically pure, pentiptycene-containing PPE, P15, was investigated. On the basis of
solvent-dependent circular dichroism and absorbance spectroscopy, P15 was in-
deed found to form restricted chiral aggregates in a poor solvent (methanol) yet
still retaining the majority of its fluorescence intensity (� = 0.61).

This unique aggregated state of P15 also showed sensitivity enhancements toward
nitroaromatics. In solutions, fully aggregated P15 was 15-fold more sensitive to
fluorescence quenching by TNT and DNT than fully solvated P13. In addition, spun-
cast films of aggregated P15 displayed a fourfold increase in sensitivity toward TNT
vapor (75% fluorescence quenching within 10 s) over optimized thin films of P13.
The increased sensitivity of the fluorescent, chiral aggregates is proposed to derive
from both an improved exciton diffusion length in the 3D-coupled chiral grids and
an extension of the polymer conjugation length in the highly organized aggregated
structure.

In addition to pentiptycene moieties encouraging an oblique packing of PPE
chains, other 3D structures, such as cyclophanes, were also found to yield emissive
PPE aggregates [23]. Specifically, spun-cast samples of polymer P16 (Figure 10.15)
displayed a visible, strong yellow emission that could be assigned to fluorescence
from aggregated main chains. Notably, P16 has a very low solution fluorescence
quantum yield (� = 0.06) due to electron transfer quenching of the polymer excited
state by the amine residues. However, the aggregated phase of P16 has a quantum
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Figure 10.14 (a–c) Representation of the
solution aggregation behavior of P14 with
increasing methanol concentrations. (d–f)
Representation of the solution aggregation
behavior of P15 with increasing methanol
concentration. Top: P14 (a) and P15 (d) dis-
solved in neat chloroform. Both polymers are
highly solvated and there are no interactions
between polymer chains. Middle: Aggregation
of P14 occurred and the rigid-rod PPEs form
a lamella structure within each plane (b).
The chiral side chains guide the polymers
into a chiral macrostructure as depicted. The
formation of the optically active macrostruc-
ture is guided by the influence of the chiral
side chains. Polymer P15 aggregates analo-
gously to P14, but because of the presence
of the pentiptycene groups, a slightly irreg-
ular interlocked structure results (e). The

macrostructure of P15 is shown in a two-
layer graphic for simplification and clarity.
Bottom: The initial chiral macrostructure of
P14 has been ‘‘untwisted’’ (c), which is fa-
vorable as it maximizes π –π stacking in the
edge-on conformation. The dihedral angle as-
sumes a very small value, affording a very
weak dichroic signal and low fluorescence
quantum yield. Polymer P15 self-assembles
into a tighter structure (f) by incorporating
the polymer into the clefts of the pentip-
tycene groups. Because the ‘‘untwisting’’
motion observed in P14 is hindered, P15 is
able to maintain its optically active structure
and its high fluorescence quantum yield. The
inset illustrates the anticipated chiral gridlike
structure. (Reprinted with permission from
Ref. [22].)
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yield 350% (� = 0.21) of its solution value. This observation is unique because
most other examples of CP aggregates display fluorescence quantum yields that
either match (at best), or are only a few percent of the solution values. In this
case, it is likely that the system displays a disordered structure and that isolated
oblique aggregates are a minority species. The strong emission is a result of the
fact that these aggregates are low-energy species and that energy migration results
in a disproportionate emission intensity.

10.3.3
Kinetics of Energy Migration in Thin Films

In order to ascertain the photophysical and energy transport properties of PPEs,
highly aligned LB multilayers of P2 that were surface modified with luminescent
traps (acridine orange, AO) were fabricated and investigated [24]. The LB deposition
technique produced highly anisotropic films of P2 with a well-defined thickness.
The film thickness increases linearly with the number of layers transferred, thereby
producing a well-defined geometry and distance for which to study energy migration
processes.

The fact that energy migration is present in P2 could be readily seen in
wavelength-dependent lifetime measurements on spin-cast films. The excited-state
lifetime was observed to increase when monitored at progressively longer wave-
lengths (λ = 460, 475, and 495 nm). These lifetime characteristics are consistent
with a model that describes the polymer as a continuous distribution (usually
Gaussian) of site energies. In this model, each state corresponds to a CP segment
that is interrupted by chain defects (conformational or chemical), with the longer
segments having lower energy, and energy migration is described as incoherent
hopping of excitations to lower energy states. Emission from high-energy states
(i.e., shorter wavelength of emission) should exhibit a faster decay rate due to energy
transfer to lower energy chromophores within the system, consistent with what
was observed for spin-cast films of P2. Evidence for intrachain energy migration in
P2 is likewise provided by fluorescence depolarization measurements, which will
be discussed in a later section.

Emissive trapping sites were deposited selectively on the film surfaces by dipping
LB films into methanol solutions of AO, which was chosen because its emission and
absorption spectra are well separated from those of P2 and its absorption spectrum
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has good overlap with the emission of P2. Additionally, the solubility of AO was
almost orthogonal to that of P2, which allowed LB films of P2 to be dip-coated in
solution of AO with varying concentrations. AO was found to selectively localize at
the film’s surface, as evidenced by the fact that the ratio of AO fluorescence intensity
between films of different thicknesses examined immediately after dipping or after
extended periods of time remained constant. Polarization measurements showed
that the AO transition dipole was principally aligned parallel to the polymer chain.

In the simplest case of energy transfer to AO from a monolayer of P2, the
average lifetime of an excitation (τ ) in an infinite 1D chain with randomly
distributed efficient quenching traps should be τ = 1/(2WC2), where C is the trap
concentration and W is the hopping rate between neighboring sites. Therefore, the
steady-state transfer rate should be proportional to C2. In contrast, it was found
that the degree of energy transfer to AO traps from a monolayer of P2 was linearly
dependent on the concentration of AO. This observation can be explained by either
1D energy migration with inefficient trapping or 2D transport. Considering that
monolayer films of P2 organize into highly aligned structures that could potentially
allow excitations to undergo efficient interpolymer energy transport, the latter
explanation of 2D transport is more likely.

If the number of LB layers was varied, an increase in the AO emission with
increasing polymer layers was observed, up to 16 layers. At low concentrations of
the AO trap, the AO fluorescence had a linear dependence on AO concentration,
similar to the monolayer system described above. This last point leads to the
conclusion that, at low AO concentration, the steady-state energy transfer rate in
a monolayer film is less than 1/τ , where τ is the polymer’s excitation lifetime.
Moreover, the fact that the relative fluorescence of AO increases with increasing
numbers of polymer layers is a direct indication of a transition to a 3D energy
migration topology. The observation of saturation behavior in films with higher
numbers of layers is a manifestation of the diffusion length for energy migration.
The increase in the efficiency of energy migration to surface traps with increasing
film thickness may, at first glance, seem counterintuitive since the concentration of
AO relative to that of P2 is actually smaller in thick films. However, this increased
trapping efficiency is a direct result of the fact that 3D exciton migration necessarily
creates a more efficient trapping process.

X-ray measurements on the monolayer and multilayer films revealed that the
thickness per layer is 11 Å. Since the bimolecular Förster radius for most organic
compounds is 20–60 Å, dipole–dipole excitation transfer between polymers must
be involved as part of the mechanism for energy transfer to the AO trap.

In order to model the various energy transfer processes in LB films of P2
surface modified with AO, rate constants for each possible energy transfer and
decay process for an N-layer system were assigned. Figure 10.16 outlines these rate
constants and their associated processes for a three-layer system. Since PPEs have
a relatively large band gap and a narrow bandwidth, excitations were assumed to
exist as strongly bound excitons. Assuming a steady-state population of all excited
species, a set of balanced equations can be formulated (see Figure 10.16) and,
ultimately, the relative intensity of AO fluorescence versus number of LB layers can
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Figure 10.16 Schematic representation and rate constants
for a three-layer Langmuir–Blodgett assembly of P2 with an
emissive trap (acridine orange) placed at the film surface.
The equations resulting from a steady-state excitation
population of the layers and the trap are shown. (Adapted
from Ref. [24].)

be modeled. Such modeling has determined, first, that the rate of energy transfer
between layers exceeds 6 × 1011 s−1. This high rate results in a uniform excitation
population throughout all the layers of the LB films. Additionally, the model
confirms the saturation of AO fluorescence intensity with increasing LB layers.

Therefore, it is clear that an optimal thickness will exist in sensor schemes
requiring exciton trapping at the polymer surface. However, it must be pointed



292 10 Structure Property Relationships for Exciton Transfer in Conjugated Polymers

out that additional enhancements in energy migration may be possible by creating
multilayer structures that provide vectorial energy transport in a specific direction.
For example, in the striated, three-component film depicted in Figure 10.8, energy
was preferentially transferred to the surface by utilizing layers of sequentially
decreasing band gap and, in this way, the 16-layer energy transfer limitation for
PPEs was overcome.

10.4
Lifetime Modulation

As discussed above, a thorough understanding of the mechanisms underlying en-
ergy migration in CPs is necessary to design its enhancement. The high efficiency
of energy transfer in most conjugated systems relative to systems with pendant
chromophores suggests that strongly coupled electronic intrachain (Dexter-type)
processes may increase transport in these systems over those provided solely by
the dipole–dipole (Förster-type) interactions that govern weakly interacting chro-
mophores. Discrepancies between the two mechanisms allow the determination of
which process dominates in a given system [25].

As derived by Förster, the dipole–dipole approximation yields a transition
probability (kET ):

kET = κ2J8.8 × 10−28 mol

n4τ0R6
DA

(10.5)

where κ is an orientation factor, n is the refractive index of the medium, τ0 is the
radiative lifetime of the donor, RDA is the distance (cm) between donor (D) and
acceptor (A); and J is the spectral overlap (in coherent units cm6 mol−1) between the
absorption spectrum of the acceptor and the fluorescence spectrum of the donor.
Therefore, a weakly allowed transition, as manifest in a long radiative lifetime,
should discourage purely coulombic energy transfer.

Electron exchange effects contributing to the energy transfer described by Dexter
account for shorter range processes that result from direct wavefunction overlap of
interacting molecules. In this case, the transition probability is described by

kET = KJexp(−2RDA/L) (10.6)

where K is related to specific orbital interactions, J is the spectral overlap, RDA is the
donor–acceptor distance, and L is the van der Waals radii distance between donor
and acceptor. This process is often termed electron exchange because molecules
must be almost within the van der Waals radii of each other to interact. In the
specific case of CPs, chromophores are directly conjugated and, therefore, one
might expect the Dexter mechanism to dictate the overall efficiency of energy
migration, at least within the polymer backbone.

To determine the dominant intrachain energy migration mechanism in PPEs, the
unique oscillator strength independence of the Dexter mechanism was invoked to
guide the design of polymers with long radiative lifetimes. Long radiative lifetimes
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translate into reduced oscillator strengths of D∗ to D and A to A∗ transitions,
which, according to the Förster mechanism (Eq. (10.5)), would result in a severely
truncated rate of energy transfer. However, because the Dexter electron exchange
mechanism does not depend on the oscillator strength, longer lifetimes affected
by less allowed transitions can serve to increase energy transfer by providing more
time for the excitation to migrate before radiative decay [25].

10.4.1
Triphenylene-Incorporated PPEs

Long-lifetime PPEs can be accessed by incorporating structures with extended aro-
matic cores, such as triphenylene, dibenzo[g,p]chrysene and benzothiophene, into
the backbone of the polymer. Triphenylene has a well-known symmetrically for-
bidden ground-state transition and, therefore, exhibits a long excited-state lifetime.
Although incorporation into a CP will decrease the triphenylene’s symmetry, it was
hypothesized that the strong aromatic structure would dominate the photophysics
of the resulting polymer. In order to determine the general effect of triphenylene in-
corporation, a family of triphenylene-based poly(p-phenyl ethynylene)s (TPPEs) was
synthesized along with chemically similar phenylene analogs (see Figure 10.17)
[26]. Polymers were size-selected by gel permeation chromatography to ensure
comparison of similar chain lengths and the excited-state lifetimes were measured
in the frequency domain in methylene chloride solutions. It was found that triph-
enylene incorporation universally extended the excited-state lifetime of targeted
PPEs without severely compromising quantum yield. The combination of � and τ

data demonstrate that the enhanced lifetimes are principally due to differences in
radiative rates and not differences in nonradiative rates.

In PPEs where the excitation is more localized, the lifetime-enhancing effect of
the triphenylene moiety was more pronounced. An example is P23, consisting of
a triphenylene monomer and a biphenyl monomer. Because biphenyl planarizes
in the excited state, a large Stokes shift is observed in the resulting polymer. This
process serves to localize the excitation and the radiative decay rate becomes more
competitive with energy transfer. Consequentially, the lifetime of P23 is about
three times longer than its phenylene analog, P24. This effect is also observed
in meta-linked PPE, P27: the meta linkage disrupts conjugation, thus localizing
the excitation and resulting in one of the longest lifetimes observed for TPPEs.
As expected, PPEs with a larger triphenylene component demonstrated more
pronounced lifetime enhancement relative to their phenylene analogs (P19 vs.
P20).

In addition, electrostatic variation in TPPEs was found to lead to excited-state
interactions. The long lifetime (4 ns) observed for P25 most probably arises from an
exciplex that is formed between the triphenylene moiety and its electron-deficient
tetrafluorinated comonomer. This proposal is also supported by the broad, red-
shifted emission spectra recorded for P25. Notably, these features were not observed
for the phenylene analog, P26, thus suggesting that the flat, electron-rich nature of
the triphenylene is necessary to induce exciplex formation.
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Figure 10.18 A simplified pictorial of depo-
larization due to energy migration in conju-
gated polymers (CPs). The excitation beam
is vertically polarized and therefore only ver-
tical transition dipoles are initially excited on
the CP chain. Vertically polarized excitons
on the polymer chain migrate. As they move

over a disordered polymer chain, they lose
their initial polarization. Thus, the emission
of the polymer is depolarized relative to the
excitation beam. This amount of measured
depolarization directly indicates the extent of
energy migration in the CP. (Adapted from
Ref. [25].)

The relationship between excited-state lifetime and energy migration can be
investigated through fluorescence depolarization measurements [25]. A simplified
pictorial depiction of depolarization due to energy migration in CPs is shown in
Figure 10.18. The excitation beam is vertically polarized and, therefore, only vertical
transition dipoles are initially excited on the CP chain. Vertically polarized excitons
on the polymer chain can migrate and, as they move over a disordered polymer
chain, can lose their initial polarization. The emission of the CP is thus depolarized
relative to the excitation beam. Therefore, the amount of measured depolarization
directly indicates the extent of energy migration in the CP.

Since all polymers studied were high molecular weight materials, they can be
considered rotationally static over the emission lifetime of the polymer. Therefore,
energy migration is the major contributor to the fluorescence depolarization in
CPs, and the exciton loses more of its initial polarization as it diffuses along a
disordered polymer chain. The polarization value, P, was determined from the
standard equation

P = I‖ − GI⊥
I‖ + GI⊥

(10.7)
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where I|| and I⊥ are the intensities of emissions detected parallel and perpendicular
to the polarization vector of the incident light, respectively, and G is an instrumental
correction factor. Theoretically, the highest value of P for a randomly oriented,
isolated, fixed chromophore with coincident transition dipoles for absorption and
emission is 0.5.

Concurring with lifetime data, depolarization was found to be universally more
pronounced in TPPEs than their phenylene analogs (Figure 10.19(a)). In the
case of polymers P21 and P22, the kinked thiophene linkage resulted in a much
greater depolarization than in other polymers studied. Greater polarization loss per
migration step is expected in a kinked structure. Polymer P27, with its localizing
biphenyl monomer, retained one of the highest polarization values. Polymer P25,
however, displayed the highest polarization value among the TPPEs. The energy
minimum formed by its exciplex probably quickly traps the wandering excitation,
thus reducing energy migration.

Additionally, the fluorescence depolarization of a subset of polymers as a function
of excitation energy was studied in order to separate depolarization owing to energy
migration from that due to absorption/emission dipole alignment (Figure 10.19(b)).
If energy migration is indeed present, then polarization values should decrease
as excitations move to shorter wavelengths. Measurements were performed on
materials selected for similar chain length, all above the small molecular weight
regime. As excitation energy is increased, it was found that both the TPPEs and
their phenylene analogs display lower P values, consistent with population of higher
energy excitons that readily lower their energy by migration to lower energy states.
However, polarization continued to significantly decrease with shorter wavelengths
of excitation in TPPEs but only leveled off in PPEs, indicating that radiative rates of
emission are not competitive with energy migration in TPPEs as they are in PPEs.
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If the Förster mechanism dominated, then the enhanced radiative rates in PPEs
would encourage more extensive energy migration (and therefore greater flu-
orescence depolarization) as compared to the TPPEs; however, the opposite
phenomenon is observed, thus lending credence to the claim that the Dexter mech-
anism is the dominant intramolecular energy transport process in these systems.

10.4.2
Chrysene-Incorporated PPEs

It was also possible that the increased fluorescence depolarization observed for
the TPPEs is due to a reduced persistence length as compared to analogous PPEs
(see Figure 10.20). Steric interactions between the ethynylenes and proximate
CH bonds of the TPPEs could conceivably result in a more coiled structure
that could be responsible for the more rapid fluorescence depolarization in the
TPPEs. To address this concern, polycyclic dibenzo[g,p]chrysene-based poly(p-
phenyl ethynylene)s (CPPEs) were investigated (Figure 10.21) [27]. CPPEs lack any
complicating steric factors and have a more rigid structure that should increase the
persistence length and yield less coiled polymers compared to PPEs.

The photophysical properties of the CPPEs were found to be similar to those
observed in TPPEs: that is, longer excited-state lifetimes and more extensive energy
migration. Polymers P29 and P31 displayed lifetimes greater than 2 ns, while
most PPEs have sub-nanosecond lifetimes. Polarization studies confirmed the
presence of enhanced exciton migration in CPPEs [25]. For all chain lengths and
at all excitation wavelengths, the polarization values of CPPEs were about half
of those in the corresponding PPEs. Additionally, polarization data as a function

E∗

E∗

E∗

E∗

vs.

lower persistence length
(i.e., highly coiled structure)

leads to greater depolarizaton

Figure 10.20 Possible persistence-length dependence of fluorescence depolarization.
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Figure 10.21 Structures of chrysene-incorporated PPEs.

of excitation wavelength discounted dipole displacement as a main contributor to
depolarization. Chain length dependent studies on P29 revealed that radiative decay
did not supersede energy migration even for the longest chain lengths (n ∼ 220).
Therefore, the CPPEs, similar to the TPPEs, allowed for greater intrachain exciton
migration than PPEs because of the fact that energy migration is not truncated by
radiative deactivation of the excited state.

10.4.3
Thiophene-Based Model Compounds and PPEs

Lastly, polymers with pendant thiophenes further illuminate lifetime extension
(Figure 10.22) [28]. Sulfur incorporation benefits materials properties in part owing
to the larger radial extension of its bonding. This promotes cofacial electronic in-
teractions between stacked molecules that could enhance energy transfer. Cyclized
and noncyclized versions of each model compound and polymer were investi-
gated to assess the effects of imposed symmetry and rigidity on the photophysics
of the material. With both meta and para linkages represented, the family of
polymers investigated allowed for exploration of the effects of different degrees of
aromatization as well as changes in conjugation pathways.



10.4 Lifetime Modulation 299

S

S

S
S

S

n n

S S

S

OR OR

OROR

OR OR

OR

OR OR

OR
OR

Ar Ar

ArAr

Ar Ar

RO RO

RORO

RO RO

RO

RO

RO

RO

RO
OR

MC1

P32

"para pendant"

SS

OR

MC3
"meta pendant"

MC2

"para cyclized"

"para pendant"

P33
"para cyclized"

S

S

n

P35
"meta cyclized"

OR OR

Ar Ar

RO

SS S

OR

MC4

"meta cyclized"

RO

RO

RO

RO

S

S

n

P34
"meta pendant"

Figure 10.22 Structures of thiophene-based model compounds and PPEs.

To predict the behavior of such thiophene-containing polymers, model com-
pounds MC1–4 provided systems with precisely defined conjugation lengths,
allowing separation of planarization effects from effective conjugation-length
variations. The cyclized compounds MC2 and MC4 showed a sharpening of vibronic
structure concomitant with a decrease in Stokes shift as degrees of freedom were
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reduced. The oscillator strength of the (0,0) transition was significantly reduced in
the meta system MC4 (log ε = 3.63) when compared with the para isomer MC2
(log ε = 4.69). Accordingly, meta MC4 had a longer excited-state lifetime (5.00 ns)
than the para MC2 (1.12 ns).

While a sharpening of emission spectra was observed, no significant wavelength
shift in either system occurred upon cyclizing (aromatizing) either MC1–MC2
or MC3–MC4. This suggested that there is planarization in the excited state of
MC1 and MC3 to allow for greater delocalization. Additionally, the lifetime of the
both systems was found to increase upon cyclization: the meta system displayed
a ninefold increase in excited-state lifetime upon cyclization (0.58 ns for MC3 to
5.0 ns for MC4) while the para system showed a more modest increase (0.8 ns for
MC1 to 1.12 ns for MC2).

Consistent with other CPs, the photophysical properties of the model compounds
MC1–4 were reflected in the corresponding polymers. The absorption spectra of
rigid, aromatized P33 and P35 displayed sharper vibronic structure and a decrease
in Stokes shift when compared with the noncyclized P32 and P34. The meta-cyclized
polymer P35 displayed much lower oscillator strength at the band edge than its
para analog, P33 – which was predicted by the corresponding model compounds.
Aromatization effects only slightly shifted the emission maxima of both the meta
and para systems. As in MC1 and MC3, this may attest to excited-state planarization
in the flexible systems.

Lifetime trends in the model compounds were also consistent with the related
polymers. In accordance with the diminished oscillator strength, the meta polymers
P34 and P35 displayed a lifetime discrepancy (0.30 vs 1.06 ns, respectively) similar
to that of their model compounds, MC3 and MC4 (0.58 vs 5.00 ns, respectively).
The para polymers also mimicked the model systems. However, in this case,
the model compounds MC1 and MC2 exhibited comparable lifetimes (0.80 vs
1.12 ns, respectively) before and after cyclization. As a result, the para polymers
shared almost identical lifetimes (P32: 0.57 ns, P33: 0.61 ns). Both these examples
correspond to the previously observed trend, which suggests that monomer
photophysics critically influences the photophysics of the resulting polymers.

Polarization experiments revealed that energy migration is not enhanced without
lifetime enhancement [25]. In other words, the meta-cyclized polymer P35 displayed
the greatest fluorescence depolarization, with polarization values reaching near
zero. This was due to both the enhanced lifetime of the polymer and the curved
architecture of the polymer chain, which causes significant depolarization even
when energy has migrated through a single hop. In contrast, since a large lifetime
enhancement was not obtained upon aromatizing the para-pendant polymer P32
to its cyclized analog, P33, a large depolarization was not observed for either
of the two para polymers. Together, the polarization measurements on these
thiophene systems underscore an important distinction: simply rigidifying the
polymer backbone is not enough to extend lifetime and enhance energy migrations.
One must carefully consider chromophore photophysics when attempting to
impart these properties into CPs because the excited-state behavior of polymers is
essentially encoded by the choice of monomers.
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10.5
Conformational Dependence on Energy Migration: Conjugated Polymer – Liquid
Crystal Solutions

The achievement of complete control over the conformation of CP single chains and
their assembly into functional structures is paramount to the thorough understand-
ing and optimization of energy transfer and conductivity in CPs. Inconveniently,
high molecular weight PPEs have finite persistence lengths and exist as flexible
coils (as opposed to rigid rods) in solution [11]. Consequently, the disorder displayed
in solution is often transferred to the solid-state structures of PPEs, and there is a
general lack of long-range molecular order due to conformational disorder in the
polymer main chain. The many structural defects in the solid state ultimately result
in diminished electronic delocalization and limit the ability to study the intrinsic
properties of these materials.

As one potential solution to this conundrum, liquid crystals (LCs) represent an
ideal means to produce ordered arrays of molecular wires. Columnar LCs with
extended aromatic cores have long been considered 1D conductors; however, there
is limited electronic coupling between aromatic cores due to limited overlap of the
π -orbitals, particularly in the liquid crystalline state [29]. An alternate strategy to
exploit the long-range order of LCs and assemble electronic materials is to dissolve
CPs into an LC host. In this way, the strong intramolecular electronic coupling of
the CP and the organizational ability of the LC host can work together to form a
highly organized electronic material.

Revisiting the rigid, 3D pentiptycene scaffold mentioned earlier, it is worth noting
that the 3D nature of pentiptycene and its analog triptycene (Figure 10.23) also
has important organizational influences. Specifically, the addition of triptycene
moieties into the backbone of a polymer can either be used to redirect [30] or
enhance [31] molecular alignment in LCs and stretched polymers. This property
results from the natural tendency of host–guest mixtures to lower their energy by
minimizing the amount of free volume. Therefore, fluorescent dyes, PPEs, and
PPVs containing triptycene groups can theoretically be aligned along the nematic
director in LCs and thus achieve significant ordering with high-order parameters
(S) and dichroic ratios (D) [31].

Accordingly, nematic liquid crystalline solutions of the highly emissive,
triptycene-incorporated PPV, P36, and the triptycene-incorporated PPE, P37

Triptycene

Pentiptycene Figure 10.23 Common iptycene scaffolds.
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(Figure 10.24) were investigated [32]. Solutions of P36 and P37 in 6CHBT
(Figure 10.25) were loaded into LC cells with rubbed internal polyimide surfaces
that gave a homogenous alignment of the nematic LC. Polarized absorption
spectroscopy of these test cells with the polarizers aligned parallel (0◦) or
perpendicular (90◦) to the nematic director were used to calculate the order
parameters, S. The liquid crystalline solvent (a wide variety of nematics were
acceptable, but 6CHBT and 5PCH were primarily used) had the important feature
that it created an extended CP chain conformation that was highly aligned (S
ranged between 0.7 and above 0.8). Additionally, the polymers were found to have
greatly enhanced conjugation lengths in nematic LC solutions. This could readily
be observed by comparing the absorption spectra of P37 in a CH2Cl2 solution and
an LC solution: P37 in a LC solvent displayed an absorption spectrum that was
red shifted and had a comparatively abrupt band edge relative to its absorption
spectrum in a CH2Cl2 solution (Figure 10.24). Both these features suggest that the
CPs’ long axes aligned with the director of the nematic LC and that the polymer
chains were in a highly extended conformation as opposed to the typical random
coil present in isotropic solutions.

Further proof that the polymers formed true solutions in nematic LCs was
provided by demonstrating that the polymers could be reoriented with the nematic
host by application of electric fields (Figure 10.26). Under an applied field (9 V), the
nematic director and the polymer backboned aligned normal to surface of the LC
test cells. This resulted in a dramatic reduction (75–80%) in the polymer absorption
and complete loss of polarization. These results are due to the realignment of the
CP’s transition dipole (that is coincident with the polymer’s long axis) to match
the direction of the electric field (normal to the surface of the test cell), which
minimized the projection of the transition dipole along the electric vector of the
incident light beam. The reorientation of the CPs was also readily apparent by
visualizing the polymer’s fluorescence in the presence (fluorescence OFF) and
absence (fluorescence ON) of an applied voltage (Figure 10.26). In all cases, the
polarized fluorescence was rapidly recovered upon removal of the voltage.

To better illustrate the conformational dependence of energy migration in CPs,
LC solutions of P38, which is a pentiptycene-incorporated PPE end-capped with
low-energy anthracene trapping sites, were investigated (Figure 10.27) [33]. As
explained earlier, the introduction of anthracene end groups solicits efficient
energy transfer from the polymer backbone to these trapping sites and thus, site-
selective, green emission from the polymer termini can be observed if significant
exciton migration is operative. Therefore, dissolving P38 in 6CHBT allowed for
the study of the rate of intrachain exciton migration under conditions of increased
conjugation length and high alignment. These studies revealed that the order
imposed by the nematic LC solvent increased the energy transfer efficiency to the
low-energy anthracene termini. This process was accompanied by a significant
increase in the fluorescence quantum yield. The liquid crystalline phase was found
to be a necessary requirement for this phenomenon, as when the temperature of
the system was increased above the nematic–isotropic transition temperature of
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Figure 10.25 Structures of some nematic liquid crystals.
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Figure 10.26 A nematic solution of PPV
P36 in 6CHBT. The red-shift in the absorp-
tion spectrum of the liquid crystal solution
is clearly apparent, and the alignment is ap-
parent from the ratio of the spectra taken
at 0◦ and 90◦ to the nematic director. The
periodic signal at 90◦ is due to interference
effects from the rubbed polyimide coat-
ings of the test cell. The pictures document
the fluorescence behavior of a P36/6CHBT

nematic solution in a test cell. (c) A test cell
is shown with no applied voltage, and the
nematic director and polymer are aligned
with the short axis of the cell. (d) 9 V is
applied between the ITO pads on the top
and bottom of the test cell that realigns
the liquid crystal and polymer normal to
the glass slides. This results in a dramatic
reduction in the polymer’s absorption and
emission and complete loss of polarization.

the LC host, a dramatic reduction of the energy transfer efficiency and fluorescence

quantum yield was observed.

Structure–property relationships that govern the extent of conformational en-

hancement achievable in PPE–LCs mixtures were investigated using PPEs P39–41
(Figure 10.28) [34]. These PPEs contain more elaborate iptycene scaffolds intro-

duced to create polymers displaying greater order and enhanced solubility in LCs

at high molecular weights (high molecular weight versions of P36 and P37 were
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Figure 10.28 Structures of PPEs containing elaborate iptycene scaffolds.

found to be poorly soluble in nematic LCs). As expected, P39 and P40 displayed
higher order parameters (SA = 0.86 and 0.81, respectively) than both P36 and P37
(SA = 0.69 and 0.73, respectively). Similar to observations made with P36 and P37,
mixtures of P39 and P40 in MLC-6884 (which has a negative dielectric anisotropy
and a nematic phase at room temperature) displayed the same absorption red-shift
and band-sharpening relative to isotropic solutions, thus indicating conjugation-
length enhancement in LC solutions. However, P41 did not exhibit any signs of
conjugation-length enhancement, and hence it appears that steric crowding in this
material restricts the large degree of interaction with the LC solvent necessary to
promote planarization. Consistently, only low molecular weight versions of P41
were soluble in the LC. In contrast, P39, with the least amount of steric congestion,
showed the greatest amount of conjugation-length enhancement and the highest
order parameter. Therefore, it is reasonable to conclude that the role of steric
congestion about the polymer main chain plays an important role in determining
the order parameter and conjugation-length enhancement in PPE–LC mixtures.
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Figure 10.29 Structure of an amphiphilic
PPE.

Additionally, molecular weight dependent studies with P39 revealed that order
parameters as high as S = 0.90 can be achieved using samples with Mn greater
than ca. 20 000.

Lastly, conformational and conjugation-length enhancements in PPEs are not
only restricted to nematic LC solvents. Lyotropic LCs composed of water–potassium
dodecanoate–decanol were also found to affect the same changes in PPEs (e.g.,
P42, Figure 10.29), provided the repeat unit of the polymer contained amphiphilic
side chains [35].

10.6
Conclusions

The ability of CPs to function as electronic materials is dependent on the efficient
transport of excited states (excitons) along the polymer chain. Facile exciton
migration in PPEs allows energy absorbed over large areas to be funneled into
traps created by the binding of analytes, resulting in signal amplification in
sensory devices. The energy migration in CPs can occur both intramolecularly
and intermolecularly. In the case of dilute solutions, the intramolecular process
dominates in the form of a 1D exciton random walk along isolated chains.
Much higher efficiency can be reached in polymer aggregates and in solid films,
where the energy migration occurs as a 3D process by both intramolecular and
intermolecular pathways. The interplay between these two pathways has been a
topic of contention, with intrachain migration being sometimes considered slow
and inefficient as compared to its interchain counterpart. However, based on signal
amplification of fluorescence quenching and efficient energy transfer to low-energy
emissive traps in solution, we have shown that the intramolecular exciton migration
in isolated polymer chains may indeed be very efficient.

A detailed understanding of intramolecular energy transfer in CPs can be elusive
and is complicated by the conformational complexities that are typically associated
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with CPs in solutions and in thin films. LB monolayers constitute exceptions, as
the rate of energy transfer can be investigated in PPEs assembled into discrete
multilayers with precise control of polymer conformation and alignment. Kinetic
analyses on LB multilayers surface modified with emissive traps indicated that
energy transfer was much faster in the plane defined by each layer of the polymer
chains as compared to the direction normal to the chains, thereby suggesting that
intramolecular energy transfer is faster than the intermolecular process.

Fluorescence depolarization studies conducted on a family of triphenylene-
incorporated PPEs with long lifetimes point to the through-bond Dexter energy
transfer mechanism as being the dominant energy transfer pathway for in-
tramolecular exciton diffusion. Extending the lifetime of a CP was universally
found to increase the degree of intramolecular energy migration. Inclusion of
structures with extended aromatic cores into the repeat unit of a PPE generally
leads to an increase in the excited-state lifetime of PPEs. In addition, introduction of
features that tend to localize excitations – such as biphenyl moieties, kinked poly-
mer backbones, or exciplexes – into the polymer backbone also causes dramatic
increases in excited-state lifetime. Generally, the photophysics of the chromophore
monomer dictate the excited-state behavior of the corresponding CPs.

Emissive polymer films with modest to high quantum yields of fluorescence
usually have limited electronic interaction between polymer chains, and in this
case interchain energy migration is generally accepted to occur through the dipole-
induced dipole mechanisms. The 3D nature of energy migration in films usually
leads to longer exciton diffusion lengths, but often is accompanied by formation of
low-emissive intermolecular species, resulting in diminished emission quantum
yields. However, incorporation of rigid, 3D scaffolds, such as iptycenes and
cyclophanes, can encourage an oblique packing of the chromophore units of a CP,
thus allowing the formation of electronically coupled aggregates that retain high
quantum yields of emission.

The rigid iptycene scaffolds also act as excellent structural directors that encourage
complete solvation of PPEs in an LC solvent. LC–PPE mixtures display both an
enhanced conformational alignment of polymer chains and extended effective
conjugation lengths relative to isotropic solutions.
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2-aminopurine (AP) 134f
amplified quenching of fluorescence 201
amplifying fluorescent polymer 274ff
anthracene as low-energy emissive trap

278ff, 282f
anthraquinone 4
antiresonance 35f
AO, see acridine orange
AP, see 2-aminopurine
appended trap (AT) 191f
appended trap (AT) method
– comparison with µC method 191f
Arrhenius behaviour of the junction

resistance 68
AT, see appended trap
ATK transport calculation method 24,

42, 44
attenuation factor, see β-value
Aviram-Ratner type molecule 2

b
β-value 98, 122f, 160f
– for bridge units 161
barrier tunneling 21
– electron transmission through a

rectangular barrier 64, 98
– proximate resonance barrier tunneling

(PRBT) model 21, 30, 43
benzene 23, 25, 48
bis(para-phenylene)-34-crown-10 (BPP)

274f

bond length
– comparison of cross-conjugated and

linearly conjugated molecules 29
Born–Oppenheimer adiabatic

approximation 207, 215
BPP, see bis(para-phenylene)-34-crown-10
broadening of molecular states 65

c
calculation of transport dynamics 25
carbon nanotube 3, 207
caroviologen 6
charge carrier mobility 213f, 244f
– at DC 247
– at microwave frequencies, see also

microwave mobility 245ff
– dependence on polymer length 248, 252
– dependence on the electric field frequency

246f, 262
– effect of chain coiling on 258ff
– effect of microscopic conformation of

molecular wires on 264ff
– effect of torsional disorder on 251ff
– in π -conjugated polymers 240, 245ff
– in σ -conjugated polymers 245f
– one-dimensional 259
– three-dimensional 263
charge injection 136f, 162f, 173, 194
charge recombination 133, 140, 145, 243
charge residence time 67f, 78
charge separation 133, 138, 144
– quantum yield of 140, 145, 147f
charge transfer
– basic mechanism of 8, 160f
– in DNA 134ff, 151f
– intracomplex photoinduced 174
– parameters for controlling the mechanism

of 163

Charge and Exciton Transport through Molecular Wires. Edited by L.D.A. Siebbeles and F.C. Grozema
Copyright  2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-32501-6



312 Index

charge transfer (contd.)

– sequential 162f
– superexchange mechanism 161f
– temperature dependence 167, 178
charge transfer complex 277
charge transfer in DNA-hairpin model
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23f
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electron-phonon coupling 207
– in PPV 209f
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FCWD, see Franck-Condon weighted density
Fermi function 24
Fermi golden rule 96f, 165
Fermi level 64, 164
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Flory distribution 250, 258
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Förster energy transfer (FRET) 101, 111,

280, 292, 297
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Green’s function 65
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hole injection 137, 139f
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– hopping transport regime 62f
– in redox active PTCDI molecules 70
– incoherent hopping 10, 68, 160
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– influence of the electronic structure on
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– multistep charge hopping in long wires
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– thermally activated 69f
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Hückel model system 23
Hückel-IV 3.0 transport calculation method

24, 42, 44
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induced/enhanced intersystem crossing

111f
inelastic electron tunneling microscopy
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interchain polaron dynamics 224f
interference effect 25
interference position 45
interference splitting in multiple
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internal conversion 142
interpolymer energy transfer 280
intersystem crossing 195
intrachain DC mobility 247
intrachain energy migration 289, 298
intrachain excitation migration 283, 292
intrachain polaron dynamics 222f
intramolecular electron transfer 62
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junction 3

j
junction resistance 63, 68
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Kondo resonance 20
Kubo relation for charge carrier mobility

244f
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ladder-type poly(para-phenylene) (LPPP)

246, 249, 259
Landauer approach for molecular

conductance 9, 65
Landauer–Imry limit 24
Langmuir–Blodgett (LB) deposition

technique 280
lattice energy 219f
lattice vibration 234
LC, see liquid crystal
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lifetime modulation 292
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liquid crystal (LC) 301
localized charge 10
low-energy trap 278ff, 282f
lowest occupied molecular orbital (LUMO)

22, 26, 64, 110, 168, 176
LPPP, see ladder-type poly(para-phenylene)
luminescence of CP aggregates 285
luminescent trap 289
LUMO, see lowest occupied molecular orbital

m
Marcus charge transfer rate 9
Marcus theory 165
Marcus–Hush model 8
Marcus–Jortner equation 97
McConnell superexchange model 99ff
mean squared charge displacement 256,

262
mean-field approach 221
memory cell 6
memory element 20
3-methylenepenta-1,4-diyne-1,5-dithiol 30f
microwave conductivity (µC) method 191
– comparison with AT method 191f
microwave mobility 245ff, 250f
– effect of torsional disorder on 251ff, 254f
– isotropic 259
– relation to intrachain DC mobility 247,

250
mid-gap 27, 39
mid-gap coupling 28
mobility of charge carriers 212f, 240ff, 256f
– along conjugated bridges 10, 240ff
– effect of chain coiling on 258ff
molecular conductance orbital 33ff
molecular diode 2
molecular dynamics 25
molecular dynamics simulation 49
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– design of 36f
– development of 1f
molecular geometry determination 23f
molecular junction 61
– energy level diagram for 64
– Fermi level 64
– gold-antrhacenethiol-gold tunnel junction

66f
– gold-OPI-gold junction 77, 80
– intermolecular interactions in

measurements on 69
– ‘‘in-wire’’ junction 69
– metal–insulator–metal 169
– metal–molecule–metal junction 62
– nitrite-substituted OPE junction 69
molecular junction formation
– by using a soft, spring-loaded contact 75f
– electrical contacting by CP-AFM 75
molecular orbital model of polymer systems

215f
molecular orbital spectrum 26
molecular rectifier 2f, 20, 43f
– design of 44f
molecular switch 20
– criteria for 37
– design of 37f
– photochromic 3
– redox 4
molecular transistor 3, 5, 20, 41f
molecular transmission
– at the Fermi energy 30f
– dependence of, on gate voltage 43
– effects of cross-conjugation on 30f
– Hückel-model calculation of 33
– in a two-site model 33f
– π transmission 31
– σ transmission 30
– total transmission 33ff, 65
molecular transmission resonance 19
molecular wire 1
– acyclic cross-conjugated 19, 26f
– charge transport in 8f, 21, 160f
– chemisoption to electrodes 20
– conjugated 6f, 9
– connecting devices 6
– definition of 159
– excitons in 8f
– growth of metal coordinated 72
– impact of charge transport characteristics

caused by coupling to electrodes 19
– limitations of device performance 21f
– OPI wire 72f

– resistance measurement using CP-AFM
75

– structures of oligoimine wires 84f
– synthesis of long wires 70
– trans-membrane 7
– with metal-complex structure 84
molecule-metal coupling energy 67
motion of excited states 11
Mulliken approximation 218
multistep hopping mechanism 10

n
negative differential resistance (NDR) 20,

46f
nematic LC solution 302f
nematic-isotropic transition 302, 305
neomycine 284
nonquenching analyte 284
nonspanning node 32f
nuclear degrees of freedom 2, 208

o
OF, see oligofluorene
OFET, see organic field effect transistor
off-resonant transmission 22
off-resonant transport characteristic 19ff
oFL, see oligofluorene
OLED, see organic light emitting diode
oligo(meta-phenyleneethynylene) (oPPE)

173f
oligo(para-phenyleneethynylene) (oPPE)

172f
oligo(para-phenylenevinylene) (oPPV)

170ff
oligo(quinoxaline) 7
oligofluorene (OF or oFL) 123ff, 175f
oligonaphthalenefluoreneimine (ONI) wire

74, 83
oligophenylene (OPI) wire
– bias dependence of 81f
– current-voltage characteristics of 79f
– electric field dependence of charge

transport in 78f
– electrical transport in 76f
– length dependence of resistance of 76
– physical nature of hopping sites 77f
– synthesis of 72f
– temperature dependence of resistance of

76f
oligophenyleneethynylene (OPE) 69, 100f,

125, 161, 164
oligothiophene (OTP or oT) 123ff, 181
on/off current 37
ONI, see oligonaphthalenefluoreneimine
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OPE, see oligophenyleneethynylene
OPI, see oligophenyleneimine
oPPE, see oligo(meta-phenyleneethynylene)
oPPE, see oligo(para-phenyleneethynylene)
oPPV, see oligo(para-phenylenevinylene)
orbital pairing 27
organic field effect transistor (OFET) 208,

225
organic light emitting diode (OLED) 208,

225, 251
organic photovoltaic cell 200, 208
oT, see oligothiophene
OTP, see oligothiophene

p
p–n junction 3
paraquat 274
PDI, see polydispersity index
pentiptycene 286, 301
persistence length 260, 263
perturbation approach 212f
perylene tetracarboxylic dimide (PTCDI)

70
PES, see potential energy surface
PF, see polyfluorene
phenylene-vinylene (PV) polymer
– charge mobility along 256
– comparison of calculated and experimental

charge mobility on 257f
– mean squared charge displacement on

256
– molecular structures of 252
phonon mode 209, 217
photoexcitation 135f, 194
photoinduced electron transfer 8, 162f,

167f
π electron delocalization 28
π -σ -separation 216ff
π -stacked DNA base 9
π -stacking interaction 137, 174, 288
polarization value 295f
polaron
– capture by traps 192
– dynamics in the photoexcited state of

233f
– one-dimensional diffusion along polymer

chains 198f
– time dependence of moving 223
– binding energy 210
– drift process 152, 210, 223, 230
– formation of 67f
– in DNA 152
– localized 210, 226ff
polaronic charge carrier 68, 208ff

poly(4-vinylbiphenyl-co-1-vinylpyrene) 196
poly(para-phenyl ethynylene) (PPE) 273ff
– anthryl-incorporated 282
– application of 208, 214
– chrysene-incorporated (CPPE) 297f
– dynamics in the photoexcited state of

231f
– emission of 274ff, 278f, 283
– emission spectra of model compounds

based on 283
– energy transfer in anthracene end-capped

PPE 278ff
– fluorescence behaviour in LC solution

302ff
– fluorescence color change of PPE-based

systems 283
– pentiptycene-incorporated 286f
– polarization value of 296
– striated multipolymer system of 280f
– sulfur-incorporated 298f
– synthetic route to PPE polymers 274
– thiophene-incorporated 299
– triphenylene-incorporated 293
– electron-phonon coupling in 209f, 218f
– ground-state geometry of 209
– intrachain polaron dynamics of 222f
– lattice energy of 220
– one-dimensional charge transport along

259
– theoretical model of charge transport in

254f
– torsional dynamics of 225ff
– torsions in 216
– TRMC measurements on substituted PPV

242f
polydispersity
– impact on charge diffusion to traps in

polymers 202
polydispersity index (PDI) 202f, 260
polyfluorene (PF) polymer 259ff
– comparison of calculated and experimental

charge mobility on 263f
polymer chain conformation 259ff, 264,

267f
polymer model compounds with AT groups

197, 201
polythiophene 5, 278
porphyrin 7, 264
– radical cation 108f, 111
– tape 8
porphyrin polymer ladder formation 265
potential energy surface (PES) 215, 222
PPE, see poly(para-phenyl ethynylene)
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PPV, see poly(para-phenylene vinylene)
PRBT model, see barrier tunneling,

proximate resonance
PR-TRMC, see pulse-radiolysis time-resolved

microwave conductivity
PTCDI, see perylene tetracarboxylic dimide
pulse-radiolysis time-resolved microwave

conductivity (PR-TRMC) measurement
240f

– on basic principles of 240f
– on binaphthyl-PF copolymers 259f
– on ladder-type porphyrin polymers 264ff
– on LPPP polymers 249ff
– on PPV polymers 241f, 252
PV polymer, see phenylene-vinylene polymer

q
quantum dot 5
quantum interference
– destructive 23, 26, 30f, 48
– effect of electron donating and

withdrawing groups on 41
– in acyclic cross-conjugated molecules

26f
– in the phenyl ring 32
– limits of prediction models 47f
– prediction for model systems 33
– tuning of 38f
quantum Liouville equation 25
quenching constant 276
quenching process 274f

r
RAIRS, see reflection-absorption Fourier

transform infrared spectrosopy
receptor site 274
rectification ratio 44
rectifying diode, see molecular rectifier
reflection-absorption Fourier transform

infrared spectrosopy (RAIRS) 73
reorganization energy of electron transfer

106
resistance 63, 65, 76ff
resonance split 45

s
Sa, see stilbenediamide
SAM, see self-assembled monolayer
scanning tunneling microscopy (STM) 9
SCLC regime, see space charge limited

current regime
Sd, see stilbenediether
SEET, see singlet excitation energy transfer

self-assembled monolayer (SAM) 8, 69f,
161

self-assembly 8, 288
self-quenching 284
short circuit 50
simulation of excited state dynamics 221
single-channel conductor, see also voltage

switch 36f
single-electron transfer 5
single-electron tunneling 5
single-molecule conduction study 1, 9
single-molecule device 2f
single-molecule receptor 274
– BPP receptor 275
single-molecule rectification 2
single-molecule switch, see molecular switch
single-molecule transistor, see molecular

transistor 3
single-step tunneling process 10
singlet excitation energy transfer (SEET)

98, 100ff, 111
singlet excited state, see (singlet) exciton
singlet exciton, see also exciton
– transport along π -conjugated polymer

chains 200f
single-walled nanotube 3, 5
solid-state rectifier 3
space charge limited current (SCLC) regime

82
spermidine 284
spermine 284
steady-state device 133
steady-state fluorescence 194
steady-state phosphorescence 194
Stern–Volmer competition kinetic 194
Stern–Volmer relationship 274
stilbenediamide (Sd) 135
stilbenediether (Sa) 135
STM, see scanning tunneling microscopy
subthreshold swing 37
superexchange, see also tunneling 123ff,

133, 138, 161f
Su-Schrieffer–Heeger (SSH) model 218
‘‘superquenching’’ of fluorescence 201
switching speed 5, 37
symmetry breaking in DNA model

compounds 141f
synthesis
– growth of metal coordinated molecular

wires 72
– in situ polymerization of

dibromoterfluorene on a gold surface
70

– of long molecular wires 70
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– of ONI wires 74
– of OPI-p monolayers 74
– of π -conjugated OPI wires 71f
– of PPE polymers 274

t
TDSE, see time-dependent Schrödinger

equation
TEET, see triplet excitation energy transfer
tetracyanoquinodimethane 3
tetrathiafulvalene 3
2,5-thienylene trap unit 200
thiophene-based fluorescent model

compounds 299f
tight-binding approximation 254f
time evolution of the density of charge

227ff
time-dependent electron density 221, 227ff
time-dependent occupation number of

instantaneous eigenstates
221f, 231

time-dependent Schrödinger equation
(TDSE) 208, 216f, 254

time-independent Schrödinger equation
212, 220

time-resolved fluorescence spectroscopy
137

time-resolved microwave conductivity
technique 10, 239ff

time-resolved spectroscopy 8, 174, 195
torsional angles in PPV 229f
torsional disorder 7
torsional dynamics 225ff
TPPE, see triphenylene-based

poly(para-phenyl ethynylene)
transient absorption spectroscopy 134, 136,

142, 198
– femtosecond 143f
transition rate between potential energy

surfaces 96
transmission spectrum 22, 40ff

transport calculation 24f, 44
triphenylene-based poly(para-phenyl

ethynylene) (TPPE)
– electronic properties of 293
– molecular structures of 294
triplet excitation energy transfer (TEET) 98,

104f, 115, 123
triplet exciton
– creation of 195, 200
– transport along π -conjugated polymer

chains 199f
triptycene 301
tunneling
– coherent 63, 65, 98
– conformational control of, in bridged

systems 117f
– dependence on barrier length 65
– Fowler–Nordheim, see field emission
– influence of the intervening medium 99
– nonresonant 63ff, 76
– superexchange mechanism 10, 98ff, 133
– through conjugated bridges 95ff, 117f
tunneling barrier 64, 82

v
vibronic coupling 67f
voltage switch 37f
– current/voltage behaviour of 38
– transmission behaviour of 38

w
Weller equation 106, 113, 136
Wentzel–Kramers–Brillouin (WKB)

approximation 64f
wide-band approximation 33
WKB approximation, see

Wentzel–Kramers–Brillouin
approximation

z
zero-bias transmission 24f, 30
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