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Preface

The study of complex molecules requires high sensitivity and resolution for chemi-
cal analysis. This is why the NMR community pushes the development of ever more
powerful superconducting magnets that generate stronger and more homogeneous
magnetic fields every year. Today’s NMR magnets are heavy giants installed in
special NMR laboratories built to shield electromagnetic interference, control the
temperature, and reduce magnetic field distortions in order to provide ideal experi-
mental conditions in a small volume located inside the magnet. Besides the fact that
samples must be taken to the magnet to be analyzed, they must fit in the limited
space available in the magnet center. Large samples cannot be investigated in this
way without cutting. This problem was already noted in the early days of NMR
when the technique was identified as a potential tool to characterize rock forma-
tions in situ. Measuring properties of the pore structure as well as characterizing
the saturating fluids downhole by NMR triggered the development of what today is
called inside-out NMR. Here, instead of placing the sample inside the magnet, the
apparatus is placed inside or at one side of the object.

The implementation of this concept requires the construction of sensors project-
ing considerable magnetic and radiofrequency (rf) fields outside the magnet and
inside the sample under study. For more than 30 years well-logging tools used the
earth’s magnetic field as polarization field, but the low sensitivity and poor spatial
selectivity limited their commercial success. Potential application of open NMR
sensors to measure, for example, moisture in building materials or soil motivated
engineers to use electromagnets to increase the magnetic field strength. However,
these instruments were large, weighing up to 300 kg and operated at low frequen-
cies like 3 MHz. Perhaps the most important step toward reducing the size of the
magnets was the use of permanent magnets to generate the static magnetic field. This
eliminated most of the power consumption of these NMR devices. During the late
1980s and early 1990s various magnet geometries have been proposed by different
well-logging companies, and a number of research groups proposed small single-
sided magnets generating magnetic fields of about 0.5 T external to the sensor.
An example is the known U-shaped magnet geometry used by the NMR-MOUSE,
which is obtained by opening the C-shaped geometry used in conventional closed
magnets.
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The big challenge faced when working outside the magnet is posed by the large
inhomogeneities in both the magnetic and the radiofrequency fields. Under such
experimental conditions even hard rf pulses act as selective pulses and off-resonance
effects are considerable. Therefore, during the 1990s, several groups set their atten-
tion on understanding the response of the spin system to pulse sequences known
from conventional NMR, like the Carr-Purcell-Meiboom-Gill (CPMG) sequence
extensively used to measure the transverse relaxation time T2, when they are applied
in the presence of a strongly inhomogeneous magnetic field. Chapter 2 provides the
tools needed to evaluate the evolution of the magnetization to such pulse sequences
implemented in the magnetic field generated by open NMR sensors. Besides pro-
viding the timing of some well-known pulse sequences and the phase cycle for the rf
pulses required to eliminate unwanted signals generated by resonance offsets, typi-
cal features that must be considered at the time of implementing them are discussed.
Moreover, a general expression is derived for the sensitivity of NMR experiments
in inhomogeneous fields. The conclusions drawn from this analysis set the rules for
optimizing magnet and rf coils to maximize the signal-to-noise ratio of single-sided
sensors.

In the presence of inhomogeneous magnetic fields, relaxation times and diffu-
sion coefficients are the key NMR parameters to assess sample composition and
dynamics. To extract maximum information from relaxation and diffusion measure-
ments, a number of numerical tools have been proposed. One of the most powerful
ones is based on calculating the inverse Laplace transform of the signal decay to
obtain the relaxation time distribution from a relaxation measurement. Although
initially this transformation has been applied to 1D data sets, recently the possibility
to extend it to 2D experiments in reasonable computation times has been reported.
It opened the door to measure powerful multi-dimensional diffusion–relaxation and
relaxation–relaxation correlation spectra useful to disentangle overlapping signals in
a way similar to conventional multi-dimensional Fourier NMR spectroscopy. This
methodology is described in detail in Chap. 3.

Although initially magnets were optimized to maximize sensitivity by maxi-
mizing magnetic field strength (at the expense of a strong static gradient) or the
excited volume (at the expense of field strength), later, harder constrains have been
imposed to the magnet design in order to generate convenient magnetic field pro-
files. Several of these magnets, including suitable rf coils, are presented in Chap. 4.
A particularly useful field profile is the one that defines a uniform gradient along
the depth direction. In the presence of such a field profile a slice parallel to the
sensor surface can be exited at variable positions inside the object. Achieving depth
resolution is useful to elucidate the depth structure of large samples. Moreover, fur-
nishing these magnets with a set of coils that generate pulsed gradient fields along
the two lateral directions, 3D spatial localization has been achieved. An important
step toward a functioning open tomograph required the adaptation of single-point
imaging sequences to work in inhomogeneous fields where multi-echo acquisition
is mandatory to achieve maximum sensitivity. The different methods available to
encode position during CPMG-like sequences are described in Chap. 5, where also



Preface vii

suitable pulsed field gradient sequences are discussed to measure molecular velocity
in the presence of a strong background gradient.

Accepting the field inhomogeneities as unavoidable for open sensors, pulse
sequences specially designed to minimize off-resonance effects have been proposed.
A particularly challenging problem that attracted considerable attention over the
years was the possibility to recover spectroscopic information from experiments
performed in inhomogeneous fields. For a long time this was thought to be impos-
sible because the static magnetic field inhomogeneities are usually orders of mag-
nitude larger than those created by the microscopic structure of the molecules to be
detected. In addition, terms in the spin Hamiltonian arising from chemical shifts or
field inhomogeneities are formally identical. As a natural consequence, no radiofre-
quency pulse sequence was deemed capable of differentiating both types of inter-
actions. A breakthrough was achieved in 2001 when an innovative alternative to
recover a chemical-shift resolved spectrum in an inhomogeneous magnetic field
was presented. The technique is based on matching the spatial dependence of the
static and the rf magnetic fields, to generate nutation echoes whose phase is only
sensitive to chemical-shift differences. This methodology and its implementation in
a single-sided magnet are discussed in Chap. 6.

Although for decades magnetic field inhomogeneity was assumed to be a hand-
icap inherent to these sensors, during the last years an important step ahead toward
recovering spectroscopic resolution has been reported. In particular, it has recently
been proven that highly homogeneous fields can be generated even outside a magnet
by furnishing the main magnet with a shim unit built from small and adjustable
permanent magnet blocks. Moreover, a way has been suggested to combine mag-
netic materials with different temperature coefficients to build a magnet with a
temperature-compensated magnetic field. The strategy followed to homogenize the
stray field of a single-sided magnet is discussed in Chap. 7.

Over the years, single-sided sensors have found applications in diverse fields such
as the non-destructive testing of rubber and polymer products, food and life stock
analysis, as well as the state assessment of objects of cultural heritage. Applications
in the area of biological tissue are discussed in Chap. 8, while those in the area
of material science and quality control are presented in Chap. 9. Finally, Chap. 10
intends to familiarize the reader with the particular hardware requirements of single-
sided NMR.

Aachen, Germany Federico Casanova
December 2010 Juan Perlo

Bernhard Blümich
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Chapter 1
Single-Sided NMR

Federico Casanova, Juan Perlo, and Bernhard Blümich

Since its discovery in 1945 [1, 2], nuclear magnetic resonance (NMR) has developed
into an inexhaustible research field. It is exploited in several areas in physics, chem-
istry, biology, and medicine to extract unique information at the molecular level
[3–8]. In chemistry, for example, it is considered to be one of the most powerful
analytical tools to elucidate molecular structure, and in medicine it is routinely used
for diagnostic imaging. Driven by the fact that sensitivity and spectral resolution
increase with the magnetic field strength and homogeneity, magnets are built larger
and larger over the years. Today, magnets are heavy and static devices installed
in special NMR laboratories designed to shield electromagnetic interference and
reduce magnetic field distortions in order to provide ideal experimental conditions
(Fig. 1.1a). Besides the fact that samples of interest must be taken to the magnet,
they must fit into the limited space available in the bore of the magnet. These issues
are certainly a limitation when arbitrarily large samples require non-destructive
analysis.

The complications involved with bringing NMR devices to the sample were
already noted in the early days of NMR when it was recognized that NMR could
contribute to in situ studies of rock formations. Measuring the properties of fluids
confined to rock pores downhole by NMR triggered the development of what is
called the inside-out NMR concept, where instead of placing the sample inside the
magnet, the apparatus is placed inside the object, the earth in this case (Fig 1.1b).
The sensor is required to produce strong magnetic and rf stray fields that penetrate
the sample under study. Applications in the field already appeared in the early 1950s
driven by the incentive of oil companies [9–18]. The efforts undertaken by this com-
munity demonstrated that non-destructive NMR studies can successfully be carried
out with mobile NMR instruments.
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b)a)

Fig. 1.1 NMR instrumentation. Left: 600 MHz NMR spectrometer for chemical analysis at the
Institute of Technical Chemistry and Macromolecular Chemistry of RWTH-Aachen University.
Right: Schematic illustration of well-logging NMR

1.1 Development of Open NMR Sensors

1.1.1 Well-Logging Tools

For more than 30 years well-logging tools used the earth’s magnetic field as polar-
ization field, but the low sensitivity and the poor selectivity to signals from the bore-
hole fluid and the surrounding wall limited their commercial success. The break-
through came with the incorporation of permanent magnets that produce magnetic
fields 1,000 times stronger than the earth’s magnetic field. The magnet geometry
developed at Los Alamos and known as the Jackson geometry (Fig. 1.2a) was
the first working prototype [11]. It was followed by two different ones devel-
oped independently by the companies Numar (now Huliburton) and Schlumberger,
which nowadays are the two leading service companies for well-logging NMR
(Fig. 1.2b, c).

Figure 1.2b, c shows schematics of both tools to illustrate the two different mag-
net concepts. While the Numar tool generates a magnetic field with a relatively large
static gradient, the Schlumberger one generates a so-called sweet spot where several
spatial derivatives of the magnetic field are zero in a point external to the magnet.
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Fig. 1.2 Well-logging NMR sensors. (a) Jackson geometry. (b) Numar tool. (c) Schlumberger tool

Although the original idea was to generate a magnetic field relatively homogeneous
over a large volume outside the magnet, to define a large signal-bearing volume, the
Numar tool accepts a static magnetic field with a considerable gradient, but increases
the signal-to-noise ratio by generating a stronger magnetic field over a volume
extended along the tool. The scheme uses a long cylindrical magnet, magnetized
transversal to its axis to generate a dipolar magnetic field in the x–y plane. The RF
coil is wound around the magnet to generate a dipolar field perpendicular to B0. As
the magnitude of B0 is constant in rings and decays with the radial distance as 1/r2,
by choosing different excitation frequencies, the signal originating from cylindrical
shells of particular radius can be detected. In parallel Schlumberger developed a
tool inspired in the Jackson geometry. They pushed the sensor to the wall of the
borehole and exploits the magnetic stray field at this preferential side in order to
increase the signal-to-noise by maximizing both coil filling factor and magnetic field
strength. The magnet configuration uses two bar magnets magnetized transversal
to the borehole axis that generates a point inside the earth formation where many
spatial derivatives of the static magnetic field vanished. A third magnet is added to
increase the field strength but still keeping the sweet spot (Fig. 1.2c). Although, at
first sight, the tool sacrifices sensitive volume compared to the one generated by the
Jackson geometry, because a single spot instead of a ring is detected, the volume
can be regained by increasing the length of the magnet array.

1.1.2 Mobile Single-Sided Sensors

The community of scientists and engineers engaged in developing well-logging
NMR also realized that similar single-sided sensors can be put to use outside the
oil industry [11, 12, 14, 17]. The early interest was in the detection of moisture
in building materials, soil, and food [14, 17, 18]. But other applications have been
suggested as well, for example, in medicine, material science, and process control
[11], and devices suitable for use of NMR in the production line have been pro-
duced by Southwest Research and others [12, 14, 15, 17, 19, 20]. Other applications
were envisioned in nondestructive testing, process, and quality control [11, 12, 16].
Figure 1.3 depicts early instruments for moisture measurements in bridge decks
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Fig. 1.3 NMR sensors for online detection. (a) Unilateral NMR device with electromagnets to
measure moisture in bridge decks. (b) Tractor carrying an electromagnet to measure moisture in
soil for calibration of satellite photography (Photos courtesy of G. A. Matzkanin). (c) One-sided
access NMR (OSA). Spectrometer rack and sensor by Southwest Research. (d) Portable console
and OSA sensor by Fraunhofer Institute for Nondestructive Testing

(Fig. 1.3a) [16] and in soil (Fig. 1.3b). These instruments were large, weighing up
to 300 kg, employed mainly electromagnets, and operated at low frequencies like
3 MHz. An important step toward size reduction was the use of permanent magnets
to generate the static magnetic fields. It not only reduced the size and weight but
also eliminated most of the power consumption of these devices. An example on this
realization is the one-sided access (OSA) sensor by Southwest Research (Fig. 1.3c)
[12], which was subsequently fitted with a portable console by the Fraunhofer Insti-
tute of Nondestructive Testing (Fig. 1.3d).

1.1.3 The NMR-MOUSE

Although the idea of using this type of equipment has been formulated over two
decades ago [9–13], systematic investigations of unilateral NMR did not appear
in the scientific literature until the mid 1990’s with the publication of the NMR-
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MOUSE [21, 22]. In recognition of the fact, that most contrast filters used in imaging
[8] do not need a homogeneous magnetic field to function, and that space encoding
in imaging requires an inhomogeneous magnetic field, the need for expensive homo-
geneous magnetic fields in imaging and materials characterization was questioned,
and the most simple NMR device was sought that would provide NMR information
equivalent to that contained in a pixel of an NMR image. The NMR-MOUSE is a
small unilateral NMR sensor that generates a polarizing magnetic field up to 0.5 T
with an adjustable gradient. It has been used and explored in such diverse fields
as the non-destructive testing of rubber and polymer products [23–30], food and
livestock analysis [24, 31–34], as well as the state assessment of objects of cultural
heritage [28, 35–46]. This in turn stimulates the development and understanding of
NMR in highly inhomogeneous fields.

Today two principal geometries of the NMR-MOUSE are available (Fig. 1.4).
One is the horseshoe geometry obtained by opening up the old-fashioned NMR
magnet (left) [12, 21, 47] and the bar magnet (right), the most simple geometry with
a suitable coil at one of its faces [48–50]. When limiting the size to a hand-held
device and the weight to less than 2 kg, the maximum depth of the sensitive volume
is about 10 mm. By tuning the rf frequency, the depth or distance to the sensor
surface where the sensitive volume is generated can be shifted (Fig. 1.4). Optimizing
the magnet and the rf coil geometries, a flat sensitive volume can be generated at
variable distance from the sensor surface. The selection of a planar sensitive volume
is convenient to gain depth resolution useful to resolve the depth structure of large
samples. A sample profile is acquired by shifting the position of the slice through
the object, which can be achieved by simply rerunning the resonance frequency or
adjusting the distance between the sensor and the object.

Fig. 1.4 Unilateral NMR sensors. Left: horseshoe geometry with the rf coil in the magnet gap.
Right: bar magnet NMR-MOUSE; photo (top) and principle (bottom) with a figure-8 coil on one
of the magnet faces
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One major challenge has been the development of unilateral tomographs that
provide lateral resolution across the sensitive volume. Although several ideas about
different approaches to tackle field profiling, space encoding, and signal acquisition
have appeared in the patent literature [49, 51–57], no practical realization of a uni-
lateral or open tomograph has been reported so far. In recent years, sensors have
been fitted with gradient coils to achieve spatial localization across the sensitive
slice [58–60]. Later, it was shown that even velocity can be encoded in the presence
of inhomogeneous fields, NMR [61, 62]. As encoding and detection are done in the
presence of a static gradient, these methods use pure phase encoding combined with
multi-acquisition schemes to maximize sensitivity.

By now different magnet geometries have been explored for unilateral NMR
[49, 50, 58, 63]. The main goals in the design are often formulated as a region of
homogeneous field remote from the sensor surface [9, 49, 64–66] or a field profile
which varies linearly with the distance from the sensor surface [67, 68], and large
penetration depth, although a plane of constant field strength at a given distance
from the sensor surface is sufficient for slice selective imaging [69]. With these
minimal constraints small devices can be constructed for nondestructive materials
testing.

1.2 Methods for Mobile NMR

Initially, only the relaxation times T1 and T2 could be measured by single or
multi-echo sequences like the Hahn-echo or Carr-Purcell-Meiboom-Gill (CPMG)
sequences [70–72]. Once the acquisition of NMR signals in strongly inhomoge-
neous magnetic fields was better understood, methodologies to acquire more and
more information with these tools were developed. Nowadays, in addition to relax-
ation times, a number of methods have been reported to measure self-diffusion coef-
ficients, multiple-quantum coherences and their relaxation times, images, velocity
distributions, velocity images, multi-dimensional maps correlating different relax-
ation times, and diffusion coefficients. Last but not least, it has been shown that
even chemical shift-resolved spectra can be acquired in the stray field of open mag-
nets. This demonstration broke with the myth accepted in the previous 50 years that
spectroscopic information cannot be measured outside the magnet.

The arsenal of methods available today to interrogate the sample in situ is sum-
marized in Fig. 1.5. It shows a multi-dimensional scheme similar to the one used
in conventional NMR, where in its more general form the magnetization prepared
during a first period then is labeled during an evolution interval, passes through
a mixing period, and is finally measured, typically with a CPMG sequence, in a
detection time. In fact, the direct acquisition domain can encode frequency in the
sense of chemical shift in magnets generating highly homogeneous fields (single
pulse) or transverse relaxation (Hahn or CPMG sequence). The indirect dimensions
are sampled in a repetitive fashion varying the filter parameter in a systematic way
to encode relaxation times, position, molecular diffusion, displacement, or chemical
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Fig. 1.5 Data acquisition in inhomogeneous fields. During the evolution period, the sequence is
made sensitive to relaxation, diffusion, displacement, position, or even chemical shift and, then,
the signal is acquired in the detection period with a single- or multi-echo train. A fixed mixing
time can be used to connect evolution and detection periods

shift. Finally, the mixing time can be varied to study the magnetization transfer
between preparation and detection periods. The different methods are described in
detail in the different chapters of this book, which focus first on the understanding of
NMR in inhomogeneous fields and describe the state of the art of the hardware, then
describe the available methodologies, and finally discuss some of the applications
explored over the last years.
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Chapter 2
NMR in Inhomogeneous Fields

Federico Casanova and Juan Perlo

2.1 Introduction

Besides the redesigning of the hardware to excite and detect NMR signals from
sample volumes external to the sensor, the field of single-sided NMR has required
special effort for adapting or developing new measurement techniques suitable to
work in the presence of inhomogeneous B0 and B1 fields [1–4]. When large samples
are studied in the presence of an inhomogeneous B0 field, the spectral bandwidth of
the spin system easily exceeds the rf field strength B1 and all rf pulses act as selective
pulses. The spatial dependence of both the resonance frequency and the amplitude
of the radiofrequency field makes it impossible to impart a uniform rotation to all
excited spins, leading to a distribution of flip angles across the sample. Although
the pulse can be set to define a 90◦ rotation in a certain part of the object chosen
to be on-resonance, the magnetization in near voxels will experience an α rotation
quickly departing from the desired angle. Consequently, instead of converting longi-
tudinal magnetization into transverse magnetization (assuming the pulse is applied
to the sample in thermal equilibrium) a pulse α takes part of the magnetization to
the transverse plane, but leaves considerable magnetization along the longitudinal
axis. These two types of magnetization evolve in completely different ways during
a subsequent free evolution period and they are referred to as different coherence
pathways. As we will see, pulse imperfections give rise to a number of coherence
pathways that dramatically increase with the number of pulses. Each of these path-
ways exhibits a characteristic attenuation by relaxation and molecular self-diffusion
and depends on the phase of the rf pulses according to the transitions caused by the
pulses. While longitudinal magnetization relaxes with T1 and is not affected by the
presence of a field gradient, transverse magnetization relaxes with T2 and is spread
out by a B0 gradient. Moreover, whereas the transverse magnetization generated by
a single pulse has a phase proportional to the phase of the pulse, the remaining lon-
gitudinal magnetization has no memory of such phase. The unwanted interference
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of the different pathways during signal detection has required re-examination of the
spin system response to most pulse sequences known from NMR in homogeneous
fields in order to find cycles for the phases of the rf pulses that lead to elimination
of non-desired pathways.

This chapter provides the tools necessary to calculate the evolution of a non-
interacting 1

2 spin system in inhomogeneous B0 and B1 fields. To describe the
dynamics of the magnetization in a vectorial picture, the effect of rf pulses and
free evolution periods is first described in the {Mx ,My,Mz} basis set. Then, a basis
set is described which is more convenient to separate the magnetization into the
different coherence pathways created by an inhomogeneous and off-resonance rf
field. This second formalism is more convenient to identify and filter non-desired
signals. Both formalisms provide the dynamics of the spin system for a given B0
and B1 spatial distribution. In the next sections these numerical tools are used to
calculate the response of a spin system to well-known sequences such as the Hahn
echo [5]; CPMG (Carr-Purcel-Meiboom-Gill) [6, 7]; inversion and saturation recov-
ery; and stimulated echo, which are the key sequences to measure longitudinal and
transverse relaxation times; and molecular self-diffusion. The analysis is made first
by including the off-resonance condition defined in an inhomogeneous B0 field,
but assuming a homogeneous B1 field. Then, the complications introduced by the
excitation with an inhomogeneous radiofrequency field are evaluated by including
in the simulations the field generated by a surface rf coil. Finally, how to calculate
the signal-to-noise ratio in a strongly inhomogeneous field is discussed. Based on
the provided equations both magnet and rf coil geometry can be optimized in order
to maximize the sensitivity of the sensor.

2.1.1 Evolution of the Magnetization During a Pulse Sequence

Every pulse sequence can be considered as a succession of two types of events,
i.e., rf pulses and free evolution periods. The effect of each of these events on the
magnetization can be described by a rotation represented by a 3 × 3 matrix. Thus,
the evolution of the components of the magnetization vector M(t) = (Mx ,My,Mz)

under a pulse sequence composed of n events involves simply the product of n
matrixes:

M(t) =
n∏

i=1

Rη̂i (εi )M(0),

where M(0) = (0, 0,M0) and M(t) are the equilibrium magnetization and the mag-
netization at a time t after the application of the sequence, respectively [8]. The Rη̂i

matrices represent rotations by an angle εi about an axis η̂i . In the case of apply-
ing an rf field with amplitude B1, frequency ωrf, and phase φ, the magnetization
precesses about an effective field of amplitude
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Fig. 2.1 (a) Precession of the magnetization vector about the tilted effective magnetic field Beff
during the application of an rf field with amplitude B1, phase π/2, and offset resonance �ω0 =
γ�B0. (b) Precession about the off-set field �B0 during a free evolution period, which is simply
a rotation about the z-axis

Beff =
√

B2
1 +�B2

0 , (2.1)

which is tilted with respect to the z-axis by an angle

θ = tan−1(B1/�B0), (2.2)

where�B0 = B0 −ωrf/γ . Figure 2.1a shows the cone described by the magnetiza-
tion precessing about the effective field for an rf pulse applied with phase φ = π/2.
The effective angle nutated about Beff during a pulse of duration tp is given by:

βeff = γ Befftp. (2.3)

The components of the magnetization after the rf pulse can be calculated by
rotating the vector about the effective field by an angle βeff. To perform this rotation
it is convenient to transform the magnetization before the pulse to a local frame with
the z-axis along Beff and the x-axis lying in the plane defined by the vectors Beff
and B1. Depending on the phase φ of the rf pulse the general rotation is given by

A =
⎛

⎝
cos θ cosφ cos θ sinφ − sin θ

− sinφ cosφ 0
sin θ cosφ sin θ sinφ cos θ

⎞

⎠ .

Once the magnetization vector is in the new basis, it is rotated by an angle βeff about
the effective field by applying the matrix
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B =
⎛

⎝
cos βeff − sin βeff 0
sin βeff cos βeff 0

0 0 1

⎞

⎠ .

Then, the vector is transformed back to the original coordinate system by applying
the inverse rotation

A−1 =
⎛

⎝
cos θ cosφ − sinφ sin θ cosφ
cos θ sinφ cosφ sin θ sinφ

− sin θ 0 cos θ

⎞

⎠ . (2.4)

The total effect of the rf pulse is simply calculated as the product of the three
matrices

P = A−1BA. (2.5)

During free evolution periods, the magnetization simply precesses about the offset
field �B0 with a frequency �ω0 (see Fig. 2.1b), and the components of the magne-
tization after a time τ can be calculated as M(t + τ) = EM(t), where

E =
⎛

⎝
e2(τ ) cos�ω0τ e2(τ ) sin�ω0τ 0
e2(τ ) sin�ω0τ e2(τ ) cos�ω0τ 0

0 0 e1(τ )

⎞

⎠ . (2.6)

The effects of longitudinal and transverse relaxation are included during free
evolution periods via the attenuation factors e1(τ ) = exp(−τ/T1) and e2(τ ) =
exp(−τ/T2), but they are usually neglected during rf pulses. The factor e1 includes
T1 attenuation but does not take into account the magnetization created during each
free evolution period. To include the new magnetization after a free evolution τ , a
vector Mnew(τ ) = (0, 0, 1 − exp(−τ/T1)) must be added to the resultant magne-
tization at the end of the evolution period. In this way, after a free evolution τ , the
magnetization is given by M(t + τ) = EM(t) + Mnew(τ ). Using this formalism,
the evolution of the magnetization under defined B0 and B1 fields can be calculated
at any time of the sequence by applying the right number of rotations to the initial
magnetization vector. The strategy to integrate the total signal response of a spin
system to a particular sequence requires partitioning of the sample into small voxels
where a uniform resonance frequency and rf amplitude can be defined. In Sect. 2.2
this approach to calculate the dynamics of the magnetization will be used to analyze
the response to different pulse sequences.

2.1.2 Separation of the Magnetization into Coherence Pathways

The formalism presented in Sect. 2.1.1 describes the evolution of the magnetization
in the vector basis set {Mx ,My,Mz}. This basis set is convenient from a graphical
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point of view, because it provides the trajectory of the magnetization vector during
the pulse sequence. However, when a number of pulses is applied with arbitrary
phases, separation of the magnetization into different pathways with defined evo-
lution becomes extremely complicated, if not impossible. In this basis set, longitu-
dinal and transverse magnetization can be separated, but dephasing and rephasing
transverse magnetization cannot be identified in a simple way. An example where
these two types of coherence are generated is in a spin echo sequence. In this case,
magnetization dephasing during the time between the first and second rf pulses is
converted into refocusing magnetization that leads to the echo formation at a defined
time after the second pulse. However, if the second pulse does not define a perfect
180◦ rotation, part of the dephasing magnetization keeps dephasing after the second
pulse. This coherence is known to be responsible for one of the four echoes gener-
ated after the application of a third rf pulse. A basis set where the magnetization is
split into the three mentioned coherence states is the one defined as

M+1 = Mx + i My,

M−1 = Mx − i My,

M0 = Mz,

(2.7)

where M+1 is the dephasing, M−1 the rephasing, and M0 the longitudinal magneti-
zation, which are designated as q = +1,−1, and 0, respectively [9].

Following the notation used by Hürlimann [4], the evolution under a free preces-
sion period of duration τ is described by the matrix

� =
⎛

⎝
e2e(i�ω0τ) 0 0

0 e2e(−i�ω0τ) 0
0 0 e1

⎞

⎠ , (2.8)

where, as defined in Sect. 2.1.1, e1(τ ) = exp(−τ/T1) and e2(τ ) = exp(−τ/T2) are
the factors that describe attenuation by relaxation during a free evolution period. As
this matrix has only diagonal elements, coherence pathways are not mixed during
free precession, M+1 and M−1 are just multiplied by a phase term that depends
on the offset frequency. Radiofrequency pulses, on the contrary, mix all the states
according to the rotation

� =
⎛

⎝
�+1,+1 �+1,−1 �+1,0
�−1,+1 �−1,−1 �−1,0
�0,+1 �0,−1 �0,0

⎞

⎠ . (2.9)

The complex matrix elements of � for a pulse of duration tp, offset frequency �ω0,
amplitude B1, effective nutation frequency  = γ Beff, and phase φ are [4, 10]
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�+1,+1 =1

2

{(ω1



)2 +
[

1 +
(
�ω0



)2
]

cos(tp)

}
+ i

(
�ω0



)
sin(tp),

�0,0 =
(
�ω0



)2

+
(ω1



)2
cos(tp),

�+1,0 =ω1



{
�ω0


[1 − cos(tp)] − i sin(tp)

}
exp(+iφ),

�0,+1 =1

2

ω1



{
�ω0


[1 − cos(tp)] − i sin(tp)

}
exp(−iφ),

�+1,−1 =1

2

(ω1



)2 [1 − cos(tp)] exp(+i2φ),

�−1,−1 =�∗+1,+1,

�−1,0 =�∗+1,0,

�0,−1 =�∗
0,+1,

�−1,+1 =�∗+1,−1. (2.10)

As the three states are mixed only during the application of rf pulses, Kaiser et al.
[9] proposed a simple indexing where a particular coherence pathway is described
by an array of numbers q0, q1, q2,. . . ,qN , where qk denotes the coherence after the
kth pulse. For example, a coherence pathway after applying N rf pulses separated
by free evolution periods of duration tk is calculated as

Mq0,q1,q2,...,qN =
N∏

k=1

�k
qk ,qk−1

× exp

(
i�ω0

N∑

k=1

qktk

)
(2.11)

× exp

(
−

N∑

k=1

(
q2

k

T2
+ 1 − q2

k

T1

)
tk

)
,

where q0 = 0 when the system is assumed to be initially in thermal equilibrium.
In this expression, we can identify the inherent beauty of this formalism. First,

each particular pathway depends on the phase of the rf pulses via the coefficients of
the matrix �k that communicate the state before the kth pulse with the state after
the pulse. For example, if qk−1 = −1 and qk = +1, the kth matrix element in the
product of Eq. (2.11) �k

qk ,qk−1
= �k

+1,−1, which depends on the phase of the kth

pulse as exp(+i2φk) (see Eq. 2.10). After multiplying the �k coefficients defining
the pathway, a final phase factor is obtained that depends on the phase of the rf
pulses in a characteristic way. As we will see, this phase can be exploited to define
a proper phase cycle that cancels unwanted terms. The second advantage of this
formalism comes from the fact that the phase accumulated during free precession
periods is simply added or subtracted depending on the sign of qk , if during the kth
interval the magnetization is stored as longitudinal magnetization qk = 0 and no
phase is accumulated. If after the N pulses there is a time tN when the condition
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N∑

k=1

qktk = 0 (2.12)

is fulfilled, the coherence pathway generates an echo. If the times tk are much larger
than T ∗

2 , the free induction decay (FID) generated by the pulse k will be completely
dephased during tk and will not contribute to the signal detected in posterior free
evolution times. In general, for single-sided sensors, this condition is well fulfilled
and pathways which do not satisfy Eq. (2.12) are discarded. It must be noted that
magnetization brought to the plane for the first time by the pulse N does not fulfill
Eq. (2.12) during the period tN . However, it should be retained for the signal cal-
culation during tN , because it does generate a signal that starts dephasing after the
pulse and, depending on the timing of the sequence, may interfere with the desired
signal. Finally, the last factor in Eq. (2.11) is the attenuation that the magnetization
suffers due to relaxation.

A last important fact to be noted when using this formalism is that the following
relation between pathways is fulfilled:

M−q0,−q1,−q2,...,−qN = M∗
q0,q1,q2,...,qN

. (2.13)

This means that, except for the pathway where the magnetization evolves always
as longitudinal magnetization (M0,0,0,...,0), all the others have a twin pathway con-
taining basically the same information. Twin pathways do not need to be taken into
account in the signal calculation and it is done by selecting from the paths generat-
ing echoes only those ending with qN = +1. As a convention, it is held that only
coherence +1 contributes to the signal. Then, the total signal can be calculated as

SRe + i SIm =
∑

q1,...,qN −1

(
Re(Mq0,q1,q2,...,+1)+ iIm(Mq0,q1,q2,...,+1)

)
. (2.14)

To illustrate how to proceed at the time of selecting a particular pathway, a
pulse sequence composed of three arbitrary rf pulses with phases φ1, φ2, and φ3
is analyzed in the following. To do this, the pathways generating signal during each
evolution time are analyzed. The expanding tree of coherence pathways under the
application of three rf pulses is shown in Fig. 2.2 [9]. The first pulse generates 31

pathways, but only M+1 gives a signal and corresponds to the FID generated by
the first pulse (FID1). When the second pulse is applied after a time t1, it splits the
three initial pathways into 32 = 9 paths. To find out which of these paths generate a
signal during t2 is not relevant if they generated a signal during t1. The strategy is to
identify out of the total number of pathways those with q2 = +1. So, the potential
candidates to generate a signal during t2 are M0,+1,+1,M0,−1,+1, and M0,0,+1. The
first one is magnetization brought to the transverse plane by the first pulse and is not
affected by the second one. If t1 � T ∗

2 , this path does not generate any signal during
t2 because at the time the second pulse is applied, the coherence is fully dephased.
The second path describes magnetization that dephases during t1 and refocuses dur-
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ing t2 to generate the Hahn echo. The third pathway describes the magnetization that
remains along the z-axis after the first pulse but is brought to the transverse plane by
the second pulse to generate the FID observed after the second pulse (FID2). These
two last paths interfere during t2; to separate them, the phase of the pulses must
be cycled. As it can be easily observed, by explicitly writing Eq. (2.11) for these
two particular pathways, the phase of the Hahn echo depends on the phase of the rf
pulses as −φ1 + 2φ2. Moreover, the phase of the FID2 only depends on the phase
of the second pulse as φ2. A typical phase cycle used to cancel the FID2 combines
two experiments where the phase of the first pulse is incremented from 0 to π . In
this way, the echo changes its phase also in π , but the FID2 remains unchanged.
Changing the receiver phase also from 0 to π , the echoes are added constructively
and the FID2s are canceled. This is typically known as the add–subtract phase cycle.

Finally, the third pulse splits the nine pathways generated by the first two pulses
into 33 = 27 paths. From the nine pathways ending in q3 = +1, only five can
generate a signal [5]. Figure 2.2 shows the paths giving a signal if t2 > t1, and
indicates their dependence on the phases of the rf pulses. The first echo in the list
is the so-called direct echo (DE) formed by magnetization that is always in the
transverse plane (defined as direct echo by [1]). The second echo is that formed
by the magnetization dephased during the first two evolution periods and rephased
during the third one (E13). The third one is the stimulated echo (STE) formed by
magnetization that dephases during the first free precession period, is stored as lon-
gitudinal magnetization during the second one, and rephases during t3 after being

M0

M0,0

M0,–1

M0,+1

M0,–1,–1

M0,–1,+1

M0,+1,–1

M0,+1,+1

M0,+1,0

M0,–1,0

M0,0,+1

M0,0,–1

M0,0,0
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M0,0,0,+1 FID3

Echo23
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Fig. 2.2 Coherence pathways generated by the application of three pulses separated by times t1
and t2. Only coherences with q3 = +1 are shown after the third pulse. From all these potential can-
didates to generate signal after the third pulse only those fulfilling the echo condition of Eq. (2.12)
are listed together with their respective dependence on φ1, φ2, and φ3
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Table 2.1 Phase cycle to select the stimulated echo generated by a three-pulse sequence

φ1 φ2 φ3 φDE φE13 φSTE φE23 φF3 φrec

0 0 0 0 0 0 0 0 0
π 0 0 π π π 0 0 π

0 π 0 0 0 π π 0 π

π π 0 π π 0 π 0 0

converted in transverse magnetization by the third pulse. The fourth echo is gener-
ated by the magnetization brought to the transverse plane by the second pulse which
is refocused after the third pulse (E23). The last path describes the signal generated
by the third pulse (FID3). Table 2.1 exemplifies the phase cycle needed to select the
stimulated echo out of the five interfering signals. It also provides the phase of each
signal for each combination of phases chosen for the rf pulses. As the stimulated-
echo has to be added constructively, the receiver phase is cycled following the phase
shift of this particular pathway. In this way, it can be seen that the other signals are
averaged out after the four scans. The selection of other paths can be achieved by
changing the phase cycle.

Besides allowing a straightforward identification of interfering signals and sim-
plifying the design of proper phase cycles to disentangle them from the desired path-
way, a really powerful advantage of this formalism over the vectorial one described
in Sect. 2.1.1 is the possibility to include the effect of diffusion attenuation for
each particular pathway. Even though relaxation can be easily included in both
formalisms as simple multiplicative factors attenuating the magnetization during
the free evolution periods, in order to account for the effect of diffusion we need
to know the type of coherence during previous evolution periods to identify if the
generated echo has evolved as a direct echo or as a stimulated echo. It is well known
that the diffusion attenuation experienced by the direct echo is different from the one
experienced by a stimulated echo [5, 11–13]. Thus, each pathway must be weighted
by a different diffusion factor. This strategy requires subdivision of a given path-
way into segments that form sequences of the form (−1,+1), (−1,−1,+1,+1),
or higher known as single, double, or higher Hahn echoes and sequences of the form
(−1, 0, . . . , 0+1), (−1,−1, 0, . . . , 0+1,+1), or higher, known as single, double,
or higher stimulated echoes, respectively. The diffusion attenuation factors for each
of these segments can be easily calculated once the type of echo and the timing
are defined, hence the total attenuation after N pulses is just the product of these
attenuation factors [4, 10].

Please note that the fresh magnetization created during a free evolution period is
not included in this calculation. The new magnetization created during the evolution
time tk is Mk = (0, 0, 1 − exp(−tk/T1)) and has to be taken into account only from
the (k + 1)th rf pulse on (see [4]). In most cases, the magnetization created in free
evolution intervals set after the first rf pulse is not desired and is eliminated by
the add/substract phase cycle of the first rf pulse (exceptions are sequences used to
measure T1, where the magnetization created during the evolution period subsequent
to the preparation interval is the desired one).
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2.1.3 Numerical Calculation of the NMR Signal

The NMR signal detected by a given sensor depends exclusively on the geometry
of the magnet and surface coil generating the static and rf fields. The strategy to
calculate the total signal induced in the coil is based on the subdivision of the object
into small voxels where defined B0 and B1 fields can be assumed. The sequence
response is then calculated for every voxel using the rotations defined in the pre-
vious sections, and the total signal is obtained as the integration over the volume,
weighting the contribution of each voxel by the detection efficiency of the rf coil.
This calculation requires the knowledge of the spatial distribution of both fields.

The magnetic field generated by an array of permanent blocks and iron yokes
or pole shoes can be calculated by means of finite element methods (FEM). On the
other hand, the rf field produced by the rf coil can be obtained by integrating the
Biot–Savart equation for the defined coil geometry. This solution does not consider
possible distortion of the rf field due to the presence of metallic components in the
vicinity of the coil, but it can be applied in most cases. A more exact solution would
require the use of finite element calculations also for the rf coil. Once both magnetic
field vectors are known at every voxel, the evolution of the magnetization in each
voxel can be calculated. As both fields B0 and B1 may change in magnitude and
direction from voxel to voxel, the component of the rf field perpendicular to the
static field (B0 is assumed to define the local z-axis in the voxel)

(B1)xy =| B0 × B1 | /B0

must be used to calculate the effect of the rf pulse at each voxel.
Besides playing a primary role during excitation, the rf coil defines the sensitivity

of the sensor to detect the NMR signal from each volume element. This fact leads
to a reduction of the contribution from voxels with weak (B1)xy in a twofold way.
First, just part of the magnetization is brought to the transverse plane and, second, it
is detected with less efficiency. The contribution from each voxel to the total signal
can be calculated considering that the EMF induced in the rf coil C by the oscillating
magnetization component Mxy placed at r is, according to the reciprocity principle
[14]

ξ = −∂/∂t{(B1/ i)xy Mxy exp(iω0t)}, (2.15)

where it becomes obvious that the efficiency during the detection of the signal is
proportional to (B1)xy per unit of current. Then, the total complex signal in the
rotating frame can be obtained in arbitrary units by integrating the contribution of
the transverse magnetization Mxy = Mx + i My at each voxel as

S(t) ∝ (B1/ i)xy

∫

Vs

Mxy(r)dr3, (2.16)
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where the components of the magnetization are calculated at the time of the acquisi-
tion by applying to the initial magnetization M0 = (0, 0, 1) the rotations describing
the pulse sequence.

2.2 Pulse Sequence Analysis

The formalism given in the last section allows one to easily calculate the evolution
of the magnetization in response to different pulse sequences as a function of both
the off-resonance and B1 inhomogeneity. For simplicity, in this section the analysis
is performed by assuming a magnetic field decreasing linearly along the depth and
a homogeneous radiofrequency field. In this situation, the frequency distribution is
constant, and all frequencies are excited by the same rf amplitude, condition that
simplifies the understanding of the off-resonance effect. Then, in those cases where
the B1 inhomogeneity is expected to introduce an appreciable effect, the response
is calculated by including in the simulation the field of a surface coil. To emulate
one of the most common spatial dependencies found in single-sided sensors, the
sample is assumed to be in the presence of a magnetic field B0 parallel to the surface
of the sensor, and it is excited by the rf field generated by a circular single-loop
rf coil. For the calculations presented here a coil diameter of 10 mm is used and
it is assumed that the on-resonance condition is met 2.5 mm above the coil. Thus
the excited planar slice is placed in a region where the rf field is expected to be
approximately constant in an area of the size of the coil and then decays quickly as
the lateral position increases beyond the radius of the coil. This can be considered
as a moderated condition where the rf field is not extremely inhomogeneous.

2.2.1 Single rf Pulse

The simplest pulse sequence to be studied is the response to a single rf pulse. Under-
standing the dynamics of the magnetization under the application of a selective
pulse is the key to visualize why off-resonance excitation is an important source
of error during most sequences. Figure 2.3a shows the magnetization components
after applying a single rectangular rf pulse as a function of the offset �ω0. The
simulations were conducted by assuming a homogeneous rf field with an amplitude
B1 such that ω1tp = γ B1tp = π/2, set to define a flip angle of 90◦ for on-resonance
magnetization. It can be observed that, as a consequence of the nutation about a
tilted effective field, the magnetization does not necessarily remains on the x − z
plane under the application of an rf pulse along the y-axis. Figure 2.3b illustrates
the position of the magnetization as a function of the offset frequency for an rf pulse
applied along the y-axis.

The magnetization brought to the x–y plane by the rf pulse, which is a measure of

the signal detectable for each frequency, can be calculated as Mxy =
√

M2
x + M2

y ,

where Mx and My are the components plotted in Fig. 2.3a. The amplitude of Mxy
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Fig. 2.3 (a) Magnetization components as a function of the off-resonance after the application of
an rf pulse set to define a 90◦rotation for on-resonance spins. (b) Orientation of the magnetization
vector after the rf pulse as a function of the offset frequency for the rf pulse set in (a). The dots
mark the final position of the magnetization vectors for offsets �ω0/ω1 = 0,±1, . . . ,±8

as a function of the offset frequency is plotted in Fig. 2.4a. As it can be observed,
full amplitude is obtained up to offset frequencies of the order of the nutation fre-
quency ω1. However, the amplitude quickly decreases for larger offsets showing
that efficient excitation can only be achieved in a defined bandwidth. As a rule of
thumb, it is usually said that an rf pulse of length tp excites a bandwidth�ν0 = 1/tp.
Considering that for a 90◦ pulse ν1 = 1/(4tp), this rule defines a region in Fig. 2.4a
between �ω0/ω1 = ±2 (indicated with vertical lines). At the border of this band
the magnetization in the transverse plane is Mxy = 0.8. Finally, the dashed line in
Fig. 2.4a depicts the sinc function corresponding to the Fourier transform of the rect-
angular shape of the rf pulse, which predicts the frequency response when working
in the linear response limit [8]. Except predicting the position of the nodes, it should
be noted that the difference between both curves is not negligible (in particular, in
the range marked as the excitation bandwidth of the pulse), a fact that must serve to
encourage the reader to use the real spin response for predicting the evolution of the
magnetization under defined sequences.

As a consequence of precessing in conical trajectories about effective fields tilted
at different angles, not only the magnitude but also the phase of the transverse mag-
netization varies with the offset. Figure 2.4b shows the phase of the magnetization
calculated as φ = arctan(My/Mx ) as a function of the excitation frequency. It can
be observed that φ varies almost linearly in the whole range, a fact that will be of
extreme importance in the next section at the time of refocusing the magnetization
to generate an echo. The spreading of the magnetization on the x–y plane during
the application of the rf pulse leads to important signal attenuation at the end of the
pulse. Moreover, as the gradient is continuously present, the magnetization further
spreads after the pulse and the signal is averaged out in a free evolution time of the
order of the pulse length, which in most cases is of the order of the dead time of
the rf probe. Consequently, under typical conditions no FID can be readily detected
after applying a selective rf pulse when large samples are in the presence of a static
gradient.
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Fig. 2.4 (a) Magnetization component brought to the plane by the rf pulse plotted as a function of
the off-resonance. While a perfect 90◦ rotation is achieved for on-resonance spins, the efficiency
of the excitation quickly decreases with the offset. The vertical lines indicate the bandwidth corre-
sponding to 1/tp, usually pointed as the excitation bandwidth of a rectangular pulse. (b) Phase of
the transverse magnetization. The phase acquired by the magnetization during the pulse is highly
linear with the offset frequency, a feature with an important implication at the time of refocusing
the spreading during the pulse

2.2.2 The Generation of Hahn Echoes

The presence of a distribution of resonance frequencies results in a dephasing of
transverse magnetization during and after the application of the rf pulse. The possi-
bility to refocus the phase spreading of the magnetization was discovered by Hahn
in 1950 and has become one of the most important realizations for the field of
single-sided NMR [5]. The sequence requires the application of a second rf pulse
generating a 180◦ rotation about an axis lying on the x–y plane. Although in the
original work a 90◦ pulse was used, it was quickly realized that a 180◦ is needed
to efficiently refocus the phase spreading [15]. This rotation inverts the sign of the
phase acquired by the magnetization during the time previous to the 180◦ pulse,
leading to its cancelation in a posterior free evolution after the application of the
refocusing pulse. Although a free evolution period τ is expected to cancel the phase
spreading acquired during the time τ between the 90◦ and the 180◦ pulses, the phase
spreading developed during the 90◦ also needs to be cancelled to acquire full signal.
As the phase acquired by the magnetization during the first rf pulse depends almost
linearly on the offset, it can be refocused by letting the magnetization evolve an
extra time after the application of the inversion pulse. The dephasing during the
pulse over a broad frequency range is about the half of the dephasing acquired dur-
ing free precession, so that the extra time required after the inversion pulse should
be about tp/2. However, close to on-resonance, the slope of the dephasing curve
shown in Fig. 2.4 is slightly larger than the slope defined by half of the offset fre-
quency, requiring a longer delay for magnetization rephasing. If signal coming from
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Fig. 2.5 Hahn echo pulse sequence showing the timing of the pulses and the echo formation

a frequency bandwidth much narrower than the excitation bandwidth of the pulse is
going to be retained, the time for optimum refocusing is 2tp/π instead of tp/2. This
time correction is reported by Hürlimann in [16]. However, as the optimum delay
approaches tp/2 for bandwidths of the order of the excitation bandwidth of the pulse
and because minimal sensitivity improvement is achieved with the optimum delay
instead of tp/2, the later will be used in the following.

Figure 2.5 shows the timing of a Hahn echo sequence, where the echo is gener-
ated at a time τ + tp/2 after the application of the refocusing pulse. The fact that the
dephasing during the first rf pulse is almost half of the one acquired during the same
time but under free evolution leads to the definition of zero time for the sequence
at the center of the 90◦ pulse. Then, defining the echo formation as echo time tE,
the sequence appears symmetric with respect to the center of the 180◦ pulse. The
need for an extra free evolution time after the refocusing pulse is comparable to
the inversion of gradient polarity after the application of selective pulses used for
slice excitation in conventional NMR imaging, which is used to refocus the phase
spreading developed during the application of the soft rf pulse [17].

In conventional experiments, where the on-resonance condition is fulfilled, 180◦
rotations can be well defined. However, as we learned in Sect. 2.2.1, the effect of an
rf pulse applied in the presence of a static gradient depends on the resonance offset;
a fact that makes impossible to define a 180◦ rotation for every resonance frequency.
The effect of the off-resonance on the refocusing efficiency can be easily calculated
assuming a homogeneous B1 and setting the second rf pulse to define a 180◦ pulse
for the on-resonance spins. At this point, two possibilities are available: either the
amplitude of the pulse is doubled keeping its length constant or the amplitude is
kept constant and the length is doubled. For the simulations presented in this book
we prefer the first option. The total evolution that has to be applied to M0 to obtain
the final state of the magnetization at the time tE when the echo is formed can be
written as

M(tE) = E(τ + tp/2) → P(180◦, φ2) → E(τ ) → P(90◦, φ1) → M0. (2.17)

Figure 2.6a shows the magnetization at the echo maximum plotted as a function
of the offset. It can be observed that the amplitude of the components is modu-
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lated by a well-defined frequency. The oscillations appear due to the fact that at the
moment when the second pulse is applied, the magnetization is strongly spread in
the transverse plane. As the pulse is applied along a particular direction, in this case
the x-axis, those vectors lying along the direction of the rf field at the time when
the pulse is applied, remain in the plane untouched, at least for small offsets. How-
ever, vectors lying along y-axis are rotated along the effective field corresponding
to the particular offset. For a small offset in the resonance frequency, the rotation is
close to be an ideal 180◦ and the magnetization is placed along the y-axis after the
pulse. However, as the offset increases, the trajectory followed by the magnetization
increasingly departs from the ideal one, a fact that leads to the reduction of the
component lying in the xy-plane. Since longer τ delays lead to larger phase spread,
smaller offsets can complete a rotation about the z-axis, and the oscillation fre-
quency increases with τ . These oscillations cannot be observed in real experiments
due to the destructive interference between anti-phase magnetization component
at the time of the echo formation. Hence, it becomes necessary to consider in the
simulations the fact that in a real experiment signals with different frequencies are
detected simultaneously and are thereby subject to strong interference in the time
domain. A way to avoid interference would be to use a very thin sample on a magnet
generating a uniform gradient along the depth direction, then the signal amplitude
for each frequency could be sampled independently to reproduce the result of this
simulation.

The numerical tools used up to here to calculate the evolution of the magneti-
zation can be easily applied to calculate the NMR signal generated by the pulse
sequence. In contrast to the previous analysis, the calculation of the signal requires
knowledge of the real static and rf fields. For the present analysis, a static mag-
netic field varying linearly along the depth direction and a homogeneous rf field
are assumed. In this simplified situation, the real and imaginary signals at a defined
time are calculated as the addition of the Mx and My magnetization components for
a large number of offset values lying in a bandwidth much larger than the excitation
bandwidth of the rf pulse.

Figure 2.6b compares the magnetization generated along the x-axis by setting an
ideal 180◦ rotation for every frequency with the one obtained by applying a real rf
pulse set to define a 180◦ rotation for on-resonance spins. Whereas in the first case
a spectrum that reproduces the one defined by the first pulse (solid line) is recov-
ered, the resonance offset present during the refocusing pulse yields an oscillatory
behavior as a function of frequency (dotted line) that reduces the effective band-
width measurable in the spectrum obtained as the Fourier transform of the echo
signal (dashed line) by a factor of about 2. As the length of the rf pulses defines
the excitation bandwidth of the sequence, the echo width is expected to depend on
the pulse duration; the longer the pulse is the broader the echo. As a rule of thumb,
the echo width is about the pulse length.

Considering that points acquired during the acquisition time can be added to
improve the signal-to-noise ratio of the detected echo, the question that arises is how
to set the length of the acquisition window to maximize the sensitivity? To answer
this question we need to know the shape of the echo for a given tp. This analysis
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Fig. 2.6 (a) Magnetization components at the time of the echo formation plotted as a function of
the resonance offset. (b) Comparison between the excitation bandwidth of a single rf pulse and the
one defined by a Hahn echo sequence

uses the shape of the Hahn echo generated by assuming a uniform distribution of
frequencies and a homogeneous rf field. Figure 2.7 shows the signal-to-noise ratio
calculated as the addition of the acquired points (total signal) divided by the square
root of the number of points added for different acquisition windows (noise). Since
the noise power is the same for all points and the signal amplitude decreases when
departing from the echo center, maximum sensitivity is obtained when the echo is
acquired during a time equal to the length of the rf pulse used for excitation (a more
detailed discussion can be found in [8], p. 152).

The timing needed to acquire the echo centered in the acquisition window
requires starting acquisition at a time τ + tp/2 − Acq/2 after the application of
the 180◦ pulse, with Acq being the total time to be acquired. However, because the
signal is excited and detected by a resonance circuit with a finite bandwidth, a short
delay shift (sh) proportional to the quality factor Q of the circuit is introduced. The
value of sh, which must be added to the delay between the second pulse and the
acquisition window, needs to be determined for every rf probe, and it can be a few
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Fig. 2.7 Signal-to-noise ratio calculated as a function of the acquisition time normalized to the
pulse length tp for the echo generated by the Hahn echo sequence

microseconds. Under this condition the shortest τ that can be reached is determined
by the dead time (tdead) of the circuit, the acquisition time, and the pulse length
(τ > tdead + Acq/2 − tp/2 − sh). To shorten the minimum τ half of the echo can be
acquired by starting the acquisition at the maximum of the echo. Nevertheless, it is
achieved at the expense of sensitivity.

The phase of the second pulse influences the phase of the echo, but does not affect
the efficiency to refocus the phase spread of the magnetization. In this example
we have chosen to apply the 90◦ pulse along the y-axis and the 180◦ pulse along
the x-axis, thereby generating the echo along the x-axis. A phase cycle of at least
two steps (add/substract) is generally used. It requires applying the 90◦ pulse first
along +y-axis and then along −y-axis keeping the phase of the 180◦ pulse along
the +x-axis in both experiments. Cycling the phase of the first pulse changes the
phase of the echo and requires cycling the phase of the receiver from +x to −x to
constructively add the two signals.

The effect of this phase cycle is twofold. First, it serves to cancel magnetization
brought to the transverse plane by an imperfect 180◦ pulse (path M0,0,+1). Sec-
ond, it cancel spurious signals coming from the dead time of the resonance circuit
and possible acoustic ringing generated by the application of the 180◦ pulse. These
unwanted signals are expected to be the same for both experiments because the 180◦
pulse is applied with the same phase. Thus, as soon as they reach a voltage level that
can be digitized by the receiver they are add-subtracted by cycling the phase. It must
be noted here that for very short echo times, ringing generated by the first rf pulse
might by present at the time the echo is formed. In this case the phase cycle shown
in Table 2.2 must be used. This phase cycle eliminates both the signal generated by
the first pulse (path M0,+1,+1), which for short echo times may still be present in
systems with a small static gradient, and the ringing generated also by this rf pulse.

The Hahn echo sequence is of particular interest to measure extremely short
relaxation times of the order of a few dead times of the resonance circuit, a situation
where multi-echo techniques can only generate a few echoes and are inaccurate to
determine the T2 of the sample. Although resonance offset leads to a distribution



28 F. Casanova et al.

Table 2.2 Phase cycle to select the Hahn echo filtering the signals of the first and second rf pulses
as well as acoustic ringing present after the pulses

φ1 φ2 φrec

+π/2 0 0
−π/2 0 π

+π/2 +π/2 π

−π/2 +π/2 0

of flip angles across the sample, the magnetization generating the echo evolves as
transverse magnetization during the whole sequence and decays purely with T2 (no
T1 contamination is present as in the case of the CPMG decay). In this case, the
application of imperfect rotations to refocus the phase spread introduced by the
field inhomogeneities do not affect the characteristic time decay measured by the
sequence, which is expected to be the same as the one measured in homogeneous
fields. A exception is for the case of liquids measured in a strong gradient. In this
case, the echo amplitude is also attenuated by the self-diffusion of the molecules in
the presence of the static gradient. In the case of unrestricted Brownian motion, this
attenuation is

S(tE) = S0 exp

(
− tE

T2
− 1

12
γ 2G2

0 D(tE)
3
)
. (2.18)

For sensors generating a uniform static gradient, the Hahn echo sequence is a very
sensitive method to measure diffusion coefficients. Since gradients generated by
single-sided sensors are very strong, they can be used to measure very small dif-
fusion coefficients. Moreover, the Hahn echo sequence has been extensively used
in low-field NMR to study polymers, where the echo decay is usually fitted by a
number of exponentials or even the addition of exponential and gaussian functions.

2.2.3 The CPMG Sequence

The success of single-sided sensors mainly relies on the extraordinarily good per-
formance of multi-echo sequences that successively refocus the phase spread due
to the static field inhomogeneities and lead to the generation of echo trains. For
most samples, the minimum echo time that can be set in a Hahn echo sequence is
much shorter than T2, and a large number of echoes can be generated by applying a
train of refocusing pulses with the right phase. It was first Carr and Purcell [6] who
proposed the use of repeated refocusing to measure T2 in a single shot. However, as
the original sequence uses refocusing pulses with the same phase as the first pulse, it
suffers from accumulative distortions due to slight errors in the definition of the flip
angle of the refocusing pulses. A modification to the CP sequence, proposed later
by Meiboom and Gill [7], is known as the CPMG sequence. The timing of the pulse
sequence is depicted in Fig. 2.8.
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Fig. 2.8 Carr-Purcell-Meiboom-Gill pulse sequence. A 90◦ phase shift between the first pulse
and the train of 180◦ pulses eliminates accumulative distortions introduced by imperfection of the
rf pulse and resonance offset. The time between the first two pulses is not exactly half the time
between 180◦ pulses, but tp/2 shorter. As discussed in Sect. 2.2.2, the sensitivity can be improved
by varying this extra delay time [16], but tp/2 can be used with similar performance

The modification introduced by Meiboom and Gill consists of shifting the phase
of the refocusing train by 90◦ with respect to the first pulse. By doing so the distor-
tions coming from the mentioned imperfections are strongly reduced. The sequence
is so robust that it can be implemented in strongly inhomogeneous fields with out-
standing performance. Figure 2.9 shows the behavior of the first echoes generated
by this sequence. For this calculation, an echo time tE = 0.2 ms, rf pulses of 10 μs,
and infinite T1 and T2 were assumed. After a transient of three echoes, the signal
amplitude remains constant showing that the field inhomogeneities do not lead to a
signal loss as in the case of the CP sequence. The CPMG sequence is, in general,
implemented using a simple add-subtract phase cycle. It requires cycling φ1 and the
receiver phase from 0 to π keeping φ2 unchanged.

The dynamics of the magnetization during the CPMG sequence have been exten-
sively studied in the past [1–3]. Different authors have demonstrated that the echo
signals detected during this echo train are complicated superposition of coherence
pathways where the magnetization stays alternatively along the longitudinal direc-
tion or in the transverse plane. Whereas, for example, the first echo is formed by
magnetization that evolved only in the transverse plane (pathway M0,−1,+1), the
second echo is the superposition of signal that was in the plane (direct echo) plus
the stimulated echo generated by magnetization stored along the z-axis by the first
180◦ pulse and brought back to the transverse plane by the second pulse (pathways
M0,+1,−1,+1 and M0,−1,0,+1, respectively). As the echo number increases, the num-
ber of pathways contributing to the echoes also does it. In strongly inhomogeneous
fields, this superposition of pathways quickly reaches a steady state and after three
or four echoes the signal amplitude remains constant (in absence of relaxation). The
typical behavior shows that the amplitude of the first echo is the smallest and that of
the second is the largest. Then, subsequent echoes reach a steady state.

This behavior can also be observed by calculating the bandwidth of each echo.
Figure 2.10 compares the excitation bandwidth of a single pulse, shown as a
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Fig. 2.9 (a) First echoes generated by the CPMG sequence. Like in the previous section the rf field
was assumed to be homogeneous and the signal was calculated as the addition of 2500 signals for
frequencies distributed in a bandwidth of ±2/tp. The number of frequencies used to discretize the
frequency bandwidth depends on the total time T of the sequence. As a rule of thumb the total
bandwidth must be divided by a frequency step 1/T . (b) Echo amplitudes obtained by integration
of the echo during a time tp
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Fig. 2.10 Excitation bandwidth for different echoes of a CPMG sequence. The bandwidth of a
single pulse is shown for reference. Whereas the first echo has a bandwidth of about half of that
of a single pulse, thanks to the mixture of coherence pathways, the steady-state echo bandwidth is
slightly broader than the one of the first echo (Hahn echo)
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reference, with that of the first, the second, and the eighth echo. The bandwidth
of the first echo is clearly the narrowest. Then, it increases to a maximum for the
second echo due to the superposition of the direct echo with the stimulated echo.
Thereafter, it slightly decreases to reach the steady state. In this case, the spectra
were obtained as the Fourier transforms of the echo signals shown in Fig. 2.9. The
transient depends on the B0 and B1 distributions and the acquisition bandwidth. For
an acquisition window set longer than the pulse length, off-resonance signals can be
filtered, and almost no oscillation in the first echoes is observed. The amplitudes of
the transient can be determined theoretically or experimentally to be used later as a
calibration for correcting the data before numerical analysis.

An important consequence of the mixture of different coherence pathways comes
from the fact that magnetization stored along the z-axis relaxes with T1, while
magnetization that remains on the plane relaxes with T2. This leads to an effective
echo train decay time T2eff, which is a mixture of T1 and T2, instead of only T2
[1]. The effective time decay is directly obtained from the simulations by including
the attenuation factors e1(τ ) and e2(τ ) in the rotation matrix of the free evolution
(Eq. 2.6). The increasing superposition of coherence pathways leads to a signal
decay that departs from a single exponential decay. Figure 2.11 shows the results
of numerical simulations assuming T1 = T2 and T1 = 6T2. The calculations were
done by assuming first a homogeneous B1 field and then including the real rf field
generated by a surface coil (inhomogeneous B1). As expected, for T1 = T2 an expo-
nential signal decay is obtained, but for T1 = 6T2 the superposition of pathways
leads to a non-exponential decay that is apparent for sufficiently long times. When
a inhomogeneous rf field is included in the simulations the mixture of coherence
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Fig. 2.11 Signal decay during a CPMG sequence calculated for T1 = T2 = 5 ms and T1 = 6,
T2 = 30 ms. The simulations used the following parameters, tE = 100 μs, tp = 10 μs, acquisition
bandwidth equal to the excitation bandwidth of the rf pulse (1/tp = 100 kHz), and Nechoes = 300.
It can be observed how the T1 contamination influences the value of the slope (T2eff) and defines
a non-exponential decay. The presence of an inhomogeneous B1 field, included in the simulation
by integrating over a plane 15 × 15 mm2 at 2.5 mm above a circular loop with 10 mm in diameter,
does not lead to appreciable enhancement of T1 contamination compared to the result obtained for
a homogeneous B1 field. The fitting shows that the a single exponential can fit well the data if the
decay is considered up to one-third
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Fig. 2.12 Deviation of the decay time of the echo train generated by a CPMG sequence simulated
as a function of the T1/T2 ratio and for different detection bandwidths. The decay times where
obtained by fitting the signal decays up to one-third of its initial amplitude (one T2). The devi-
ation obtained in the presence of the inhomogeneous B1-field generated by the surface coil was
calculated only for an acquisition bandwidth matching the excitation bandwidth, condition where
maximum sensitivity is expected. The simulations where done assuming the parameters listed in
Fig. 2.11

pathways is larger. However, only a slightly longer T2eff is obtained. In practice,
the signal decay can be well fitted to a single exponential if a maximum time of the
order of T2 is considered, which is the case even in the presence of a inhomogeneous
B1 field (Expo. fit in Fig. 2.11).

As shown by Goelman and Prammer [1], the error in measuring T2 via a CPMG
sequence depends on the T1/T2 ratio and on the bandwidth used for the detection,
which should be measured as a fraction of the excitation bandwidth. The dependence
of the error on this parameters is illustrated in Fig. 2.12. Although the error is zero
only when T1=T2, the only situation when T2eff is equal to T2, the error grows as the
ratio T1/T2 increases. As explained previously, the mixture between T2 and T1 is due
to the off-resonance excitation. In this way, by reducing the detection bandwidth the
mixture is expected to decrease. This dependence is clearly observed in Fig. 2.12,
where the error was calculated as a function of the ratio T1/T2, for different band-
widths measured proportional to the bandwidth of the rf pulse. In the last section we
have shown that maximum sensitivity is achieved when the acquisition bandwidth
is set equal to the excitation bandwidth (Fig. 2.7). It is observed that when setting
the detection bandwidth to achieve maximum sensitivity, the error in measuring T2
remains lower than 15% even for a T1 10 times longer than T2.

These simulations were conducted assuming a homogeneous B1 field, but this
is not the situation found in real sensors. In the presence of an inhomogeneous
radiofrequency field, even on-resonance magnetization is spread to coherence path-
ways that include evolution periods when it is stored along the longitudinal axis and
is contaminated by T1. Figure 2.12 shows the error in the T2 measurement obtained



2 NMR in Inhomogeneous Fields 33

when a surface rf coil is used for excitation and detection. In this case, the acquisi-
tion window was set to match the acquisition bandwidth with the bandwidth of the
rf pulse. Although the error is larger than the one obtained for a homogeneous B1
field, it is still about 20% for a T1 10 times longer than T2. This confirms that the
CPMG sequence can be used to measure the transverse relaxation time even in the
presence of a strong static gradient excited with an inhomogeneous B1 field.

When the CPMG sequence is applied to measure the relaxation time of liquids
in the presence of a static gradient, the signal decay is attenuated by molecular
Brownian displacement. In slightly inhomogeneous fields, where only direct echoes
contribute to the signal, the characteristic time decay of the echoes is given by

S(mtE) = A exp{−(1/T2 + 1/12(γG0tE)
2 D)mtE}. (2.19)

This equation shows that in the presence of molecular self-diffusion, the signal
decay measured by a CPMG sequence is shortened depending on the strength of
the static gradient. A way to reduce this distortion is to reduce the echo time tE,
but this is a realistic solution only up to certain limit. Whereas for a gradient of
1 T/m, an echo time of 0.1 ms suffices to measure a T2 of about 1 s with an error
of 10%, in a gradient of 20 T/m, a time decay of about 20 ms would be measured
for this echo time. Actually, for off-resonance excitation the equation given above
is not valid anymore and the particular attenuation of each of the many coherent
pathways contributing to the signal must be calculated considering their particular
time dependencies.

The effect of diffusion during a CPMG was considered by Goelman and Pram-
mer [1] who separated the signal into direct and indirect echoes and calculated
expressions for the first three echoes. Later Hürlimann presented a formalism that
decomposed the signal into different pathways and calculated the diffusion decay
for the first 15 echoes, where he estimated a superposition of 106 pathways. Finally,
a formalism that allows the incorporation of diffusion attenuation for the complete
echo train was presented by Song [10], who classified the coherence pathways and
showed that only a fraction of the total number of pathways significantly contributes
to the signal. He observed that long pathways can be decomposed into a combination
of short segments like stimulated (−1,0,+1) and spin echoes (−1,+1). Using this
approach, he demonstrated that direct and stimulated echoes contribute to 95% of
the CPMG echo signal, thereby showing that despite the large variety of contributing
pathways, the final behavior remains simple.

For material characterization, numbers need to be derived from the echo envelope
decay (Fig. 2.11). These numbers can be obtained either from a fit of the experimen-
tal data with a model function or by calculating a relaxation weight similar to spin
echo imaging, for example, S(t1)/S0. In the case of exponential relaxation, the fit
parameters are the amplitude S0 = S(t = 0) corresponding to the number of spins
in the sensitive volume and the relaxation time T2eff. But usually the decay is not
mono-exponential. A good empirical fit function is the scaled stretched exponential
function S(t) = S0 exp(−(t/T2eff)

b/b), where the factor 1/b has been introduced
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to arrive at an exponential function for b = 1 and a Gaussian function for b = 2. If
a bi-exponential function with a long relaxation time T2eff,long and a short relaxation
time T2eff,short is fitted with this function, T2eff is close to T2eff,long, which from expe-
rience is the relaxation time which varies more strongly with the material properties.
Compared to the bi-exponential function this stretched exponential function has one
less fit parameter and therefore provides a more reproducible fit in the presence of
noise-contaminated signals. Before the CPMG decay is fitted, the first echoes must
be corrected for the transient effect. This characteristic oscillation can be extracted
by measuring a sample with long T2 or they can be simply eliminated if a large
number of echoes are available.

Instead of fitting the experimental data with a model function, they can be trans-
formed for analysis. A useful transformation is the regularized inverse Laplace
transformation which transforms the echo envelope into a distribution of relaxation
times. This approach is routinely used in well logging, where relaxation time spectra
are interpreted in terms of hydrocarbon content, viscosity of fluids in porous rocks,
and pore-size distribution [18]. Alternatively, the initial amplitude of the echo enve-
lope can be diffusion encoded, and 2D data sets be measured and transformed into
correlation and exchange maps of distributions of relaxation times and diffusion
coefficients [19, 20]. Similar to 2D spectroscopy, this approach is useful in separat-
ing the contributions to the relaxation time distribution in multi-component systems
such as oil and water in well logging. This approach is described in detail in Chap. 3.

When a CPMG sequence is implemented on a real sensor two parameters must
be set carefully, the optimum rf pulse duration and the minimum echo time. In a
numerical simulation the pulse amplitude or length can be easily set to define a
desired flip angle in a defined voxel. However, in a real experiment, where the
measured signal amplitude is a value averaged over the sensitive volume, this is
not an option. The criterium adopted in this case to set the pulse length is simply
the maximization of the signal amplitude. Figure 2.13 shows the dependence of the
signal amplitude with the rf strength for both a homogeneous rf field and the field
distribution generated by a surface coil. For a homogeneous B1 field the maximum
signal is obtained when the rf amplitude is set to define a rotation slightly larger
than 90◦ for on-resonance spins; however, in the presence of a B1 distribution this
value is generally larger. In the present simulation, where a single loop is used to
excite the spins at a depth defined at half of its radius, the maximum is obtained
when the strength in the center is about 20% larger than the one needed to define the
90◦ rotation for on-resonance spins. Thus, the maximum signal is obtained when
the optimal rotation is defined for spins lying away from the coil axis. The position
of the maximum depends on the rf field distribution generated by the rf coil, which
even for the same coil is expected to vary when a different working depth is set.

Regarding the echo time to be set in a CPMG sequence, it has to be noted that to
maximize the sensitivity, the maximum number of echoes has to be generated during
the echo train. It is achieved by setting the shortest echo time without signal contam-
ination resulting from dead time. It can be found simply by setting an acquisition
time shorter than the echo width to ensure that signal is present at all acquired points.
Then, the echo time is reduced until the first acquired point becomes distorted. This
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Fig. 2.13 Signal amplitude detected in a CPMG sequence calculated as a function of the strength of
the rf pulses. The rf strength is normalized in the plot to the one required to define a 90◦ rotation (for
the first pulse) for on-resonance spins. In the case of a homogeneous B1 the maximum is obtained
for an rf strength only 5% larger than the optimal one. However, for a real coil the maximum
signal is achieved when the strength is 20% larger than that required to define a 90◦ rotation for
on-resonance spins in the axis of the coil. The maximum of the distribution is achieved when the
optimal flip angle is defined for spins lying at a certain radius from the coil axis where the rf
strength is smaller. The position of the maximum strongly depends on the coil geometry, distance
to the coil, and detection bandwidth. For this simulation, the field of a single circular loop 10 mm
in diameter was calculated at a depth of 2.5 mm, and the detection bandwidth was matched to the
excitation bandwidth of the pulses

is the evidence that the dead time is longer than the delay between the 180◦ pulses
and the acquisition windows. The minimum echo time is the shortest one without
signal distortion.

2.2.4 Inversion and Saturation Recovery

The spin-lattice relaxation time T1 is the characteristic time needed by the spin
system to exchange energy with its surrounding (the “lattice”). Pulse sequences
designed to measure T1 consist mainly of three stages: (i) a first preparation period
during which one or more rf pulses are applied to modify the longitudinal magneti-
zation of the system, taking it away from its equilibrium state, (ii) a free evolution
period when the spin system is allowed to relax to the equilibrium state, and (iii) a
detection period when the state of the system is measured by converting the longitu-
dinal magnetization into transverse magnetization. The measurement requires a 2D
experiment in which the duration of the evolution interval is varied to cover a time
range of the order of several T1s.

Figure 2.14 shows the two main alternative pulse sequences known as inver-
sion recovery [21] and saturation recovery [22], which are adapted for use in
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Fig. 2.14 Inversion- (a) and saturation-recovery (b) pulse sequences adapted to measure the spin-
lattice relaxation time T1 in inhomogeneous fields

inhomogeneous magnetic fields. Implementing these pulse sequences in inhomoge-
neous fields is difficult mainly because it is impossible to achieve full magnetization
inversion or saturation across the full sample. A detailed description of this problem
is presented below. It should also be noted here that instead of the single 90◦ pulse
typically used in the detection period to excite an FID, a CPMG sequence is imple-
mented to generate a long echo train that can be co-added to improve sensitivity.

In homogeneous B0 and B1 fields, the inversion-recovery sequence uses a hard
180◦ pulse in the preparation period to invert the equilibrium magnetization M0
from z to −z. Under this ideal condition, the magnetization recovers during the free
evolution period τ as M(τ ) = M0(1 − 2e−τ/T1). This result is actually the addition
of two contributions: one being the magnetization stored along −z-axis by the inver-
sion pulse that decays as M(τ ) = M0e−τ/T1 (described by the pathway M0,0,−1,+1),
and the second, the fresh magnetization created during the evolution time τ that
grows as M(τ ) = M0(1−e−τ/T1) (described by the pathway M1

0,0,−1,+1). However,
as described in Sect. 2.2.1, rf pulses act only in a finite bandwidth defined by the
pulse length tp, so their performance strongly depends on the off-resonance fre-
quency (see Fig. 2.3). In this way, when the 180◦ pulse is applied in the presence of
a strong static gradient, it cannot invert the magnetization over the whole frequency
range across the object.
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As a consequence of the partial inversion defined by the 180◦ pulse, the mag-
netization at τ = 0 is not −M0, but just a fraction of it. If Mmax is the maximum
magnetization detected during the CPMG sequence (detection period) in a certain
bandwidth and for long evolution times, it is observed that the measurable magneti-
zation at M(τ = 0) depends on the frequency bandwidth. For example, if just a very
narrow portion of the spectrum close to the on-resonance condition is integrated,
the initial magnetization can be made −Mmax (if B1 is assumed to be homoge-
neous). However, this is not a practical solution in terms of sensitivity because just
a very small fraction of the total excited spins is detected. If the signal is integrated
over a bandwidth 1/tp for optimum sensitivity (see Fig. 2.7), the initial value is
about −Mmax/2 (Fig. 2.15a). Thus, the dynamic range reduction of the T1 curve,
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Fig. 2.15 T1 buildup curves measured by the inversion- (a) and saturation-recovery pulse sequence
(b) in inhomogeneous magnetic fields. The curves are normalized to Mmax
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which is more pronounced in the presence of a inhomogeneous B1 field (Fig. 2.15a),
reduces the accuracy of the T1 determination, but does not lead to the measurement
of a wrong relaxation time.

A further complication observed when implementing the sequence in inhomo-
geneous fields arises from the fact that the flip angle distribution generated by the
inversion pulse leaves considerable transverse magnetization that may interfere dur-
ing the detection period with the coherence pathways encoding the T1 information.
To filter these spurious signals, a proper phase cycle is needed. As the pathways
evolving as transverse magnetization during the evolution period depend on the
phase of the inversion pulse, but those of interest for an inversion-recovery mea-
surement (M0,0,−1,+1 and M1

0,0,−1,+1 describing the magnetization inverted by the
first pulse and the fresh magnetization created during the evolution period, respec-
tively) do not, the unwanted ones can be eliminated by cycling the phase of the
inversion pulse by 180◦ while keeping the receiver phase constant. Combining these
two steps with the typical add/substract phase cycle for the 90◦ pulse of the CPMG
sequence applied during the detection period (needed to cancel the signal after the
180◦ pulses) leads to the four-step loop shown in Table 2.3. Although the phase of
the inversion pulse does not need to be synchronized with the phases of the pulses
applied in the CPMG sequence, it is interesting to note that if the inversion pulse and
the 90◦ pulse of the CPMG are applied along the same axis, the spurious signals are
generated in quadrature to the desired signal. The possibility to separate these two
signals allows one to eliminate the phase cycle for the inversion pulse. Then, in cases
where the sensitivity of a single scan is acceptable and short experimental times
are mandatory, a single phase step can be used if the signal after the 180◦ pulses
of the CPMG is averaged out by dephasing in the presence of the static gradient
(a condition that is fulfilled in strongly inhomogeneous fields if rf pulses are shorter
than the dead time). In this way, just by setting the receiver phase in a conventional
CPMG sequence to detect the echoes on the real channel would ensure that when
using the first step in Table 2.3 the coherence pathway encoding the T1 information
will generate signal only in the real channel and the unwanted ones will contribute
to the imaginary one.

To measure a T1 buildup curve, a series of experiments is repeated varying the
delay τ . Considering that the function to be sampled is expected to be an exponen-
tial (at least for liquid-like samples) it is convenient to vary τ logarithmically. This
guarantees that the buildup curve is sampled at constant amplitude steps, setting
more points at short times, where the curve varies with the largest rate, and less
points at the end, where almost no variation is expected. Moreover, as experiments

Table 2.3 Phase cycle for the inversion- and saturation-recovery pulse sequences

φ1 φ2 φ3 φrec

0 0 π/2 0
π 0 π/2 0
0 π π/2 π

π π π/2 π
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with longer τ are more time consuming to measure, this sampling strategy leads to
a reduction in the experimental time. If τ is set to vary up to 5T1 the time steps can
be calculated as

τi = −T1 ln

(
1 − (1 − exp(−5))

(Npts − 1)
× i

)
, (2.20)

where it is assumed that the function e−τ/T1 varies from 1 to exp(−5), and Npts is the
number of points to be measured in the T1 curve. As the magnetization is affected
during the detection period, a recycle delay of at least 5 T1 must be included between
experiments in order to ensure that the system is in equilibrium before the next
experiment starts. A wrong setting of the recycling delay would lead to a smaller
initial magnetization (distorting the T1 curve), requiring a good guess of T1 before
it can actually be measured. This fact leads to time-consuming overestimations.
It can be calculated that the measurement time to complete a inversion-recovery
experiment is 7.5 × T1 × Npts for a linear τ increment, and 6 × T1 × Npts for a
logarithmic one.

Another variant used to measure T1 is the saturation-recovery pulse sequence
[22]. In homogeneous fields it uses a first 90◦ pulse to saturate the magnetization
instead of inverting it, consequently, during the evolution period τ the longitudi-
nal magnetization grows from zero to its equilibrium value M0 with the the time-
dependence M(τ ) = M0(1−e−τ/T1). As this sequence starts nullifying the longitu-
dinal magnetization, it does not require any recycle delay in between experiments.
This not only leads to a considerable shortening of the measurement time, but it also
eliminates the need to know in advance an estimation of the T1 of the sample. In
other words, a wrong setting of the time range for τ just leads to sample the buildup
curve in a non-optimal way. Nonetheless, the characteristic time extracted from the
fit is the correct one ( just a poorer accuracy is expected from the experiment because
the signal variation does not cover the full dynamic range).

When the sequence is implemented in an inhomogeneous magnetic field, satura-
tion is only achieved for the on-resonance spins (assuming a homogeneous B1 field),
but just partial saturation is achieved for off-resonance ones. Consequently, some
remnant magnetization stays along the z-axis after the saturation period. Hence, the
T1 curve at τ = 0 starts from an offset value, which, for a detection bandwidth
matched to the bandwidth of the pulse, is about 1/4 of the maximum signal mea-
sured for τ � T1. To visualize the offset, a T1 measurement was simulated by
assuming the system is in equilibrium before the next saturation pulse is applied
(Fig. 2.15b). Experimentally this condition is fulfilled by including a long recycle
delay between scans. As for the inversion-recovery sequence, the T1 extracted from
this buildup curve is the exact one, without being distorted by the off-resonance
effects. However, in the real experiment, where no recycle delay is used, the situa-
tion is more complicated because the offset signal measured in a given scan depends
on the longitudinal magnetization at the end of the previous one. The remnant mag-
netization at the end of one measurement is determined by both the evolution time
and the saturation effect of the detection period during this scan. Whereas single
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Hahn echo detection may leave considerable longitudinal magnetization, a long
CPMG echo train can act as an effective saturation period. Then, the offset would
be present in the first scan, but already the second scan would show a negligible
offset thanks to the saturation provided by the CPMG detection of the previous
scan. Important improvement can be achieved when the T1 curve is sampled in an
inverse way, starting from the long τ values. Then, if the first point is measured for a
recovery time τ � T1, the value measured is close to M0 and is independent of the
offset left after the saturation. When τ is shortened to measure the second point, the
pre-saturation achieved by the first scans reduces the longitudinal magnetization,
attenuating the offset by a considerable factor.

Even though a CPMG detection combined with inverse sampling of the evolution
times can considerably reduce the offset in the curve, it must be noted here that
the measurement of a given point depends on the efficiency of previous scans to
saturate the magnetization, which also depends on the B1 homogeneity. Moreover,
it must be pointed out that the recycle delay between scans is not a precise delay
and it may depend on interruptions of the spectrometer between experiments. If
this happens, unexpected recovery of the magnetization can induce a larger offset
in the measured point. A way to improve decoupling between scans uses multiple
90◦ pulses applied at irregular times in order to achieve more efficient saturation
during the preparation period (see Fig. 2.14b). Optimum performance is achieved
by applying an odd number of 90◦ pulses separated by increasing time delays longer
than the T ∗

2 of the FID. In this way, the natural inhomogeneity of the magnet is used
as crusher gradient to spoil the magnetization in between pulses. In addition to the
mixing achieved by resonance offset, the fact that the rf field is also inhomogeneous
leads to a more efficient cancelation of the magnetization. This is true, because
during the train of saturation pulses the magnetization across the sample nutates
with different frequency. This spreading defined by the inhomogeneous B1 field is
efficient to mix even on-resonance magnetization.

This approach is useful for magnets with poor homogeneity and becomes very
efficient in single-sided systems, where really short delays between pulses of the
order of the rf pulse length are enough to strongly mix magnetization components. It
should be noted that at the end of the saturation period, the longitudinal magnetiza-
tion is not zero for each frequency, but it quickly oscillates from positive to negative
values as a function of the resonance offset. The anti-phase longitudinal magne-
tization created during the preparation period gives no signal when it is brought
to the transverse plane during the detection period. Thus, only the magnetization
recovered during the evolution period is expected to contribute to the signal. Using
multi-pulse saturation and inverse sampling, a full dynamic range of the magneti-
zation (from 0 to M0) is obtained even in inhomogeneous fields. The simulations
shown in Fig. 2.15b were performed using the B1 field generated by a surface coil,
indicating that the good performance of the sequence is not affected by the presence
of radiofrequency inhomogeneity. It must be mentioned that to reduce the offset, the
delays between pulses may require small adjustment depending on the sensor where
it is implemented in order to achieve the cancelation of the longitudinal magnetiza-
tion stored in anti-phase (same positive and negative magnetization stored along the
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z-axis). In spectrometers with rf modulation capabilities more complicated schemes
based on the use of soft pulses or frequency sweeps can be implemented to improve
the degree of saturation.

Finally, the important fraction of magnetization brought to the transverse plane
by the saturation pulses applied during the preparation period of this sequence
needs to be canceled to avoid interference with the magnetization created during
the evolution time τ , which is brought to the plane during the detection period. In
contrast to the inversion-recovery sequence, even working under ideal conditions,
full magnetization is left in the transverse plane by the preparation period. A simple
solution implemented in systems equipped with gradient coils uses a crasher gradi-
ent to spoil the residual magnetization right after the saturation pulses. Although in
inhomogeneous fields the background gradient acts also as a spoil gradient during
the evolution period, the same gradient is present during the detection period when
refocusing pulses are applied. Then, under certain conditions (evolution time shorter
than the duration of the detection sequence), the magnetization spread out during
the evolution period is refocused and may interfere with the desired magnetiza-
tion encoding the T1 information. The same phase cycle described for the inversion
recovery sequence removes the signal coming from this non-desired coherence path-
ways, but its use requires similar magnetization before the saturation period for all
the scans involved in the phase cycle loop. This condition is satisfied up to certain
point when the T1 curve is sampled in a inverse way (from long to short τ values)
and the longest τ is larger than T1. It is interesting to note that applying the multiple
saturation pulses with the same phase as the 90◦ pulse of the CPMG sequence, with
the signal of the desired coherence pathways can be generated 90◦ out of phase with
respect to the spurious signal. Hence, the signals can also be separated by phasing
the receiver as described for the inversion-recovery sequence.

In the absence of a recycle delay, and neglecting the detection time (duration
of the CPMG sequence), the saturation-recovery sequence requires an experimental
time of about 2.5T1 Npts for a linear stepping of τ , and just T1 Npts for a logarith-
mic one. In this way, this sequence is six times faster than the inversion-recovery
sequence. Considering that the T1 curve measured with the inversion-recovery
sequence has a range of about 1.5M0 (this range may be smaller if B1 is inho-
mogeneous) and that the range measured by saturation recovery is M0, two scans of
the saturation recovery are needed to approximately compensate for the sensitivity
difference. At the same sensitivity, the saturation recovery is three times faster than
the inversion-recovery variant.

While a single-echo detection requires, in general, a large number of scans that
lead to extremely long experimental times, multi-echo detection achieved by apply-
ing a train of refocusing pulses after the T1 editing sequence considerably reduces
the measurement time. A critical issue that must be taken into account when a long
echo train is added is the possible presence of multiple T1 times in the sample. If
the different T1s show similar T2s then the echo train addition leads to a T1 build up
curve where the fractions of the T1s are preserved. However, if spins with a short
T1 have also a short T2 and the length of the echo train is set to sample the long
T2, then the signal amplitudes are weighted to the limit that the short T1 may even
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disappear from the buildup curve. To preserve the amplitude ratio between the two
or more T1 components, the number of echoes to be added must be small enough so
that one cannot observe an appreciable signal decay of the shortest T2 component
during the echo train. If the number of echoes is not properly set, it is expected to
affect the signal amplitude ratio, but the T1 values extracted from the curve remain
unaffected.

2.2.5 Diffusion Measurements

Magnetic field inhomogeneity has been pointed out to be disadvantageous in single-
sided NMR because resonance offsets across the sample complicate the perfor-
mance of conventional pulse sequences [1–4] and reduce the sensitivity during the
detection period [23]. However, some applications like high-resolution sample pro-
filing or the measurement of diffusion coefficients benefit from strong field gradi-
ents.

A difficulty faced in the early days of single-sided NMR when trying to exploit
the static gradient of open magnets for these types of measurements was the genera-
tion of uniform gradients. However, this requirement has been successfully achieved
with a number of magnet geometries in the last years (see Chap. 4). In this section,
we describe how the echo formation in the presence of a strong and uniform static
gradient can be exploited to encode self-diffusion, a parameter that can be used to
reveal molecular dynamics and sample microstructure. The effect of molecular self-
diffusion on the amplitudes of Hahn and stimulated echoes generated in the presence
of a static magnetic field gradient has been analyzed theoretically and experimen-
tally since the very early days of NMR, and the working principle is much older than
MRI itself [5, 12, 13]. The use of strong static gradients, such as the one found in the
stray field of superconducting magnets, allows measurements of root-mean square
molecular displacements as small as 20 nm and self-diffusion coefficients as small
as 10−16 m2/s. Large gradients simplify measurements of the diffusion coefficient
in heterogeneous materials such as porous materials and biological systems, since
it reduces the relative contribution from background gradients due to susceptibility
variation across the sample. This is true because the background gradients are pro-
portional to the magnitude of the applied static field B0, but essentially independent
of the field gradient. From this point of view, measurements with unilateral low-field
NMR sensors, which produce relatively strong field gradients, offer an interesting
advantage over conventional methods.

The pulse sequences typically used are based on the generation of Hahn (SE)
[5, 12] and stimulated echoes (STE) [13], both operating in the presence of a steady
gradient (see Fig. 2.16). To improve the sensitivity of these experiments, a CPMG
sequence is applied after the main diffusion-editing period to generate an echo train
that takes advantage of long transverse relaxation times of liquid samples.

Thanks to the sensitivity improvement achieved by adding the echo train, com-
plete diffusion curves can be measured in times shorter than a minute for protonated
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Fig. 2.16 Diffusion editing pulse sequences based on the generation of a Hahn echo (a) and a
stimulated echo (b) in the presence of a static gradient. After the generation of the echo with
an amplitude attenuated by diffusion, a train of refocusing pulses is applied to generate a train
of echoes that can be added to improve sensitivity. To set the right timings the center of the
SE and STE echoes defines the zero time or center of the 90◦ pulse in a conventional CPMG
sequence

solvents. The normalized signal attenuations for the SE and the STE are given by
[17, 24]
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The time delays tEE, τ1, and τ2 are defined in Fig. 2.16. The normalization signal
S0 corresponds to the amplitude of the echoes at very small times tEE and τ1 for
SE and STE, respectively. The amplitudes of the Hahn and stimulated echoes are
attenuated by the transverse and longitudinal relaxation times (see Eqs. (2.21) and
(2.22)). For large values of D, like in the case of less viscous liquids, and for strong
magnetic field gradients, the diffusion terms in Eqs. (2.21) and (2.22) dominate over
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the relaxation terms. Furthermore, if tEE, τ1 � T2, and τ2 � T1, the echo amplitude
in Eqs. (2.21) and (2.22) is governed by the first term on the right side.

Although in absence of relaxation, the spin echo is a factor two larger than the
stimulated echo, there are certain cases where it is convenient to implement the STE
sequence to measure diffusion. As described by Hahn [5], the amplitude of the stim-
ulated echo relaxes with T1 during the evolution period τ2, when the magnetization
is stored as longitudinal magnetization. Thus, in systems where T1 > T2, it might be
advantageous to measure the diffusion attenuation of the stimulated-echo rather than
that of the Hahn echo [13]. This is particularly the case in viscous liquids, where a
short T2 is combined with a small diffusion coefficient. For single-sided sensors, the
most important advantage of the STE sequence compared to the Hahn echo is that
even in the presence of a steady gradient, the STE sequence still consists of two
encoding periods separated by a well-defined evolution time when diffusion takes
place.

To sample the attenuation caused by diffusion on the Hahn echo amplitude in a
steady gradient, the echo time has to be systematically increased in a defined range.
By doing so, each point of the diffusion curve is measured for a different diffusion
time, allowing the molecules to travel longer and longer distances for increasing
echo times. In the stimulated echo sequence, τ2 can be set long enough in order to
require an encoding time τ1 much shorter than τ2. In this way, by increasing τ1, the
diffusion curve can be sampled without appreciably varying the total diffusion time
(τ1 + τ2), which in this case is defined by τ2.

The possibility to define the diffusion time is extremely useful when studying
molecular diffusion in the presence of restrictions or physical barriers like in the
case of water or oil diffusing in the porous matrix of rocks. Extensive work done
by Mitra and Sen [25, 26] showed that the dependence of the effective diffusion
coefficient D(L) on the molecular mean displacement L in the time τ2 is linear for
small L , and the slope is proportional to the surface-to-volume ratio of the porous
material. A measurement of D vs. L simply requires measuring diffusion curves as
a function of the evolution time (τ2). In order to sample the diffusion curve properly,
the variation range of the encoding time τ1 has to be adapted as the evolution time
is increased. Since the minimum τ1 is positive (actually it is at least the pulse length
tp plus few microseconds needed by the spectrometer in between rf pulses), the
maximum evolution time accessible to the technique is either limited by T1 or by
the dynamic range of τ1 (for excessively long τ2 the minimum τ1 already leads
to important signal attenuation). For example, for water measured with a G0= 20
T/m and a tp = 5 μs, the maximum evolution time τ2 is about 100 ms. To reach
longer evolution times it is convenient to work under a lower G0. On the other hand,
to reach extremely short evolution times (free diffusion limit), a strong gradient
is required. Thus, in most cases a combination of two different sensors may be
convenient. To access shorter diffusion times, the direct echo of the CPMG sequence
can be exploited [27], in this case the diffusion time is set by the echo time of the
sequence.

As we have already discussed in this chapter, the application of a series of rf
pulses generates a number of coherence pathways weighted by different relaxation
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and diffusion factors. To make sure that the signal measured during the CPMG
detection sequence has acquired a defined diffusion attenuation during the diffusion
editing period (Hahn or STE sequence) a proper phase-cycle has to be used to select
only the pathway generating the Hahn- or the stimulated echo. We have already
described how to exploit the particular dependence of each pathway on the phase of
the rf pulses in order to select a given signal. However, we have to point out here
an important difference to the procedure explained in Sect. 2.2. As we know, after
the second pulse of the Hahn echo sequence, there are nine coherence pathways
and only two generate a signal. Thus, a simple add/subtract phase cycle suffices to
separate them. However, in the present case, as a number of rf pulses is applied
after the generation of the Hahn echo, it is not enough to implement a phase cycle
that eliminates the pathways generating non-desired signals after the second pulse.
We have to make sure that also those pathways that either do not fulfill the echo
condition after the second pulse (M0,+1,+1 or M0,−1,−1) or are stored as longitudinal
magnetization by the second pulse (M0,±1,0 ) are also eliminated. It is so because
they can simply generate signals when the CPMG is applied. An example is the
pathway M0,−1,−1, although it does not generate signal after the second rf pulse,
a fraction of it is converted into M0,−1,−1,+1 after a third pulse is applied. Hence,
the strategy to design a proper editing sequence requires cancelation of every path-
way except the one encoding the desired information. Table 2.4 provides the phase
cycle required to select the coherence pathway generating the Hahn echo and which
eliminates the rest.

The add/subtract phase cycle of the first pulse eliminates the pathways where
the magnetization stays as longitudinal magnetization after the first pulse. From the
pathways that evolve as transverse magnetization after the first pulse (M0,±1), we
need to eliminate the ones stored as longitudinal magnetization and the ones that
are not affected by the second pulse. This is achieved by exploiting their different
dependence on φ2. Cycling the phase of the second pulse from 0 to π , the first group
is canceled after the first four phase steps. Then, repeating these four steps but with
a φ2 incremented by π/2, the magnetization that is not affected by the second pulse
is separated from the desired pathway. Although it is true that the unwanted echoes
are generated at different times, and may not overlap for a particular tEE and tED,
in a diffusion experiment tEE is varied over a defined range and for certain values

Table 2.4 Phase cycle to select only the direct echo in a Hahn echo sequence

φ1 φ2 φ3 φrec

0 +π/2 π/2 π

π +π/2 π/2 0
0 −π/2 π/2 π

π −π/2 π/2 0
0 0 π/2 0
π 0 π/2 π

0 π π/2 0
π π π/2 π
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Fig. 2.17 Signal amplitude obtained by addition of 32 echoes generated by the multi-echo train
applied after the Hahn echo sequence of Fig. 2.16 with a tED = 50 μs plotted as a function of the
encoding time tEE (in abscence of diffusion and relaxation). When a single scan is used, the full
coherence pathways interfere during the echo train and give rise to variations in the amplitude that
depend on tEE. The first step (two scans) eliminates the signal coming from pathways that stay as
longitudinal magnetization after the first rf pulse. In this case, this signal is in the real channel (the
desired pathway is along the imaginary channel). Cycling the phase of the second rf pulse in steps
of π , the stimulated echo is eliminated. Finally, the coherence pathways converted into transverse
magnetization by the first pulse, but untouched by the second one are eliminated by shifting the
phase of the second pulse by π/2 and repeating the first four steps

the signals can overlap. Moreover, when a CPMG train is used for detection, the
unwanted coherence pathways superimpose sooner or later during the train. Then,
when the train is added for sensitivity improvement, the distortions are observed as
oscillations in the diffusion curve.

The effect of cycling the phases of the different pulses can be observed in
Fig. 2.17 where the real and imaginary echo train integrals are plotted as a function
of the encoding time tEE for the different phase steps (with this receiver phase, the
desired signal is generated along the imaginary channel, and no signal is expected
in the real channel). The largest distortion is introduced by the signal generated by
the stimulated echo, but the other two are not negligible and, in general, require
elimination.

The same goal needs to be achieved for the stimulated echo sequence. In this
case, the pathway generating the stimulated echo must be separated from the remain-
ing 26 pathways. Although in Sect. 2.2 we describe a phase cycle to filter the signals
generated after the third pulse, the four steps listed in Table 2.1 do not suffice to
ensure that other pathways will not contribute to the signal during the CPMG detec-
tion. This is the reason why the 16 steps phase cycle shown in Table 2.5 must be
used [19].
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Table 2.5 Phase-cycle to select only the stimulated-echo and eliminate the rest of the pathways
after three rf pulses

φ1 φ2 φ3 φ4 φrec

0 0 0 π/2 π

π 0 0 π/2 0
0 π 0 π/2 0
π π 0 π/2 π

0 0 π π/2 0
π 0 π π/2 π

0 π π π/2 π

π π π π/2 0
+π/2 0 0 0 +π/2
−π/2 0 0 0 −π/2
+π/2 π 0 0 −π/2
−π/2 π 0 0 +π/2
+π/2 0 π 0 −π/2
−π/2 0 π 0 +π/2
+π/2 π π 0 +π/2
−π/2 π π 0 −π/2

2.3 The SNR in Inhomogeneous Fields

A common fact to all techniques developed for single-sided NMR is the intrinsic
poor sensitivity associated with low and strongly inhomogeneous magnetic fields.
From the methodological side it has been shown that the sensitivity can significantly
be enhanced by multi-echo detection methods based on the application of CMPG-
like pulse trains. By adding the echoes of a train, the measuring times can be reduced
by up to two orders of magnitude compared to single echo methods (Hahn echo like)
[3, 28]. However, how to optimize the hardware is less obvious mainly because of
the lack of a theoretical formulation to quantify the signal-to-noise ratio (SNR) in
inhomogeneous fields. Hoult’s formulation for the SNR [14] cannot be applied in a
straightforward way to single-sided sensors. These sensors are used to study samples
much larger than the sensor itself and only a small portion of the sample can be
reached in a single experiment. This fact leads to the definition of the sensitive
volume, which depends on the magnet, rf-coil geometry, and the pulse sequence
applied. The optimization of a magnet requires a delicate balance between field
and gradient strength. Clearly a stronger field leads to higher sensitivity, but if it is
achieved at expenses of the gradient a smaller sensitive volume is excited, then what
happen with the SNR? On the other hand, another typical question that cannot be
answered is how much does the SNR improve when replacing a 300 W rf amplifier
by 1 kW one?

In this section we present a theoretical formulation for the SNR applicable to
single-sided NMR. The size of the sensitive volume is defined considering the
rf-pulse excitation bandwidth and the resonance-circuit bandwidth. Furthermore,
single- and multi-echo detection sequences are addressed. Finally, an example of
how to optimize a single-sided sensor in terms of sensitivity is discussed.



48 F. Casanova et al.

2.3.1 The Reciprocity Principle

The SNR of an NMR experiment was initially formulated by Abragam [29], and
the analysis was then extended by Hoult and Richards [14]. Although Hoult and
Richards give an analytical expression for the SNR, it has been obtained assuming
certain aspects that are not valid in the limit of highly inhomogeneous fields. There-
fore, a more general expression for the SNR that takes into account off-resonance
excitation, inhomogeneous rf fields, and a more general detection scheme has to be
derived. In the following, the steps followed in [14] are revised and the assumptions
that are not valid for our case are highlighted.

The principle of reciprocity [14] states that a magnetic dipole d placed at a point
r will induce an EMF in a coil given by

ξ = −∂/∂t{B/ i · d}, (2.23)

where B/ i is the magnetic field per unit of current produced by the coil at the point r.
In the case of NMR, (B1/ i)xy is the component of rf field perpendicular to the
magnetic field B0, and d is the detectable component (Mxy) of the magnetization
per unit of volume M0 generated after an excitation sequence. If the sample has a
volume Vs, a spatial integration is necessary:

ξ = −
∫

Vs

∂/∂t{(B1/ i)xy Mxy}dr3 (2.24)

In a conventional NMR experiment, (B1/ i)xy can be assumed to be reasonably
homogeneous over the whole sample volume and the excitation is considered to be
on resonance; therefore both (B1/ i)xy and Mxy can be moved outside the integral
[14]. Under these assumptions a 90◦ pulse tips the full equilibrium magnetization,
therefore Mxy can be replaced M0 and the integral is simply the sample volume.
However, for the case of a single-sided sensor these conditions are not fulfilled and
the integral has to be kept. To solve the integral, the signal response �(B0, B1,� fL)

for a particular pulse sequence (single pulse, Hahn echo, CPMG, etc.) has to be con-
sidered. � fL is the rf-circuit bandwidth. The signal response is a complex function
that describes phase and magnitude of the transverse magnetization generated by the
pulse sequence. The output is measured in units of M0, thus � is nondimensional
and counts the fraction of the equilibrium magnetization that can be detected. The
spatial dependence of � (sensitive volume) is given by the variations of B0 and B1
with position. The effect of the rf-circuit bandwidth is to act as a filter for both
excitation and detection and to determine the dead time which imposes a limit on
the minimum echo time that can be used in echo sequences.

Equation (2.24) is then written as follows:

ξ = −
∫

Vs

∂/∂t{(B1/ i)xy M0e−iω0t�(B0, B1,� fL)}dr3. (2.25)
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In the high-temperature limit the equilibrium magnetization can be approximated
by

M0 = Nγ 2h̄2 I (I + 1)B0/3kT, (2.26)

where N is the number of spins per unit of volume, γ is the gyromagnetic ratio, and
T is the temperature of the sample. The RMS noise power generated at the terminals
of the rf coil is, in principle, determined only by the thermal noise (Johnson noise).
In practice, there are other sources that could induce noise as well. Typical external
noise sources are FM radio stations, gradient and shim coils, mechanical devices,
NMR spectrometers, and even the sample itself. In the optimum case, the noise
induced by external sources can be neglected so that the time-domain RMS noise
per unit of frequency, � f , is purely given by the equation

σ = √4kT� f R, (2.27)

where R and T are the resistance and temperature of the coil, respectively. By com-
bining Eqs. (2.25), (2.26) and (2.27) the signal-to-noise ratio can be expressed as

� =
{

Nγ 3h̄2 I (I + 1)

6
√

2(kT )
3
2

}
B0

2

√
� f R

∫

Vs

(B1/ i)xy�(B0, B1,� fL)dr3. (2.28)

The expression can be divided into two terms, the first one within the brackets is only
determined by the sample properties while the term outside the brackets depends
on the hardware and the applied pulse sequence. In the case of homogeneous B0
and B1 and a single 90◦ pulse for excitation, the signal response becomes quite
simple. � is 1 over the complete volume of the sample and the integral is replaced
by (B1/ i)xy Vs, leading to Hoult’s equation [14].

2.3.2 Numerical Calculations of the SNR

Based on Eq. (2.28) the SNR can be predicted for different coil and magnet geome-
tries, and in this way a sensor can be optimized in terms of sensitivity. However,
from Eq. (2.28) it is quite difficult to visualize the dependence on, for example, the
gradient strength, the bandwidth of the resonance circuit, or the rf power. In the
following, some common features to single-sided sensors are deduced by means
of numerical simulations. First, a relationship between the excited volume and the
excitation bandwidth of rf pulses is introduced. The main consequence of this rela-
tionship is the decoupling of magnet and rf coil parameters. Second, it is shown
that the SNR is maximized when the rf circuit bandwidth matches the excitation
bandwidth of the rf pulses. These two main results are used to solve Eq. (2.28)
obtaining a more straightforward equation for the SNR.
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2.3.2.1 Magnet Homogeneity: Excited Volume vs. Excitation Bandwidth

A common observation when working with single-sided sensors is the fact that the
higher the rf power output Wrf, the shorter the rf pulses, and consequently the larger
the excited volume, resulting in an increment of the SNR. However, there is a limit
(Wrf → ∞) where the excitation bandwidth is not longer determined by the rf pulse
length but by the rf circuit bandwidth (See next section). In spite of that one can still
talk in general about the excitation bandwidth, � fexc, and its relationship with the
excited volume Vexc. For example, in the case of sensors generating a main gradient
G0 along the depth direction, the relationship is given approximately by

Vexc = l2�z = l2

γG0
� fexc, (2.29)

where l is the lateral size of the rf coil. It is assumed that the rf field does not vary
appreciable along the depth direction within the excited slice; typical slice thickness
is on the order of few 100 μm. Moreover, the rf field is considered to be constant
along the lateral directions over a region of the size of the coil and drops quickly
down at the borders of the coil. In general, the lateral selection is an important
requirement to this kind of sensors, which are used to obtain depth information
[28, 30].

This relationship is quite straightforward to obtain when assuming a 1D problem;
however, at first sight, the relation does not have to hold for sensors generating a
magnetic field with a sweet spot. In this case, the first-order components of the
gradient field (linear terms) are zero and strong quadratic and higher order terms
dominate the spatial variations resulting in a complicated “3D” sensitive volume. A
quantification of the excited volume considering its shape and dimensions is imprac-
tical. Instead, one can compute the magnetic field over a region around the center
of the sweet spot and then measure the excited volume simply as the amplitude
of a field histogram. In general, the field distribution is centered at the field value
corresponding to the middle of the sweet spot. Thus, a simple plot of the maximum
value (cm3) vs. bin size (kHz) shows the relation between excitation bandwidth
and excited volume. Figure 2.18a shows the results obtained for a typical magnet
geometry generating a sweet spot, the so-called barrel magnet [31]. The same idea,
histogram maximum vs. bin size can be used for sensors generating a strong gradient
(Fig. 2.18b). While in Fig. 2.18b the proportionally between Vexc and � fexc holds
perfectly, in Fig. 2.18a is still a reasonably good approximation.

It is worth mentioning that in both cases B1 was considered to be homogeneous
within the sensitive volume. The assumption of lateral inhomogeneities only mod-
ify the proportionality constant (l2) in Eq. (2.29) but not the kind of relationship
between the excited volume and the excitation bandwidth, i.e., they remain propor-
tional. Variations along the depth direction are negligible within few 100 μm. In
the case of sweet spot magnets, the lateral selection is not an important requirement
allowing in general the use of rf coils larger than the size of the sweet spot. Therefore
B1 variations can be considered to be smooth.
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Fig. 2.18 (a) Excited volume as a function of the frequency bandwidth for the Barrel magnet [31].
The result is obtained by plotting the maximum value of a field histogram vs. the bin size. (b) Same
as (a) but for magnets having a strong gradient along the depth direction

For both types of geometries the relation

Vexc = V ∗� fexc (2.30)

holds, where V ∗, the magnet homogeneity, is the slope of the linear fits in Fig. 2.18.
The magnet homogeneity indicates how many cubic centimeters are contained in
a frequency range of 100 kHz, or the other way around how large is the frequency
spread over a volume of 1 cm3. Equation (2.30) is a fundamental step that allows
ones to decouple the magnet parameters from the rf coil parameters. Then, assuming
a uniform B1 over the excited volume, the integral of Eq. (2.28) can be replaced by
(B1/ i)xy Vexc obtaining

� =
{

Nγ 3h̄2 I (I + 1)

6
√

2(kT )
3
2

}
B2

0 V ∗ (B1/ i)xy� fexc(B1,� fL)√
� f R

. (2.31)

A direct consequence of it is that one can already compare the sensitivity of different
magnets by knowing V ∗ and B0. In the case of sensors with a strong gradient, the
inhomogeneity is only along the depth direction (1D problem) and the SNR can be
quantified as B2

0/G0.

2.3.2.2 Optimum rf Circuit Bandwidth

The dependence of the SNR on the rf coil parameters is quite complicated in
inhomogeneous fields, while in homogeneous fields it is simply (B1/ i)xy/

√
R. As

already mentioned, the problem is the quantification of the excitation bandwidth,
that can be determined either by the length of rf pulses, the circuit bandwidth, or a
combination of both. The circuit bandwidth also determines the dead time, which
limits the maximum number of echoes that can be acquired in a CPMG train for
sensitivity enhancement. Moreover, the coil efficiency (B1/ i)xy must be considered
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not only in the detection but also for excitation; the higher the coil efficiency the
shorter the rf pulses. In consideration of the complexity we decided to run numerical
simulations to evaluate the SNR. The magnet and rf coil characteristics were taken
from the sensor described in [28]. The following assumptions and definitions were
used:

– The sequence for detection is a CPMG train of duration T2. The excitation band-
width of the CPMG and Hahn echo sequences are assumed to be the same (see
Fig. 2.10), therefore the SNR for the CPMG case is proportional to � from
Eq. (2.31) and the proportionality constant is related to the number of echoes ne
sampled during the CPMG train. Considering the echoes decay up to one-third
of the initial amplitude the SNR can be calculated as

�CPMG = 2/3
√

ne �, (2.32)

�CPMG = 2/3
√

T2/(2td + tacq) �, (2.33)

where the number of echoes ne is the ratio between T2 and the echo time tE. The
echo time is chosen to be the shortest one; i.e., tE = 2td + tacq, with td the dead
time and tacq the acquisition time.

– The dead time is defined as the time needed for the voltage induced in the coil
during the application of an rf pulse Vpulse to reach the RMS voltage generated
by the thermal noise Vnoise in the rf coil

td = (L/2R) ln(Vpulse/Vnoise), (2.34)

with L and R the coil inductance and resistance, respectively. Although the ratio
Vpulse/Vnoise may change from coil to coil and also depends on the applied rf
power, its ln can be considered to be constant (∼25). The quantity ln(x) changes
only 10% per decade near x ∼ 1011.

– The 180◦ pulse condition

γ B1t180 = π, (2.35)

with

B1 = 1/2(B1/ i)xy
√

Wrf/R. (2.36)

– The rf circuit bandwidth is

� fL = R/πL . (2.37)

The SNR is calculated taking into account the following steps. The 90◦ and 180◦
pulses are calculated using Eqs. (2.35) and (2.36) and choosing the same length
for both pulses and half of the amplitude for the 90◦ pulse. The effects of the
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finite circuit bandwidth are considered as a frequency filter acting on B1(ω) for
excitation and for detection. Then the echo signal is calculated as the addition of
signals coming from different voxels over a volume much larger than the rf coil
size. The acquisition time tacq is calculated from the echo signal as the time needed
to sample the echo from half- to half-amplitude. The acquisition time and the dead
time (Eq. 2.34) define the number of echoes ne. The frequency bandwidth used to
calculate the time domain RMS noise (Eq. 2.27) is calculated as 1/tacq.

The rf coil resistance is usually modified by including additional resistors in
the circuit in order to increase its frequency bandwidth and reduce the Q-factor.
In the following the coil resistance R is used as a variable to control the rf circuit
bandwidth. Figure 2.19a shows the dependence of the echo amplitude, i.e., excited
volume, as a function of the coil resistance. In the limit R → 0 the excited band-
width is fully determined by the circuit bandwidth, therefore, an incremental change
of the resistance is translated one to one (echo amplitude ∝ R1) to an increment of
the excited volume. In the other limit, R → ∞, the excited bandwidth is determined
by length of the rf pulses, which decreases in proportion with R−1/2 (Eq. 2.36). The
echo amplitude shows a maximum in the intermedius regime where the rf circuit
bandwidth is comparable to the excitation bandwidth of rf pulses. The echo width
(Fig. 2.19b) behaves similar to the echo amplitude, in the log–log plot they are hor-
izontally mirrored which reflects the fact that their product is constant. The product
is proportional to the spectral spin density, that in this case (strong G0) is the spatial
spin density. Figure 2.19c shows the dependence of the echo time of the CPMG train
as a function of R. In the limit R → 0 the echo time is determined by both the dead
time and the acquisition time. The dead time (Eq. 2.34) as well as the echo width
(Fig. 2.19b) is proportional to R−1, therefore the asymptotic behavior of the echo
time is also R−1. In the opposite limit (R → ∞) the dead time is negligible and the
echo time is dominated by the acquisition time which grows as the R1/2.

The SNR for the Hahn echo sequence (Fig. 2.19d) does not depend on the coil
resistance in the limit (R → 0) where the circuit bandwidth determines the excita-
tion bandwidth. This fact can be understood by combining the results in the same
limit, of Fig. 2.19a and b and considering the detection sensitivity to be proportional
to (B1/ i)xy/

√
R. The SNR is proportional to the echo amplitude (echo amplitude

∝ R1), proportional to the square-root of the acquisition time (acquisition time
∝ R−1), and proportional to the detection sensitivity (∝ R−1/2), hence all different
contributions cancel each other. In the opposite limit R → ∞, the contribution
due to the echo amplitude is proportional to R−1/2, the one of the acquisition to
R+1/4, and the detection sensitivity remains unchanged leading to an asymptotic
dependence of the SNR proportional to R−3/4.

Figure 2.19d also shows the behavior for different rf power values. From these
results one can conclude that the only influence of increasing the applied rf power
is to expand the plateau of maximum SNR toward higher R values. It is worth men-
tioning that if the intrinsic coil resistance (no Q-damping) is already in the plateau
there is no gain in SNR by increasing the applied power when using a single echo
sequence. The situation is different for the case of the CPMG sequence. In this case
the echo time determines the maximum number of echoes that can be acquired in the
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Fig. 2.19 Dependence of the echo amplitude (∝ excited volume) (a), echo width (or acquisition
time) (b), and minimum echo time of the CMPG sequence (c) on the coil resistance R. (d) SNR
for the Hahn echo sequence and for the CPMG sequence in solid and open symbols, respectively.
From square to triangles down Wrf is 100, 300, 1,000, and 3,000 W

CPMG (Eq. 2.34). The asymptotic behavior can be simply calculated as the one of
the Hahn echo sequence times T −1/2

E leading to SNR ∝ R1/2 for R → 0 and SNR
∝ R−1 for R → ∞. The SNR shows a maximum with a value and a position that
depends on the applied rf power. At the maximum there is a compromise between,
detection sensitivity, excitation bandwidth, and number of echoes acquired in the
CMPG. Interestingly, for the resistance value Rmax that maximize the signal SNR,
the circuit bandwidth and excitation bandwidth of the rf pulses are matched, thus

� fL = 1/t180 (2.38)

which, combined with Eqs. (2.35) and (2.37), results in

Rmax =
(

1

2
γ L(B1/ i)xy

)2/3

Wrf
1/3. (2.39)

The condition of Eq. (2.38) for the maximum sensitivity can be introduced in the
general expression for the SNR (Eq. 2.28). The ratio between the SNR measured
with the Hahn and CMPG sequences is defined in Eq. (2.33), which, considering
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tacq = t180, can be rewritten as

�CPMG = √πT2/kd
√
� fL � (2.40)

with

kd = 9/4
(
ln(Vpulse/Vnoise)+ π

)
. (2.41)

2.3.3 An Analytical Solution for the SNR

Based on the issues discussed above, Eq. (2.28) can be combined with Eqs. (2.30),
(2.38), and (2.39) to write the SNR as

�CPMG =
{

Nγ 3h̄2 I (I + 1)

π6
√

2(kT )
3
2

√
πT2

kd

}
V ∗ B0

2(B1/ i)xy

(
γ (B1/ i)xy

2L2

)1/3

W 1/6
rf

(2.42)
The term between the brackets {} depends on the sample properties with the

exception of kd while the terms outside the bracket depend on the hardware char-
acteristics. The magnet homogeneity V ∗ tells one, for example, how many cubic
centimeters are contained in a frequency range of 100 kHz. Notice that for sensors
with a strong gradient, the inhomogeneity is only along the depth direction (1D
problem); therefore, it can be quantified simply as 1/G0. The term B0

2 accounts
for polarization and induction. The dependence of R on the frequency (due to the
skin depth effect) is not present because the resistance was already optimized to
match the circuit and excitation bandwidth (Eq. 2.39). The coil efficiency (B1/ i)xy

appears twice, once to the power of one to account for the detection sensitivity, as
in conventional NMR, and once to the power of 1/3 to account for the selective
excitation. The SNR depends also on the inductance of the coil and the applied rf
power, parameters that play no role when working in homogeneous fields.

Equation (2.42) can be used to optimize in terms of sensitivity the magnet and rf
coil. The magnet sensitivity B2

0 V ∗ can be obtained in a straightforward way by mak-
ing a field histogram from a 3D field map around the region of interest as described
in Fig. 2.18. The rf coil sensitivity, (B1/ i)4/3xy /L2/3, is maximized as a function of
the coil size and number of turns with the constrain that the coil resistance R fulfills
the condition R < Rmax (Eq. 2.39). The final resistance of the circuit is set to Rmax
by adding a resistor to the resonance circuit.
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Chapter 3
Ex Situ Measurement of One- and
Two-Dimensional Distribution Functions

Martin D. Hürlimann

3.1 Introduction

Measurements of diffusion [1–4], relaxation [5–7], and distribution functions
between relaxation and diffusion [8–10] by nuclear magnetic resonance have
become important techniques to study the structure of materials and porous media
ranging from biological systems to hydrocarbon bearing sedimentary rocks. These
measurements probe the dynamics of molecules on the molecular level and are sen-
sitive to the local environment. The techniques are also particularly well suited for
the characterization of heterogeneous systems.

The experimental implementation of relaxation and diffusion measurements is
much less demanding than that of conventional spectroscopy, as they do not require
magnetic fields of high intensity or homogeneity. They are often performed in sys-
tems based on permanent magnets and at Larmor frequencies in the range of a few
megahertz to a few tens of megahertz. In addition, the measurements are suited for
ex situ applications, i.e., situations where the sample is outside the apparatus. There
has been rapid progress in the development of such “inside–out” instrumentation.
Applications include well logging, i.e., the evaluation of earth formations from a
borehole [11], materials testing with one-sided NMR devices [12], and sensitive
diffusion measurements with strayfield NMR setups [13, 14].

3.1.1 Relaxation

Relaxation measurements have long been used to infer fluid properties. In their clas-
sic work [15], Bloembergen, Pound, and Purcell showed that the relaxation times of
simple fluids are controlled by the correlation times of rotational reorientation and
that the viscosity is closely correlated with the measured relaxation time at low
Larmor frequencies [16]. The initial development of NMR well logging was moti-
vated by the prospect to distinguish fluids in earth formation by their differences in
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bulk relaxation rates. It was soon discovered that relaxation of the wetting phase in
porous media is dominated by surface relaxation [17]. In this case, relaxation gives
information on the geometry of the pore space filled by the fluid, rather than the
viscosity of the fluid. In the typical case of weak surface relaxivity, the relaxation
rate of a fluid diffusing in a pore with surface to volume ratio S/Vp is given by [5]

1

T1,2
= ρ1,2

S

Vp
. (3.1)

Here ρ1,2 is the surface relaxivity for the longitudinal or transverse magnetization,
respectively. This expression describes the relaxation behavior in a wide range of
porous media, including biological samples [18, 19], sedimentary rocks [6], wood
[20], and cement[21]. In heterogeneous samples, the resulting relaxation decay is
non-exponential and the distribution of relaxation rates can be used to infer the
heterogeneity of the pore geometry.

3.1.2 Diffusion

The translational displacements of molecules undergoing Brownian motion can
be measured directly when a magnetic field gradient is applied across the sample
[3, 22]. The mean squared displacement is related to a diffusion coefficient, a sen-
sitive probe of molecular size [23, 24]. In complex fluids consisting of mixtures
of molecules, the determination of the distribution of diffusion coefficients can be
used to infer the composition and distribution of molecular size [25]. Bloembergen
suggested already in 1954 to implement diffusion measurements in well logging to
distinguish different fluids in earth formations [26].

When a fluid is confined in a porous medium, the translational diffusion becomes
restricted [27]. The degree of restriction and its time dependence are powerful tools
to obtain geometrical information of the pore space [1, 2, 4].

3.1.3 Diffusion–Relaxation Distribution Functions

A useful extension of relaxation and diffusion measurements is the measurement
of two-dimensional distribution functions in inhomogeneous fields [10]. Analo-
gous to the case in conventional multi-dimensional NMR spectroscopy [28], two-
dimensional diffusion–relaxation [10] or T1−T2 distribution functions [8, 9] contain
intrinsically much more information than the corresponding one-dimensional mea-
surements. As an example, from relaxation measurements alone, it is not possible to
infer whether the signal originates from the wetting or the non-wetting phase. This
makes the interpretation of relaxation measurements ambiguous. Further applica-
tions of two-dimensional measurements are illustrated in Sect. 3.5.
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3.2 Pulse Sequences and Spin Dynamics
in Inhomogeneous Fields

Ex situ NMR measurements on samples placed outside the apparatus are compli-
cated by the inhomogeneities of the magnetic and rf fields and the resulting off-
resonance effects in the spin dynamics. With standard NMR equipment, transverse
relaxation can be determined from a one-dimensional measurement using the Carr-
Purcell-Meiboom-Gill sequence(CPMG) [29, 30], while longitudinal relaxation and
diffusion generally require two-dimensional measurements. We review here briefly
the extension of these techniques to grossly inhomogeneous fields when the range
of Larmor frequencies across the sample exceeds the nutation frequency of the rf
pulses.

3.2.1 Relaxation Measurement: Carr-Purcell-Meiboom-Gill
Sequence

The CPMG sequence plays a central role in many measurements in grossly inhomo-
geneous fields for two distinct reasons. First, it can be used to measure relaxation
times over a wide range in one-dimensional experiments, even in inhomogeneous
fields [31–33]. In well-logging applications, the distribution of relaxation times
often spans from sub-milliseconds to several seconds and requires CPMG measure-
ments with thousands of 180◦ pulses [11]. Second, the CPMG sequence can be used
to increase the signal-to-noise ratio by averaging adjacent echoes. For this purpose,
it is best to operate the sequence with the shortest possible echo spacing, tE, to
generate the maximum number of echoes in a given time window. CPMG detection
with the minimal echo spacing is therefore a common element in many applications
in inhomogeneous fields.

In an inhomogeneous field, complications arise in calculating the exact spin
dynamics for a sequence with thousands of pulses that are all slice selective. In
the limit when tE is much shorter than the relaxation times, the evolution of the
magnetization from one echo to the next for a spin at a given offset frequency ω0
and rf field strength ω1 can be well described by an overall rotation around an axis
n̂(ω0, ω1) with an angle α(ω0, ω1) [32, 34]. At short enough observation, times
before relaxation and diffusion become important, the total magnetization M for the
kth echo is then given by

M(t = ktE)

M0
=
[∫

dω0 f (ω0)
(
M(0+) · n̂

)
n̂

]
+ (3.2)

+
[∫

dω0 f (ω0)
(
M(0+)− (M(0+) · n̂

)
n̂
)

cos(kα)

]
+

+
[∫

dω0 f (ω0)
(
M(0+)× n̂

)
sin(kα)

]
.
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Here f (ω0) describes the distribution of Larmor frequencies across the sample.
The second and third terms depend on the echo number k and the angle

α(ω0, ω1). Since α(ω0, ω1) has in general a wide distribution in grossly inhomo-
geneous fields, these terms quickly average out with increasing echo number k and
only generate a detectable contribution for the first few echoes. These terms give
rise to the initial transient in echo amplitude and variation in echo shape, as was
discussed in the previous chapter. After the first few echoes, the signal is completely
dominated by the first term in Eq. (3.2) that is independent of echo number, k.1

3.2.1.1 Relaxation of Echoes

After the transient of the first few echoes, the CPMG signal can then be well approx-
imated by:

M(t = ktE)

M0
�
[∫

dω0 f (ω0)
(
M(0+) · n̂

)
n̂

]
exp

{
− ktE

T2,eff

}
. (3.3)

In this expression, the square bracket determines the echo shape, whereas the expo-
nential term indicates the decay of the amplitudes. The time constant T2,eff both
depends on T2 and T1 [31, 32] since the effective axis n̂ has both longitudinal and
transverse components [32]:

1

T2,eff
=
〈
n2⊥
〉 1

T2
+
〈
n2

z

〉 1

T1
. (3.4)

Here the angle brackets indicate a weighted average over all Larmor frequencies that
is affected by the filtering used. To maximize the signal-to-noise ratio, it is optimal
to use the asymptotic echo shape as matched filter to extract the echo amplitudes.
After correcting the amplitudes of the first few echoes for the transient effect, the
decay of the amplitudes can then be analyzed in conventional ways used for data
acquired in homogeneous fields.

For samples with T1/T2 = 1, the decay time T2,eff equals T2 and is independent
of filtering. In contrast, when T1/T2 > 1, the CPMG decay rate becomes somewhat
slower than 1/T2 and depends on the details of the filter used [31, 32]. This effect is
noticeable in the experimental results shown in Fig. 3.1b on a sample with T1/T2 =
4. With typical values for

〈
n2

z

〉
of 0.15, Eq. (3.4) shows that the deviations of the

decay rate 1/T2,eff from 1/T2 are less than 15%, even for large values of T1/T2.

1 In fields of higher homogeneity, the second and third terms typically contribute to many echoes
and often interfere with the relaxation measurement [35]. In this rare instance, large-field inhomo-
geneities improve the lives of NMR practitioners!
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Fig. 3.1 Experimental results for the decay of the CPMG amplitudes for (a) sample of doped water
with T1/T2 = 1 and (b) milk with T1/T2 = 4. For each sample, echo amplitudes were extracted
both by matched filtering and by echo integration. For the water sample with T1 = T2, the two
decays overlap and the extracted decay rates are independent of filtering. In contrast, the decay
rates extracted for the milk sample with the higher T1/T2 ratio depend on the filtering used. The
decay of the amplitudes obtained by echo integration is mainly affected by T2 and is faster than the
decay of the amplitudes extracted by matched filtering, where there is a noticeable component due
to T1

For this reason, the distinction between T2 and T2,eff is often ignored, especially
in complex samples where the distributions of relaxation times extend over several
decades.

3.2.1.2 Diffusion Effect

Diffusion in inhomogeneous fields leads to additional attenuation of the CPMG echo
amplitudes. This effect is mitigated by minimizing the echo spacing tE. For the
CPMG sequence with on-resonance pulses, the magnetization is repeatedly refo-
cused and unrestricted diffusion contributes an additional decay term with a rate of
T −1

diff , given by

1

Tdiff
= 1

12
γ 2G2

0 Dt2
E. (3.5)

Here G0 is the gradient of the static magnetic field and D is the diffusion coefficient.
In inhomogeneous fields, numerous additional coherence pathways contribute to
the signal. For the higher echoes, these additional coherence pathways have higher
sensitivity to diffusion than the CPMG-type coherence pathways considered in
Eq. (3.5) [36, 37]. As shown in Fig. 3.2, the result in inhomogeneous fields is a non-
exponential decay that is somewhat faster than indicated by Eq. (3.5). However, the
decay still scales with γ 2G2

0 Dt2
E [36]. As mentioned above, the echo spacing tE is

often set to the minimal value to maximize the signal-to-noise ratio. This minimizes
diffusion effects during the CPMG decay. In many cases when moderate gradients
are used, the decay due to diffusion becomes negligible compared to relaxation.
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Fig. 3.2 Diffusion effect for CPMG sequence in grossly inhomogeneous fields [36]. Diffusion-
induced attenuation is non-exponential and depends on the ratio of the echo time t to the diffusion
time Tdiff given by Eq. (3.5)

3.2.2 Diffusion Measurements with Static Gradients

Conventional NMR diffusion measurements are commonly performed by applying
pulsed gradients of variable amplitudes [38, 39]. In many inside-out applications,
it is more practical to take advantage of the existing static gradients in the applied
magnetic field. In this case, diffusion is best measured with a STRAFI technique
[14, 40], where pulse spacings are varied systematically to change the diffusion
sensitivity. Such an approach leads to a diffusion-dependent overall attenuation of
the signal amplitudes. This is in general superior compared to the CPMG-based
approach discussed above that leads to a diffusion-dependent enhancement of the
relaxation rate.

Examples of pulse sequences suitable for diffusion measurements in ex situ oper-
ations are shown in Fig. 3.3 [10, 13, 41]. The sequences consist of an initial encoding
sequence followed by CPMG detection. In all these cases, diffusion attenuates the
CPMG echoes by a factor of the form exp{−bD}. The diffusion sensitivity b is spe-
cific for each coherence pathway, depends on the pulse intervals, and is proportional
to the square of the gradient, G2

0 [36, 42].
Using the intrinsic static field inhomogeneities of the magnet system, these dif-

fusion measurements are performed as two-dimensional measurements by varying
systematically b through a change in the pulse spacings in the encoding sequence.
Following the diffusion encoding sequence, it is advantageous to use the CPMG
detection as shown in Fig. 3.3. This generates a series of echoes that can be aver-
aged to increase the signal-to-noise ratio. Alternatively, the full data set can be used
to extract two-dimensional distribution functions. This is discussed in more detail
below.

The most basic diffusion encoding sequence is based on the single spin echo,
shown in Fig. 3.3a. This is the best choice if the diffusion encoding should be accom-
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Fig. 3.3 Examples of pulse sequences to measure diffusion and diffusion–relaxation distribution
functions in a static gradient. The sequences consist of an initial diffusion encoding sequence
followed by CPMG detection. See text for a discussion of the different sequences

plished in the shortest possible time. The single spin echo coherence pathway has
the highest diffusion sensitivity per unit time of all possible coherence pathways
that refocus the magnetization at time 2tE,1 and is given by: b = γ 2G2

0t2
E,1/12.

In samples of low-viscosity fluids, slow convection currents can interfere with the
diffusion measurement. Under such circumstances, the sequence shown in Fig. 3.3b
is preferable. Here the diffusion encoding is achieved using the second echo, which
compensates for convection or flow effects to first order [29].

Diffusion encoding in cases (a) and (b) is achieved by varying the pulse spacing
tE,1. For samples with large T1/T2 ratios or for the study of time-dependent diffu-
sion processes or restricted diffusion, it is useful to select a sequence based on the
stimulated echo, as shown in Fig. 3.3c. In this case, the diffusion time Td is held
constant while the pulse intervals δ are varied.

When the duration of the diffusion encoding sequences in Fig. 3.3a–c approaches
the relaxation times, it is important to compensate for relaxation effects during the
diffusion encoding period. This can be difficult for samples with T1 �= T2. This
complication can be overcome with the encoding sequence shown in Fig. 3.3d that
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consists of two sequential stimulated echoes [43]. The pulse spacings δ1, δ2, Td1, and
Td2 are varied in such a way to keep δ1 + δ2 and Td1 + Td2 constant. The resulting
net relaxation decay during the total diffusion encoding interval is then constant and
does not interfere with the diffusion measurement.

In grossly inhomogeneous fields, it is generally unavoidable that additional
undesired coherence pathways with different diffusion sensitivities get excited off-
resonance. These extra contributions can be eliminated by proper phase cycling [44].
An alternative scheme has been recently demonstrated where multiple coherence
pathways are encoded simultaneously, but in a separable manner, in the CPMG echo
train. This allows single-shot measurement of diffusion [45].

3.2.3 T1 Measurements in Inhomogeneous Fields

The measurement of the longitudinal relaxation time T1 in inhomogeneous fields
is based on the same principles as in conventional measurements. The longitudi-
nal magnetization Mz is perturbed and then its recovery to the thermal magneti-
zation M0 is detected as a function of recovery time, τ1. The extracted time con-
stant corresponds to T1. Typical implementations include the inversion–recovery or
saturation–recovery techniques. In uniform fields, the recovery of the magnetization
follows Mz(τ1) = M0(1 − 2 exp{−τ1/T1}) and Mz(τ1) = M0(1 − exp{−τ1/T1}),
respectively.

These approaches can be adapted for inhomogeneous fields [36]. In its imple-
mentation, it is essential to take into account that the initial perturbation of the
magnetization is non-uniform across the sample due to off-resonance effects. The
recovery can always be expressed as a sum of a decaying and recovering signal [36]:

S(ω0, τ1) = s1(ω0) exp {−τ1/T1} + s2(ω0) (1 − exp {−τ1/T1}) . (3.6)

Since the decaying and recovering contributions have different spectra, s1(ω0)

and s2(ω0), the resulting echo shapes will vary with recovery time τ1 and make
the analysis sensitive to the details of filtering. As shown in [36], this compli-
cation can be circumvented by first acquiring data with fully recovered magne-
tization, S(ω0, τ1 → ∞) = s2(ω0). Since the difference signal �S(ω0, τ1) ≡
S(ω0, τ1) − S(ω0, τ1 → ∞) has a uniform spectrum s1(ω0) − s2(ω0) and decays
exponentially as exp {−τ1/T1}, it can be analyzed by conventional means. When
the basic T1 sequences are followed by CPMG detection, it is possible to extract
two-dimensional T1 − T2,eff distribution functions from the data [10].

3.3 One-Dimensional Distribution Functions

Many systems that are studied by one-sided NMR systems are intrinsically hetero-
geneous and are not characterized by a single relaxation time or a unique diffusion
coefficient. A typical example is a water saturated rock. The geometry of the pore
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space of sedimentary rocks can be very complicated and is in general characterized
by a distribution of length scales. Water molecules in small pores will relax faster
than molecules in larger pores. Consequently, the relaxation of the overall measured
echo amplitudes consists of a superposition of exponential decays and is in general
non-exponential. In such cases, it is useful to analyze the measurements in terms of
a distribution of relaxation times, f (T2), and fit the data Mi to an expression of the
form:

F(ti ) =
∫

f (T2) e−ti /T2 dT2, (3.7)

where the distribution f (T2) fulfills the non-negativity constraint f (T2) ≥ 0. In the
case of sedimentary rocks, the extracted distribution function f (T2) reflects the pore
size distribution of the sample through the expression given in Eq. (3.1) [46].

A similar situation arises for diffusion measurements in heterogeneous or com-
plex systems. The simple exponential fitting function F(bi ) = exp{−bi D} has to
be replaced by an expression that includes a distribution function of diffusion coef-
ficients, f (D), to describe the data

F(bi ) =
∫

f (D) e−bi D d D, (3.8)

where f (D) ≥ 0. The diffusion behavior of a complex fluid, such as a hydrocarbon
oil sample, is an example for Eq. (3.8). In the case of mixtures of alkanes, it has
been shown that the distribution of diffusion coefficients, f (D), is directly related
to the distribution of chain lengths in the fluid [25].

Analysis of experimental data in terms of relaxation or diffusion distributions
based on Eqs. (3.7) and (3.8) is particularly well suited for complex or heteroge-
neous systems. It provides a model-free approach which is often the most appro-
priate approach because in such systems there are typically no detailed models
available with only a limited number of free parameters that can be fit to the data.

3.3.1 Data Inversion

The extraction of the distribution functions f (T2) or f (D) from the experimen-
tal data is based on mathematical routines that incorporate the inverse Laplace
transformation [47–51]. The application of these routines requires some care due
to the ill-conditioned nature of the inverse Laplace transformation that underlies
this analysis. A consequence is that this inversion of experimental data is in gen-
eral not unique: there are typically many different distribution functions that fit the
data within experimental error, even with data of high signal-to-noise ratio. This
is illustrated in Fig. 3.4. The top panel shows relaxation data of water filling the
pore space of a carbonate rock, measured with the CPMG sequence at a frequency
of 1.76 MHz in the fringe field of a superconducting magnet. It is evident that the



66 M.D. Hürlimann

10
−3

10
−2

10
−1

10
0

10
1

0

0.5

1

T2 [s]

f (
T

2)

10
−2

10
−1

10
0

10
1

10
2

3500

4000

4500

5000

α

χ2
0 0.5 1 1.5

10
−2

10
−1

t [s]
M

(t
)/

M
o

(A)

(B)

(C)

Fig. 3.4 Extraction of distribution function for relaxation data. (a) Experimental results for relax-
ation of water filling the pore space of a carbonate rock. The measurements were performed at
1.764 MHz in the fringe field of a superconducting magnet using the CPMG sequence with 4,000
echoes. The rock has a distribution of pore size, which leads to a non-exponential decay. (b) Three
different distribution functions f (T2) that all fit the data of (a) well, based on Eq. (3.7). The three
distributions correspond to the inversion results with regularization, corresponding to α = 0.01,
0.3, and 10, respectively. (c) Normalized fitting error, χ2 = ∑N

i=1 [Mi − F(ti )]2 /σ 2, versus the
regularization parameter α. For α ≤ 10, the normalized fitting error is close to N = 4, 000, the
number of echoes, shown as dotted line. This indicates a good fit. The values of α for the three
distributions shown in (b) are indicated by circles

decay of the echo amplitudes deviates from a single exponential decay which reflects
the distribution of pore size in this sample. The second panel shows three possible
distributions f (T2) that all fit the data well within experimental error.

Even though the three distributions in Fig. 3.4(B) are quite different, the result-
ing fits F(ti ) based on Eq. (3.7) are nearly identical and differ by less than
5 × 10−4 M0 over the whole range of the data. These differences are about five
times smaller than the experimental noise associated with the amplitude of each
echo, σ . In addition, the three different distributions in Fig. 3.4 have nearly iden-
tical total areas,

∫
dT2 f (T2) = (0.208 ± 0.002)M0, and mean life times, 〈T2〉 =∫

dT2 f (T2)T2/
∫

dT2 f (T2) = 563.0 ± 4.2 ms. These quantities correspond to the
magnetization extrapolated to the time of the initial 90◦ pulse, M(t = 0), related to
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the porosity of the rock and to the normalized area
∫∞

0 dt M(t)/M(t = 0), respec-
tively.

The ambiguities in the solutions demonstrate the intrinsic challenge of the inverse
Laplace transform. Certain features of the solutions are well constrained, whereas
other aspects, such as the number of distinct components, are difficult to determine
[52–54]. In the current example, the data can be equally well described by a dis-
tribution consisting of three separate components centered at 8, 80, and 600 ms
(thin solid line), or by a single continuous distribution (solid line). In this case, it
is therefore not possible to reliably infer the number of discrete components from
the experimental data in Fig. 3.4a.

These issues have to be taken into account in the interpretation of results. Con-
ventional least-squared fitting finds the particular distribution that minimizes the
deviation between fit and the data with its random noise. This solution likely con-
tains some sharp, delta-function like features. When the measurement is repeated, a
different realization of the random noise is present and the least-squared fitting pro-
cedure selects a different solution. The solution obtained by standard least-squared
fitting has therefore two undesirable features. First, the solution is not robust, i.e., the
detailed shape of the extracted distribution function is strongly affected by the actual
noise in the data and is in general not repeatable. Second, distribution functions with
sharp, delta-function like features are in most cases un-physical for complex and
heterogeneous systems and are not a good representation of the system.

3.3.2 Regularization

It has long been recognized that a more robust and representative solution can be
obtained by using regularization in the inversion procedure [48–51]. In the simplest
implementation, the cost function to be minimized includes a second term propor-
tional to α, the so-called regularization parameter, that favors extended, smooth
distribution functions:

C(α) =
N∑

i=1

[
Mi − F(ti )

σ

]2

+ α

∫
f (T2)

2dT2, (3.9)

Here σ is the experimental uncertainty in the individual amplitudes. The regular-
ization parameter α controls the relative size of the two terms and determines the
trade-off between stability and bias. For very small values of α, the inversion reduces
to conventional least-squared fitting and the selected distribution function likely
exhibits sharp features that are unstable and not reproducible. With very large values
of α, the cost function is dominated by the second term in Eq. (3.9) that does not
depend on the measured data and it is minimized by solutions that are extended in
T2. While these smooth solutions are stable and reproducible, they become signif-
icantly biased, i.e., the fit to the data becomes poor. It is essential to adjust α to an
optimal value that gives the best compromise between instability and bias. Inversion
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procedures are therefore set up to adjust α such that it yields the smoothest solution
that still fits the data well. Among all possible solutions that fit the data, it is the
distribution function with the fewest features.

The three solutions shown in Fig. 3.4b correspond to the solutions of such an
optimization procedure using the cost function of Eq. (3.9) with three different val-
ues of α. The fitting error of the solution, i.e., the first term of Eq. (3.9), versus the
value of α is shown in Fig. 3.4c. For α up to about 10, the resulting χ2 is independent
of α and close to the number of echoes, N , indicating an excellent fit to the data.
For larger values of α, the misfit increases significantly. For this reason, the optimal
regularization parameter is αopt = 10 for this case. The corresponding distribution
function, shown as solid line in Fig. 3.4b, is therefore chosen as the optimal repre-
sentative solution for this inversion problem: it is the solution with the minimum
amount of structure that still fits the data well.

3.3.3 Systematic Errors

After finding a solution to the inversion problem, it is essential to analyze the resid-
uals between the fit and the data, F(ti ) − Mi . The mathematical inversion algo-
rithms are based on the assumption that the experimental data Mi are given by
Mi = F(ti ) + εi , where F(ti ) is given by Eq. (3.7) and εi is random noise with
a standard deviation of σ . If the residuals show a systematic trend, then the kernel
in Eq. (3.7) does not adequately describe the data or there are systematic errors in
the measurement. In that case, the inversion results should not be trusted.

As an example, relaxation measurements in moderately homogeneous static
fields, but with inhomogeneous rf fields or incorrectly set pulse durations often
exhibit oscillations in the detected echo amplitudes [35]. Under this experimental
condition, the second and third terms in Eq. (3.2) give significant contributions to a
large number of echoes. In that case, the data cannot be described by an expression
of the form in Eq. (3.7) and the inversion results will be erroneous.

3.3.4 Uncertainties

If there are no apparent systematic errors present, it is important to estimate the
uncertainties of the inversion results. Parker and Song [54] have pointed out that it
is mathematically not possible to assign conventional error bars to the distribution
functions directly. However, most quantities of interest are related to the distribution
function by linear functionals of the form

∫ b
a dT2w(T2) f (T2), to which error bars

can be assigned. Examples of such functionals are the porosity φ = ∫∞
0 dT2 f (T2)

and the mean life time 〈T2〉 = ∫ dT2 f (T2)T2/
∫

dT2 f (T2).
There are two aspects to uncertainty of such derived quantities, related to the

stability and to the bias of the solution f (T2). The stability depends on the sensitivity
of the solution to the noise in the experimental data. Ideally, repeated measurements



3 Ex Situ Measurement of One- and Two-Dimensional Distribution Functions 69

under identical conditions but with different noise realizations yield identical solu-
tions. Stability can be tested by analyzing a simulated set of repeat measurements,
generated from the fit to the original data, F(ti ), with the addition of random noise
εi that has the same magnitude σ as in the original experimental data. For the data
shown in Fig. 3.4 with the observed noise level of σ = 0.0023 M0 per echo, we find
that the stability is δφ = ±0.0011M0 for the porosity and δ 〈T2〉 = ±3.1 ms for the
mean life time, using a regularization parameter of α = 10. In general, an increase
of the regularization parameter will generate solutions with higher stability, but also
with larger bias. Figure 3.4c shows that the solutions for α > 10 have a fitting
error that is larger than expected from the random noise present in the data. These
solutions are therefore biased.

Results should also be tested for the dependence on α for values smaller than
αopt. For the example shown in Fig. 3.4, the variations in the extracted values for φ
and 〈T2〉 with α are listed above and are comparable to the values of stability. This
indicates that the porosity and average life time are not very sensitive to the smooth-
ness of the solution. However, the situation might be different for other quantities
of interest and has to be checked. A more complete discussion of these issues and a
systematic procedure to assign uncertainties can be found in the paper by Parker and
Song [54]. Their approach does not rely on regularization, but considers all possible
solutions to the inversion problem.

3.4 Two-Dimensional Diffusion–Relaxation Distribution
Functions

A powerful extension of the measurement of relaxation and diffusion properties in
grossly inhomogeneous fields is the measurement of multi-dimensional distribution
functions involving diffusion, transverse, or longitudinal relaxation [9, 10]. Analo-
gous to conventional multi-dimensional NMR spectroscopy [28], two-dimensional
diffusion–relaxation or T1 −T2 distribution functions contain inherently more infor-
mation than the corresponding one-dimensional distribution functions. We illustrate
here the concept with measurements of diffusion–relaxation distribution functions.
The approach of two-dimensional NMR measurements is rather general and applies
to both homogeneous and inhomogeneous fields, and can be extended to other dis-
tribution functions, such as T1 − T2 [8, 10], flow – T1 [55] and flow – T2 distribution
functions [56], and to exchange measurements including diffusion–diffusion [57]
and T2 − T2 [58] correlation functions.

3.4.1 Two-Dimensional Diffusion-Relaxation Measurements

The measurement of diffusion–relaxation distribution functions in inhomogeneous
fields is based on sequences such as shown in Fig. 3.3. They consist of an initial
sequence that encodes diffusion, followed by a long train of refocusing pulses that
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Fig. 3.5 An early example of a diffusion–relaxation measurement performed with an NMR log-
ging tool at a Larmor frequency of 1.2 MHz in an oil well 885 m below surface [59]. The figure
shows the in-phase and out-of-phase amplitudes of the signal originating 4 cm into the formation.
From the bottom to the top, the first two echo spacings are systematically increased to encode the
diffusion information in the applied static gradient. In this case, the logging tool was stationary and
the measurements were averaged 12 times

encodes relaxation. There are two independent variables, the diffusion sensitivity b,
controlled by the pulse spacing in the diffusion sequence, and the decay time ktE
during the CPMG part of the sequence. A typical two-dimensional set of data is
shown in Fig. 3.5. The data were acquired with a well-logging NMR tool [59] using
the sequence of Fig. 3.3b in an oil well almost 1 km underground. As the first two
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echo spacings are increased for the diffusion encoding, the overall amplitudes of the
echo trains decreases systematically.

To analyze the two-dimensional data quantitatively, a spin dynamics correction
has to be applied to the first few echoes, in analogy to the case discussed earlier
for the CPMG sequence. The expression in Eq. (3.2) still applies for this sequence
as long as M(0+) is reinterpreted as the magnetization at the end of the diffusion
encoding sequence [44]. Therefore, the same type of diffusion-independent correc-
tion can be applied to the first few echoes after the diffusion encoding sequence.

Following this correction, the two-dimensional set of experimental data, Mi, j , is
then fit to an expression that for the current pulse sequence is of the form:

F(bi , t j ) =
∫ ∫

dD dT2 f (D, T2) e−bi D e−(2tE,1+t j )/T2 . (3.10)

Here f (D, T2) is the diffusion–relaxation distribution function with f (D, T2) ≥ 0,
and t j = j tE ( j = 1, 2, . . .) are the echo times in the CPMG trains that follow the
diffusion encoding sequences. Strictly speaking, the relaxation times T2 should be
replaced by T2,eff, as given in Eq. (3.4).

3.4.2 Data Analysis

The measured amplitudes Mi, j are related to the two-dimensional distribution
functions by a two-dimensional Laplace transformation, as given by Eq. (3.10).
The extraction of the distribution function from the experimental data therefore
requires a two-dimensional inverse Laplace transformation [60]. The complica-
tions discussed in the previous section for one-dimensional inversions also apply
to two-dimensional inversions. The ill-conditioned nature of the two-dimensional
inverse Laplace transforms means that there exist a number of distribution func-
tions f (D, T2) that fit the experimental data within the measurement uncertainties.
Many of these distribution functions contain sharp, delta-function like features with
slightly different positions and amplitudes. Conventional fitting of the data that
minimizes the fitting error will pick one of these possible distribution functions.
When the measurement is repeated, the noise will differ and a different distribution
function will be chosen among all possible distribution functions. Therefore, the
conventional fitting procedure leads to results that contain details that are unstable
and not reproducible. In many complex systems of interest here, the distributions
are expected to be continuous without any such sharp features.

In analogy to the one-dimensional case, a regularization term is introduced into
the cost function to be minimized:

C(α) =
∑

i

∑

j

[
Mi, j − F(bi , t j )

σ

]2

+ α

∫ ∫
dD dT2 f (D, T2)

2. (3.11)
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The regularization parameter α again controls the trade-off between stability and
bias. For small values of α, the selected distribution function will fit the data well,
but details of the results are unstable and depend on the exact noise realization in the
data set. For very large values of α, the selected distribution functions are very stable
and reproducible. However, the fitting error becomes larger than expected from the
experimental noise and the solution is therefore biased.

The implementation of this approach to the inversion of two-dimensional data
sets is closely related to the approach for the one-dimensional case. However, an
additional problem arises: for typical two-dimensional sets, the data sets become
very large and the inversion becomes unpractically slow. This problem has been
overcome in the algorithm developed by Venkataramanan et al. [60] that is well
suited to analyze the multi-dimensional data sets of interest here. In this algorithm,
the data is first filtered using singular value decomposition. In this reduced data
space, the inversion problem is solved using a regularization term and an additional
non-negativity constraint, based on the algorithm by Butler et al. [61].

Results of this inversion procedure applied to the downhole data of Fig. 3.5 are
shown in Fig. 3.6. For regularization parameters α of 100 or less, the distribution
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Fig. 3.6 Diffusion–relaxation distribution functions extracted from borehole data shown in
Fig. 3.5. The contributions with diffusion coefficients larger than 10−9 m2/s correspond to water
and they are well separated from the oil contributions. The four panels show inversion results for
different regularization parameters α. As α is increased, the distributions broaden and spurious
contributions disappear. For values of α larger than 100, the fit becomes poor. The optimal value
of α is therefore between 10 and 100
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functions fit the data well and clearly separate into two main components that are
associated with the oil and water phase, respectively. A comparison of the four
panels illustrates the influence of α on the inferred distribution functions. For the
smallest value of α, extra features appear. Increasing α to a value of 10 and 100
removes these spurious features but broadens the two main contributions somewhat.
The distribution functions for α ≤ 100 all fit the data almost equally well, i.e.,
the fitting errors are almost identical. As the regularization parameter is further
increased, the fitting error noticeably increases and the extracted distribution func-
tion is excessively broadened and shows a bias. In this case, αopt � 100.

3.4.3 Interpretation of Distribution Functions

When diffusion–relaxation distribution functions are analyzed and interpreted, it is
essential to consider the intrinsic limitations of the data inversion due to the Laplace
transformation. The results presented in Fig. 3.6 for α = 0.1, 10, 100 show three
different examples of distribution functions that fit the data almost equally well. This
implies that some of the finer features in f (D, T2) for the smallest values of α might
not correspond to real features in the sample. Unlike for Fourier transformations, it
is not straightforward to infer the resolution of Laplace transformations. The scale
of features that can be resolved in the distribution functions depends on the ratio of
signal to noise and the details of the data acquisition [52–54].

To avoid the misinterpretation of spurious fine features in the extracted distribu-
tion function, it is generally advisable to present the solution among all solutions
f (D, T2) that is the smoothest but still fits the data well. This corresponds to the
distribution function associated with the largest regularization parameter and small
fit error. This optimal regularization parameter α [60] has to be determined for each
experimental condition. In the example shown in Fig. 3.6, the optimal value for α is
around 100.

Similar to the one-dimensional distribution functions, it is not possible to assign
conventional error bars to the values of f (D, T2) for a given value of D and T2.
However, many quantities of interest are integrals or moments of f (D, T2) over a
some limited regions in the D − T2 plane. As an example, in the results of Fig. 3.6,
the fraction of contributions with a diffusion coefficient larger than 0.7 × 10−9m2/s
corresponds to the water saturation. Despite the intrinsic uncertainties in the inver-
sion, this quantity is well constrained and has small bounds: 53.0 ± 0.7%.

Similarly, the average diffusion coefficient for a given relaxation time

〈D(T2)〉 =
∫

dDD f (D, T2)∫
dD f (D, T2)

(3.12)

is well defined. Examples of this approach are shown in Sect. 3.5 for restricted
diffusion.
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It is important that the experimental parameters are well adapted to optimize the
sensitivity to the parameters of interest [53], including the gradient strength, tE,1,
tE and the number of echoes, N . There is limited sensitivity to relaxation times
less than tE or diffusion coefficients above b−1

max. Contributions with diffusion coef-
ficients less than b−1

min or with relaxation times longer than the total echo time are
detected, but it is not possible to determine accurately its diffusion or relaxation
properties, respectively. In general, it is desirable to have the echo spacing tE as
short as possible. At the same time, it is important to ensure that the duration of the
total echo train, NtE, covers the whole relaxation decay. In practical applications,
limitations in total power consumptions, acquisition memory, or data transmission
might require a compromise of these conditions.

3.5 Applications of Two-Dimensional Distribution Functions

In this section, we illustrate the utility of D − T2 and T1 − T2 distribution func-
tions with some recent applications. Such two-dimensional diffusion and relaxation
measurements are particularly useful in heterogeneous systems when the sample
consists of a complex fluid, a mixture of fluids, or a fluid filled porous medium.
Such systems are ubiquitous and important examples include mixtures of crude oil
and brine in geological formations, water content in plants and wood, fat and water
distribution in biological or food products, and water content in construction mate-
rials such as concrete. The characterization of heterogeneous systems is challenging
for approaches based on standard NMR spectroscopy due to susceptibility-induced
inhomogeneities that might require magic angle spinning [62]. In contrast, the tech-
nique of D − T2 and T1 − T2 distribution functions does not require high magnetic
fields and is well suited to be performed at low-field strength with “inside–out”
configurations.

Two-dimensional distribution functions have already found wide spread use in
well logging of hydrocarbon bearing earth formations [59]. Such measurements are
an essential tool to identify and quantify the fluids in the formation and to under-
stand the geometrical configurations of these fluids in the pore space. In commercial
applications, measurements are typically performed continuously while the NMR
apparatus is moved up the well [63]. In addition, measurements are performed at
different depths of investigation in order to monitor the invasion profile of fluids
that infiltrated the formations from the borehole. These measurements have also
been used in medical and biological applications [64] and in the characterization of
food products [65, 66].

To illustrate the wealth of information that can be extracted from two-
dimensional distribution functions, a number of further examples are presented in
this section. These examples were measured at different positions in the fringe field
of a superconducting magnet at Larmor frequencies of 1.75 or 5 MHz, with corre-
sponding gradients of 132 or 545 mT/m, respectively. For each measurement, the
optimal regularization parameter has been determined as outlined above and the
displayed distribution has been determined with this value of αopt.
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Fig. 3.7 Identification and quantification of different components by diffusion–relaxation distribu-
tion functions. Left: Results for a core of carbonate rock that was saturated with a mixture of brine
and crude oil [67]. The upper component is due to brine with a diffusion coefficient close to the
molecular diffusion coefficient of water and relaxation times reflecting the pore size distribution.
The large extent of the crude oil signal reflects the wide distribution of molecular sizes in the crude
oil. Right: D −T2 distribution function for a piece of Gruyère cheese [66] showing clear separation
of fat and water phase. The fat is contained in small globules that reduces the apparent diffusion
coefficient to a low value

3.5.1 Two-Component Systems

In many multi-component systems, diffusion – T2 distribution functions allow an
identification and clear separation of the different components. Two representative
examples are shown in Fig. 3.7 that stem from very different applications. The left
panel shows measurements on a core of carbonate rock that was saturated with
a mixture of brine and crude oil. The two fluid phases can be clearly separated
and quantified. The contribution from the aqueous phase can be identified by its
diffusion coefficient that is close to the molecular diffusion coefficient of water,
2 × 10−9 m2/s. The relaxation times of this contributions are distributed over a
decade and indicate the distribution of local surface-to-volume ratios of the local
pore space. The composition of the crude oil consists of a wide distribution of
molecules, leading to a wide distribution of T2 and D values. This explains the
observed shape of the oil contribution with its strong correlation between T2 and
D values. The second example shown on the right panel in Fig. 3.7 illustrates the
application of this technique to food products, in this case a dairy product. For the
sample of Gruyère cheese [66], the two components correspond to the continuous
aqueous phase (higher diffusion coefficients) and the fat globules (lower diffusion
coefficients).

In both examples, the D − T2 measurements allow a quantitative determination
of the content of the two components. In addition, the position and shape of the
contributions are related to important chemical, physical properties or, the physi-
cal arrangements of the different components. This will be more evident with the
additional examples presented below.

In systems where different components exhibit contrasting T1/T2 ratios, the mea-
surement of T1 − T2 distribution functions can also be used to separate different



76 M.D. Hürlimann

T
2
 [s]

T
1 [s

]

10
−3

10
−2

10
−1

10
0

10
1

10
−3

10
−2

10
−1

10
0

10
1

Fig. 3.8 T1 − T2 distribution function for heavy cream. The fat and water components can be
identified based on their different T1/T2 ratio. For fat, the T1/T2 ratio is close to 1, shown as
dashed line, whereas for the aqueous phase, T1/T2 ≈ 4 due to the presence of proteins [66]

components. In many systems, the T1/T2 ratio at low fields is restricted to a narrow
range. However, there are interesting exceptions when the spin dynamics of at least
one of the components is affected by motion slow compared to the Larmor fre-
quency. In this case, a significant separation of T1 and T2 occurs. As an example, in
dairy products interactions between water molecules and proteins result in a T1/T2
ratio that is much higher for the aqueous phase than the fat component at a Larmor
frequency of 5 MHz [66]. This effect can be used to separate and identify the two
components by the T1/T2 ratio in a T1−T2 measurement, as is illustrated in Fig. 3.8.

3.5.2 Wettability

Diffusion–relaxation distribution functions have also been used to infer wettabil-
ity and fluid configurations in fluid saturated porous media. This is illustrated in
the examples shown in Fig. 3.9. Two fine-grained rock cores were selected from the
water zone (A) and oil zone (B) of an oil well, respectively. The top row shows the
results when the cores are water saturated. The relaxation times of the two cores
are essentially identical, indicating that the pore size distributions for the two cores
are very similar. The measured diffusion coefficients are reduced from the molecu-
lar diffusion coefficient of water. This demonstrates that diffusion is restricted and
confirms that the pore size is smaller than the diffusion length. The second row
in Fig. 3.9 shows measurements on the same cores saturated with dodecane. In
this case, the measured diffusion coefficients are reduced from the oil molecular
diffusion coefficient by the same amount as for the water measurements, as the
fluid configurations are nearly identical. However, there is a distinct difference in
the relaxation behavior caused by the contrasting wetting behaviors of these two
cores. The core from the water zone is predominately water wet. After imbibition
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Fig. 3.9 Effect of wettability. D − T2 distribution functions for two fine-grained carbonate rock
cores with similar pore size and permeability. Core (A) is from the water zone and core (B) from
the oil zone in this well. The top row shows measurements on the cores after initial saturation
with brine, the bottom row is after subsequent imbibition with dodecane. The dashed lines indicate
the relaxation times and diffusion coefficients for bulk water and dodecane, respectively. In all
cases, the measured diffusion coefficients are reduced from the corresponding bulk values due to
restricted diffusion by the same factor. This reflects the fact that the geometrical configurations of
the fluid phase are mainly determined by the geometry of the pore spaces and are nearly identical.
The relaxation measurements are sensitive to the surface properties and wetting conditions of the
cores. Core (B) has been in contact with crude oil and has become partially oil wet, which is
reflected in significant surface relaxation for the oil. These two cores have similar permeabilities,
but the contrasting surface properties lead to large difference in relative permeabilities and related
two-phase flow properties

of dodecane, most surfaces are still covered with a thin film of residual water which
greatly reduces the surface relaxation for the oil molecules. In contrast, the surfaces
of core (B) originating from the oil zone have been modified by previous exposure
to crude oil and its surface active molecules and the core has become partially oil
wet. As a consequence, the residual water film after imbibition of dodecane covers
a smaller fraction of the pore surfaces and the oil molecules can reach the mineral
surfaces more easily and relax more effectively.

3.5.3 Complex Miscible Fluid

Many naturally occurring fluids are complex mixtures of molecules with a wide
range of size and chemical properties. In such fluids, the relaxation times and
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Fig. 3.10 Fingerprint of complex fluids: D − T2 measurements on three crude oils show different
correlations between D and T2 depending on the fluid composition [68]. The oil on the left is rich
in aromatics, the oil in middle is rich in saturates, and the oil on the right has significant amounts
of asphaltene. The dashed line shows the correlation found for pure alkanes

diffusion coefficients show wide distributions that are to first order determined
by the distributions of molecular sizes. The two-dimensional diffusion–relaxation
measurements can be used as finger-prints of complex fluids [68]. The diffusion–
relaxation distribution functions are affected by the shapes, chemical properties, and
interactions of the molecules since the relaxation times are sensitive to the rotational
diffusion properties of the molecules. The diffusion–relaxation distribution func-
tions are therefore affected by the correlation between translational and rotational
diffusion coefficient. The results in Fig. 3.10 show D − T2 measurements for three
different crude oils. Oils of different chemical composition show systematically dif-
ferent correlations between the diffusion coefficient and relaxation time.

3.5.4 Structured Fluid

Structured fluids, including gels, emulsions, and liquid crystals, are another impor-
tant class of materials suitable to be studied with this new technique. In these
systems, the fluid becomes inhomogeneous on the micron level or lower and the
structure generally modifies the diffusion or relaxation properties of the fluid.
Diffusion–relaxation distribution functions can then be used as a sensitive probe
of the fluid properties. Examples are shown in Fig. 3.11. A comparison of the
diffusion–relaxation distribution functions of a homogeneous fluid, a gel, and an
emulsion shows obvious differences that reflect the underlying structure of the three
fluids [68]. The first sample shown in Fig. 3.11 is a crude oil similar to those dis-
cussed in the previous section. In this homogeneous fluid, the diffusion coefficient
and relaxation time are strongly correlated. The second sample is a waxy oil that
has been cooled below the wax transition temperature and has become a gel. In this
case, the network is formed by only a small fraction of molecules. The rotational
properties of the remaining molecules are only weakly affected by the presence of
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Fig. 3.11 Relaxation–diffusion distribution functions for fluids reflecting its structure. Left: Crude
oil with a high content of alkanes and other saturates shows a nearly linear correlation between D
and T2 [68]. Middle: Waxy crude oil below the wax appearance temperature [68]. The formation
of a gel in this fluid leads to a reduction of D without affecting T2 significantly. Right: Example
of oil in water emulsion. In this sample of cheese, the measured diffusion coefficient of the fat
component is determined by the bubble size and independent of T2 [66]

the network, but the translational diffusion is noticeably restricted. This leads to
the significant broadening along the diffusion dimension in the D − T2 distribution
function. Finally, the third sample corresponds to an emulsion. The fat molecules
in this sample of cheese have a wide distribution of size, leading to a spread in
relaxation times. However, the molecules are all confined in small globules that
restrict the diffusion to the bubble size. This leads to the characteristic horizontal
signature of the fat contribution in the D − T2 distribution function.

3.5.5 Pore Geometry of Porous Media

The pore geometry of fluid saturated porous media is routinely studied by relaxation
measurements, as outlined already in Sect. 3.1.1. In addition, diffusion measure-
ments can be used to infer geometrical length scales by monitoring the degree of
restrictions encountered by the diffusing spins [4]. Since collisions with the pore
walls are controlling both the extra relaxation and the reduction in apparent diffusion
coefficient, we expect a strong correlation between these two effects. This is gener-
ally confirmed by the results shown in Fig. 3.12. This figure shows measurements of
the average diffusion coefficient 〈D(T2)〉 versus relaxation times (see Eq. 3.12) on a
series of brine-saturated carbonate cores from an oil well in the Middle East, using
the pulse sequence of Fig. 3.3c with a diffusion time Td = 20 ms. These rock cores
are characterized by a wide distribution of pore sizes. In large pores, the collision
rate of the water molecules with the grain surfaces is low, which leads to relaxation
times close to the bulk relaxation time of water and an apparent diffusion coefficient
close to the molecular diffusion coefficient, D0. In smaller pores, both the relaxation
times and the measured average diffusion coefficients decrease.

The cores in this well have a fairly uniform porosity of around 29%, but the rock
textures and average pore sizes vary widely. This leads to the wide range of perme-
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Fig. 3.12 Average diffusion coefficient 〈D(T2)〉 versus relaxation time T2 for 12 brine saturated
rock cores from a single oil well in the Middle East. The cores are ordered according to their
permeability, listed in each panel. The reduction in relaxation times and diffusion coefficient are
both a result of collisions with the pore walls. These graphs are therefore characteristic of the pore
geometry for each core. In these measurements, the diffusion times Td were fixed at 20 ms

abilities in these cores that vary by more than four orders of magnitude, as indicated
in the figure. Figure 3.13 shows that both the average relaxation time and the average
diffusion coefficient are correlated with the permeability, but it is interesting to note
that the average diffusion coefficient of the brine-saturated samples shows a tighter
correlation with permeability than the relaxation time. The geometrical parameters
controlling diffusion are more directly related to the length scales that control per-
meability than the corresponding parameters for relaxation. The reduction of the
measured diffusion coefficient is controlled by the pore size and pore connectivity
on a length scale of the diffusion length, 2

√
D0Td � 14 μm, whereas the relaxation

rate is determined by the local surface-to-volume ratio, surface roughness, and the
surface relaxivity.
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Fig. 3.13 Correlation of average relaxation time (left) and average diffusion coefficient (right)
versus permeability for the brine-saturated rock cores shown in Fig. 3.12. The diffusion data show
a tight correlation with permeability

3.6 Conclusion

There has been much recent progress in the measurement of one- and two-
dimensional distribution functions for ex situ NMR applications. These develop-
ments have been made possible by a number of separate advances. First, they are
based on the thorough understanding of the spin dynamics in inhomogeneous fields
for sequences consisting of thousands of slice selective pulses, which include dis-
sipative effects of relaxation and diffusion. This has made it possible to design
optimized pulse sequences for the measurement of specific properties of interest.
Second, efficient inversion algorithms have been developed to extract the distri-
bution functions from the experimental data. These routines have to deal with the
mathematical difficulties created by the ill-conditioned nature of the inverse Laplace
transformation. Another challenge to overcome has been posed by the often large
size of typical sets of experimental data to be analyzed.

The acquisition of one-dimensional T2 distribution functions is based on the
analysis of one-dimensional CPMG measurements, whereas the determination of
diffusion or T1 distribution functions requires the acquisition of two-dimensional
measurements. For these measurements in inhomogeneous fields, it is generally
advantageous to follow the encoding sequence with a long train of 180◦ pulses to
multiplex the signal. This so-called CPMG detection can then be used to increase
the signal-to-noise ratio significantly.

An important extension is the measurement of two-dimensional distribution
functions, such as diffusion-T2 and T1−T2 distribution functions. In analogy to con-
ventional NMR spectroscopy, such multi-dimensional measurements contain intrin-
sically much more information than the corresponding one-dimensional measure-
ments. While the initial developments have focused on the measurements of D − T2
and T1 − T2 distribution functions, the approach is rather general. The same general
strategy can be used to design ex situ measurements for other related quantities,
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including the distribution functions between flow and relaxation [56] or exchange
measurements between different relaxation or diffusion components [57].

These two-dimensional distribution functions are especially well suited for the
study of complex or heterogeneous samples. Such complex systems are ubiquitous
and include soft matter systems in biology [69], medicine [64], material and food
sciences [65, 66, 70], naturally occurring complex fluids [10, 68], and fluid-saturated
porous media [9, 10, 44, 59].

A particular advantage of these distribution functions is that they provide a
model-independent way to analyze the data. The examples presented in Sect. 3.5
demonstrate that D − T2 distribution functions are useful for the characterization
of such diverse samples as food products, complex fluids, and geological samples
saturated with different fluids. In these cases, the distribution functions provide a
wealth of unique new information that can be obtained without the need to handle or
contact the sample. This includes the identification of fluids in geological samples,
the quantification and separation of multiple miscible fluid phases, the characteriza-
tion of the molecular composition of a complex fluid, the study of wetting properties
and surface interaction in porous media, and the characterization of the geometrical
arrangement of fluids inside porous media.

These NMR techniques have another critical advantage compared to conven-
tional NMR spectroscopy: the requirements on the strength, homogeneity, and sta-
bility of the static magnetic field are much less stringent. This has made it possible
to design and build instrumentations that greatly enhance the applicability of these
measurements beyond the standard laboratory setting. As an example, the new tech-
niques are already routinely used in commercial NMR well-logging measurements
[63]. In this application, a measuring device is lowered into a borehole that can
be several kilometers deep with temperatures in excess of 170◦C and pressures in
excess of 150 MPa. While the NMR apparatus is moving along the borehole, two-
dimensional distribution functions are continuously acquired that are used to infer
detailed information on the fluids in the earth formation adjacent to the borehole.
This illustrates that ex situ NMR diffusion and relaxation measurements can be
implemented successfully even in very harsh environments. It is expected that these
techniques will find numerous other applications in many diverse fields.
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Chapter 4
Magnets and Coils for Single-Sided NMR

Juan Perlo

The concept of single-sided NMR was introduced with inside-out NMR in the 1980s
by the oil industry breaking the myth that NMR experiments can only be performed
in the homogeneous fields located inside the magnet [1]. Although nowadays there
are already several different NMR well-logging tools, all of them are based on the
same basic concept: to position the sample to be studied outside the sensor in the
stray field of both the magnet and the rf coil. An unavoidable consequence is that
the magnetic field is low and inhomogeneous, leading to extremely low SNR. For
slightly inhomogeneous magnetic fields the sensitivity loss can be quantified simply
by the frequency bandwidth, while for grossly inhomogeneous fields not only the
bandwidth but also the maximum sensitive volume that can be excited must be taken
into account. The sensitive volume size and with it the number of spins excited is
determined by the gradient strength and by the excitation bandwidth of rf pulses.
For example, in the presence of a gradient of 0.1 T/m rf pulses 100 μs long excite
a slice 2.4 mm thick, while the same pulses in the presence of a 1 T/m excite only
0.24 mm.

Keeping the static gradient strength as low as possible was the concept followed
in the construction of the first NMR well-logging tool [2]. The Jackson geometry
uses two cylindrical bar magnets with opposite polarization to produce a toroidal
region of radial and nearly uniform B0 field (Fig. 4.1a). The sensor provides a very
good volume selection; by moving 1 cm in any direction the signal is lost. This fact
has also the consequence that just a small volume can be excited leading to very
low SNR. Another tool (NUMAR) uses a long cylindrical magnet with polarization
transverse to its axis to generate a “2D” dipolar field [2] (Fig. 4.1b). Although the
sensitive volume is only 1 mm thick along the radial direction due to the strong
gradient, the sensitive volume can be as long as half a meter along the cylinder
axis. Therefore a sensitivity increment of about two orders of magnitude has been
obtained with respect to the Jackson geometry.
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Fig. 4.1 (a) Jackson geometry. (b) NUMAR tool

As discussed in Chap. 1, the concept of inside-out NMR has been largely
expanded by the developers of well-logging NMR and some engineers at the South-
west Research Institute in San Antonio, Texas, to be of use also for other purposes,
like, for example, the detection of moisture in soil, and studies of concrete bridge
decks [1, 3–7]. Such open magnets were large and heavy, and the electronic at
these times was bulky (Fig. 1.3). The change from transportable to mobile NMR
happened in 1995 with the development of the NMR-MOUSE (Mobile Universal
Surface Explorer) [8]. This small hand-held sensor was designed to scan the surface
of objects in a similar way as when moving a computer MOUSE on a pad. The
instrument, built from permanent magnets, could be operated with a computer-size
spectrometer (desktop spectrometer).

During the last decade sensors like the NMR-MOUSE have evolved into instru-
ments capable of running profiles with microscopic resolution [9], 3D imaging [10],
velocity measurements [11], and even 1H spectroscopy in the stray field of the mag-
net [12]. In the following an overview of non well-logging hardware is presented in
three sections, devoted to magnets, rf coils, and gradient coils.

4.1 Magnets

The first NMR-MOUSE design employed a magnet in the shape of a “U” or a
horseshoe (Fig. 4.2b) [4, 8]. This shape is obtained by opening up a conventional
c-shaped magnet with a homogeneous field between its poles (4.2.a). While in a
conventional c-shaped magnet, the sample rests inside the rf coil and between the
poles to achieve maximum strength and homogeneity, in unilateral NMR the sample
rests near the sensor in the inhomogeneous stray fields of the magnet and the rf coil.
This lifts the constraints on the sample size, but introduces variations in magnitude
and orientation of the static and rf fields B0 and B1, respectively, across an extended
sample. Once accepting inhomogeneous fields for the NMR measurement, the most
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Fig. 4.2 (a) Conventional c-shaped geometry where the sample is positioned in the homogeneous
field inside the gap. (b) U-shaped open magnet. The sample is positioned above the gap in the stray
fields of the magnet and the rf coil. The static magnetic field is parallel to the sensor surface. (c)
Single bar magnet generating a magnetic field perpendicular to the magnet surface. The sample is
placed in the stray field of the magnet as in (b)

simple NMR sensor is obtained as the simple bar magnet (Fig. 4.2c) [13]. If the rf
coil is placed on one of the faces and the orientation of the B0 field is perpendicular
to the sensor surface an rf coil which produces a field substantially parallel to the
surface needs to be employed. Such a coil is the figure-8 coil, where the current flow
follows the path of the figure-8.

The two mentioned geometries, the U-shaped and the single bar magnets, are the
bases of the many different magnet designs for single-sided NMR reported in the
last decade. A number of U-shaped magnets have been built either with different
aspect ratios and additional magnetic material placed at some strategic positions to
generate stronger fields or combining concentric U-shaped magnets to reduce the
gradient strength; however, all have a common feature, the magnetic field points
parallel to the sensor surface. The case of the single bar magnet is not less diverse.
Although magnets with cylindrical or square cross sections, single bars with a hole
like the barrel magnet, barrel magnets with an additional single bar placed inside
the hole, etc., are available, they share as common feature the generation of a static
magnetic field perpendicular to the sensor surface. The direction of the field imposes
strong restrictions to the rf coil and gradient coil designs, therefore, magnets with
B0 perpendicular and parallel to the sensor surface are discriminated.

4.1.1 B0 Perpendicular to the Sensor Surface, the Bar Magnet
Geometry

One of the simplest single-sided sensors uses a single bar magnet block to generate
the static field (Fig. 4.2c) [13]. A cylindrical block magnet polarized along its axis
generates a B0 field along the depth direction. This is combined with a figure-8 rf
coil placed on one of the pole faces. The magnetic field generated by the cylindrical
block magnet is the same as the one of a solenoid with the same size (Fig. 4.3a).
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Fig. 4.3 (a) Cylindrical bar magnet and equivalent solenoidal coil generating the same magnetic
field as the magnet block. (b) Dependence of the magnetic field strength B0 on depth z

Hence, it is similar to a conventional superconducting magnet, which generates a
very uniform field in the central region with an extremely strong gradient in the
fringe field region. Thus, the situation is completely equivalent to the one of the
STRAFI setup.

Figure 4.3b shows the dependence on the depth z of the magnitude of the static
field for a cylinder 50 mm in diameter and 50 mm high, the one used in [13]. At
3 mm from the magnet surface, the field magnitude is B0 ∼ 0.5 T (20 MHz) while
the gradient strength is G0 ∼ 20 T/m. According to Eq. (2.42) these two values
are enough to evaluate, for instance, the sensitivity of the magnet (B2

0/G0). How-
ever, taking advantage of the simplicity of the calculations the aim of this section
is mainly to perform a more general study of the SNR as a function of the magnet
dimensions.

An important trend to study is the dependence of the field strength on the size of
the cylinder. The natural intuition would suggest that in order to increment B0 one
should increase the size of the magnet; the larger the amount of magnetic material
the stronger the field. Interestingly, what can be observed from Fig. 4.4a is that B0
diminishes with the magnet diameter. This surprising effect can be explained in two
ways: First, consider again the equivalence shown in Fig. 4.3 and then note that
if the magnet diameter is increased the only effect is to increase the diameter of
the current loop, yet the current magnitude remains constant. Considering that the
magnetic field produced by a circular coil at its center is inversely proportional to
the diameter, the behavior of Fig. 4.4a is obvious.

A second explanation can be given in terms of the magnetic field lines depicted
in Fig. 4.4b; the use of square magnets instead of cylindrical ones is simply to make
the explanation more clear. The field lines are produced by a block magnet curl
approximately as shown in Fig. 4.4b. They emanate from one pole face, then turn
in the free space to finally come inside the block again through the other pole face.
The direction of the magnetic field is always tangential to the lines; therefore, the
magnetic field at the sides of the block has a sign opposite to that of the polarization.
Let us consider the case of the big block B built from nine identical blocks A. The
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Fig. 4.4 (a) Magnitude of the static field at the surface of a cylindrical bar magnet plotted as a
function of the magnet diameter. (b) The field lines produced by the block magnet A curl approxi-
mately as depicted in the drawing. At the surface and on the axis, the field has the same direction
as the magnet polarization; however, at the side of the magnet the field inverts its sign. The magnet
block B is built from nine block magnets identical to block A. The field generated at the surface
by block B is lower than the one generated by A due to the fact that the contribution of the central
block has a sign different from the other blocks (see text)

magnetic field is the addition of the contribution from all nine blocks, but only the
central one produces a positive field, all other eight blocks have a negative contribu-
tion at the center of the magnet. Hence, we can conclude that A produces a stronger
magnetic field than B, which is in agreement with the results of Fig. 4.4a.

Another possibility for increasing the size of the sensor is to vary the height of
the cylinder. In such a case the increment in the amount of magnetic material leads
to an increment in the field as shown in Fig. 4.5a. However, the increment is not
proportional to the amount of magnetic material, after a height of about 100 mm B0
reaches a plateau. Considering again the magnet as a solenoid, an increment in the
height can only be produced by adding new turns at the bottom side because the top
side defines the magnet surface which is fixed. Hence, although the height can be
increased, after a certain threshold the turns are too far away from the surface and
their contribution to the total field becomes negligible.

It is worth noting that the height where the plateau is reached depends on the
magnet diameter; thus, the larger the diameter the larger the maximum height that
can efficiently be used. But, by considering again the results of Fig. 4.4a one can
also say that the larger the diameter the lower the field. These two facts tell us that
there is a critical relation between the diameter and the height.

Interestingly, it is found that the magnitude of the static field reached in the
plateau is independent of the diameter and the height. Furthermore, if the results
of Fig. 4.5a are plotted as a function of the height but measured in diameter units
the curve does not depend any longer on the diameter (Fig. 4.5b). This scaling law
is even more general; for a given aspect ratio h/d the 3D spatial dependence of the
B0 does not depend on the magnet size if the space coordinates are measured in
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Fig. 4.5 (a) Magnitude of the static field at the surface of a cylindrical bar magnet with 50 mm
diameter as a function of magnet height. (b) Dependence of the static field plotted as a function of
the normalized depth coordinate. Independent of the magnet diameter, all curves overlap

diameter units. For example, the field produced by a magnet with d = 50 mm and
h = 20 mm at 10 mm from the surface is the same as the one produced by a magnet
d = 500 mm and h = 200 mm at 100 mm from the surface. The scaling law can
also be used to obtain the relationship between the gradient strength and the size of
the sensor. Let us introduce a set of variables r′ defined as

r′ = r/d = (x/d, y/d, z/d) and h′ = h/d. (4.1)

The scaling law be can then written as

B0(r′, h′, d1) = B0(r′, h′, d2) (4.2)

for any value of the diameter d. By taking derivative with respect to r′ we obtain

∇′ B0(r′, h′, d1) = ∇′ B0(r′, h′, d2) (4.3)

from Eq. (4.1) ∇′ = d−1∇; therefore,

d−1
1 ∇′ B0(r′, h′, d1) = d−1

2 ∇′ B0(r′, h′, d2). (4.4)

This result shows that the gradient scales exactly as 1/d. For higher order derivatives
the scaling is 1/dn for nth order. By combining Eqs. (4.2) and (4.4) the term B2

0/G0
can be easily evaluated to compare the sensitivity of two magnets with diameters d1
and d2

�(r′, h′, d1)

�(r′, h′, d1)
= d1

d2
. (4.5)
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Fig. 4.6 (a) Dependence of the magnet sensitivity B2
0/G0 as a function of the height of a bar

magnet for different depths. (b) The case depth = 0 of (a), but taking into account the variations
of the gradient with h, denoted as G0(h) and neglecting the variation of the gradient, denoted as
G0(∞)

The sensitivity scales in proportion to the diameter of the magnet. Notice that the
comparison is done at the same point r′ but not at the same real position r. Equation
(4.5) must be carefully interpreted. For example, by increasing the size of the sensor
by a factor of 2 the magnet sensitivity is doubled, even though the working depth is
also increased by a factor 2.

Finally, the dependence of the term B2
0/G0 can be analyzed as a function of the

height. Figure 4.6a shows the results obtained at different depths for a 50 mm diame-
ter magnet. It is observed that the sensitivity is zero for height zero (no magnet), then
increases quickly to finally reach a plateau. The values calculated at different depths
show the expected trend; the higher the depth the lower the sensitivity. Interestingly,
when working at the surface, a sensitivity loss of only a factor 2 is obtained when
reducing the height of the sensor from h = 200 to 5 mm. This behavior is due to the
fact that the gradient strength is strongly reduced at the surface when h � d.

Figure 4.6b compares the results obtained by taking into account the variations of
the gradient with h, denoted as G0(h), and by neglecting them, denoted as G0(∞).
For h � d both cases give the same value, but when h � d the gradient variation
becomes dominant. For h = 5 mm the gradient strength is only 2 T/m compared to
24 T/m obtained for h = 200 mm, leading to a sensitivity gain that almost compen-
sates the sensitivity loss due to lower field strength when going from 25 to 4.8 MHz.

4.1.2 B0 Parallel to the Sensor Surface, the U-Shaped Geometry

The U-shape is one of the most common geometries used to generate a static field
parallel to the sensor surface. Two magnet blocks with opposite polarization are
placed on an iron yoke leaving a gap between them as shown in Fig. 4.7b [4, 8].
The iron plate works as a guide for field lines due to its high magnetic permeability
leading to an increment in the field strength. Figure 4.7c shows the dependence of
the field magnitude as a function of the depth for the cases with and without the iron



94 J. Perlo

Fig. 4.7 Representation of the field lines produced by the U-shaped geometry without (a) and with
the iron yoke (b). (c) Calculated magnetic field for the cases (a) and (b) for a U-shaped magnet
with dimensions: Lx = 100 mm, Ly = 50 mm, Lz = 50 mm, and a gap of 30 mm

yoke (Fig. 4.7a, b, respectively). Both cases show the same trend, a relatively weak
gradient at the surface, but then for depths comparable to the gap size the gradient
becomes stronger and also constant, i.e., the field varies linearly with the depth. In
the following we describe the dependence of the field strength with the size of the
sensor, as was previously done for the bar magnet.

Figure 4.8a shows the magnitude of the magnetic field at the sensor surface as
a function of the gap while keeping the magnet blocks, dimensions fixed (Lx/2 =
Ly = Lz = 50 mm). The dependence can be explained by first considering again
the magnet blocks as solenoidal coils (Fig.4.3a), square ones in this case, and then
taking into account that the field is mostly the one generated by the two wires
delimiting the gap. The current through the two wires has the same direction; there-
fore, when the gap is zero both become one with double the current. The divergent
behavior of the field for a gap tending to zero is due to the fact that two wires become
closer and closer to the point where the magnetic field is calculated. Such behavior is
not an artifact of the calculation. This can be experimentally corroborated: magnetic
fields up to 1.4 T can be measured. The important drawback of working in this limit
is the spatial dependence of the field, the gradients are enormous, up to 400 T/m,
and also the direction of the field changes dramatically in small distances.

To study the dependence of the field with the lateral dimensions, the gap and the
height were fixed to 15 and 50 mm, respectively. Figure 4.8b shows that the field
strength is zero for Lx = 0 (no magnets), then increases almost proportional to
the size, and finally reaches a plateau. Again by considering the two currents, the
plateau is in perfect agreement with the fact that the field produced by infinitely
long wire is finite, in other words does not diverge for Lx → ∞. Figure 4.8c
shows the dependence of the field with Lz. For Lz = 0 (no magnet) the positive
(inner wires) and negative current (outer wires) are in the same position; thus they
cancel, resulting in zero field. When Lz is increased, keeping the gap constant, the
inner wires remain at the same position but the outer ones move away from the
gap. What is observed is how the negative contribution coming from the outer wires
vanishes when Lz → ∞. Hence, the value reached at the plateau corresponds to
field generated just by the two inner wires.
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Fig. 4.8 Magnitude of the magnetic field generated by a U-shaped magnet at the surface as function
of the gap (a), the lateral dimensions Lx (b) and Lz (c), and the magnet height Ly (d). For all
cases the magnet dimensions were fix Lx/2 = Ly = Lz = 50 mm and gap = 15 mm, except the
variable one

Finally, Fig. 4.8d shows the dependence of the field magnitude with the mag-
net height Ly. The trend is the same as in the case of the bar magnet, and it can
be explained in the same way: new turns added to increase the height are always
attached to the bottom side; therefore, its contribution becomes zero for larger values
of Ly. The variation of B0 as a function of Lx , Ly, and Lz tells us that once a certain
limit has been reached (plateau region) it is useless to further increase the size of the
sensor.

4.1.3 Magnets for Depth Profiling

The two magnet geometries described above have a strong gradient along the depth
direction which can be used to obtain spatial localization into the object simply
by varying the excitation frequency. However, the one-to-one relationship between
resonance frequency and depth holds only if the lateral field variations are zero. In
the general case such variations are not negligible and impose a limit to the depth
resolution that can be achieved. The early design of the NMR-MOUSE offered a
typical resolution of about a millimeter while the maximum penetration depth was
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less than 5 mm [8]. Under these conditions one could hardly talk about depth profil-
ing but only about measurements at some depths.

The poor depth resolution is inherent to the U-shaped geometry when working
close to the magnet surface. It is determined by two facts, first, the lateral variations
of the static field along the gap direction are maximum at the surface, and second, the
gradient along the depth direction is relatively low in comparison to the one found
at larger depths. The reason for choosing that particular region to work is sensitiv-
ity maximization. The depth resolution considerably improves when approaching a
depth of the order of the gap, and as a rule of thumb the magnet is well suited for
profiling in a depth range going from 0.5 to 1.5 times the gap. During the last years
several works have been reported that mainly focus on extending that region toward
zero depth [10, 13–15]. The most straight forward solution was to replace the U-
shaped geometry by a single bar magnet [13]. Such a simple geometry is well suited
for depth profiling already at the magnet surface. However, it has the big drawback
of requiring the use of rf coils shaped like the “figure-8” which have several disad-
vantages in comparison to conventional “single-loop” coils (see Sect. 4.2). Another
approach is to start from a tailored U-shaped geometry and optimize the position,
shape, and polarization direction of each piece in order to increase the region of flat
field profiles [14, 15]. Following this approach the region was extended not only
toward the magnet surface but also along the lateral directions (Fig. 4.9). This last
feature is very important when the sensor is used for slice-selective imaging [10].
The typical depth resolution achieved was between 0.1 and 0.5 mm for a depth range

Fig. 4.9 (a) Modified U-shaped geometry designed for slice-selective imaging [15]. (b) Magnetic
field magnitude scanned at 0, 30, and 75 mm from the magnet surface. The field profile is curved at
the surface and reaches a flat shape at 30 mm. (c) Dependence of the field strength along the depth
direction. The gradient can be considered to be constant (2.5 T/m) between 25 and 45. (d) Magnet
optimized for obtaining flat field profiles over a large depth region (e)
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going from 0 to 20 mm. In the same range the field strength drops from 14 to 6 MHz
requiring the retuning, either manually or electronically, of the rf circuit [14].

An alternative way of measuring a large depth range is to design a sensor with
reduced gradient; thus short rf pulses can excite larger regions in a single experiment
[16, 17]. Although a sensor working according to this principle would be the ideal
solution from a measurement procedure point of view (FT of the echo signal gives
already the profile), the sensor design is the most challenging one. First, a reduction
of the main gradient magnitude can only be achieved at the expense of field strength.
Second, the curvature of the sensitive slice or in other words the best attainable
spatial resolution is proportional to the inverse of the main gradient; therefore, a
reduction of G0 must be accompanied by a similar reduction of the lateral field
variations in order to keep the spatial resolution. Third, the requirements to the rf
coil are very high, good lateral selection, low B1 gradient, and high efficiency (short
rf pulses)/low Q (broadband) at the same time.

In spite of that there are realizations of sensors working according to this prin-
ciple. A hollow bar magnet was used in a region (deeper than the sweet spot) of
reduced gradient (5.7 T/m). In this work it was possible to excite a region of a 1 mm
while keeping a resolution of about 0.1 mm [17]. In comparison to the basic geom-
etry, a bar magnet of the same size, only a modest reduction of less than 40% of
main gradient was achieved. Another approach using high-permeability materials,
like iron, to shape the surface of bar magnet (Fig. 4.10a) has shown to be much more
efficient in generating a gradient of only 0.3 T/m with a sensor of the size of the one
described above [16]. In the presence of such a gradient the frequency spread within
an object 10 mm thick is only 130 kHz; thus rf pulses of “typical” length (∼ 5 μs)
can excite the whole object. The penalty for achieving such small gradient is the
low magnetic field strength (4 MHz) and the quite unfavorable lateral field profile.
The region of moderate field curvature (some hundreds of micrometer) is extended
over 8 mm depth but it is only 5 mm wide. Outside that region the resolution rapidly
deteriorates becoming worse than a millimeter.

Fig. 4.10 (a) Magnet designed using scalar potential model [16]. (b) Measured magnetic field in
a region 2 cm wide and centered 0.5 cm above the face of the magnet.The dashed line indicates
B0 = 1, 006 G and the contours are at 2 G intervals. (c) Measured field profile at z = 0 through the
sensitive volume (solid line). A least-squares fit to the linear region (dashed line) gives a gradient
of 0.30 T/m
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The magnets for depth profiling described up to here do not require either the
sample or the sensor to be moved in order to obtain the profile. The sample remains
on top of the sensor and the profile is acquired by retuning the rf circuit or by excit-
ing the whole region of interest in a single experiment. Although the procedure is
simple and fast, there are some important deficiencies in it. Density profiles are
contrasted by relaxation times or self-diffusion coefficients in order to improve the
discrimination of heterogeneities in the material, but when the depth is changed the
values of these parameters vary, introducing systematic changes in the contrast. For
example, considering that the static field has a gradient of some T/m the resonance
frequency changes by several megahertz in a few millimeters. This imposes a restric-
tion to the use of T1 contrast in samples with frequency-dependent T1. Moreover,
the transverse relaxation time (T2eff) measured by a CPMG sequence in inhomo-
geneous fields, which is a mixture of T1 and T2, changes with the depth due to the
variation of the B0 and B1 field profiles. Even the contrast by diffusion is distorted as
a consequence of the variation of the static gradient as a function of the depth [14].

A different way of obtaining depth profiles is by changing the relative position
of the sample with respect to the sensitive slice keeping the excitation frequency
constant as in STRAFI [18]. The main advantage of this approach is being a truly
distortion-free procedure; the whole profile is measured under exactly the same con-
ditions. Furthermore, it has also important consequences on the sensor design. Both
magnet and rf coil can be optimized to work only at a fix depth instead of in the
whole scanning range; therefore, better performance and/or simpler geometry are
expected.

Let us consider again the basic U-shaped geometry and use the following field
expansion:

|B0(r)| = B0(y)+ αz(y)z
2 + αx (y)x

2, (4.6)

where B0(y) takes into account the main spatial variation along the depth direction,
and αz and αx account for the lateral deviations at each depth y. For small depth
values (y � gap) the field strongly increases when approaching the magnet blocks
reflecting the inverse dependence of the field on the distance to the magnetic source
(αz > 0). For large depth values (y � gap) the behavior is the opposite one, the
field is maximum at z = 0; therefore αz < 0. Because of the continuity prop-
erty of the magnetic field there is a depth y0 where αz(y0) = 0. At this particular
depth the field profile is said to be flat along the z-direction. The behavior along the
x-axis is different; the field always decreases (αx < 0) when moving away from the
geometrical center because of the finite size of the magnet along x . Strictly speaking
the U-shaped geometry does not have a depth where the field can be considered to
be flat in a plane. However, at y0 and for a infinitely long magnet along x the field
can be considered to be flat. Such a solution leads to very large and heavy magnets.
Another solution is to split the magnet along x introducing a second gap dS as shown
in Fig. 4.11a [9]. To illustrate the effect of splitting, a set of B0 profiles for different
values of dS is shown in Fig. 4.11b. For dS = 0 (basic U-shape) a strong variation of
the field can be observed, while for dS = 2 mm the magnitude of the field is almost
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Fig. 4.11 (a) Modified U-shaped geometry. The U-shaped geometry is split into two introducing
a small gap dS. The magnet blocks are cubes with 5 cm sides, the main gap dB is 14 mm, and
the small gap dS = 2 mm. At 10 mm depth the magnetic field has a magnitude of about 0.4 T
and the gradient is about 20 T/m. (b) Magnitude of the magnetic field along x for dS = 0, 2, and
4 mm, at 10 mm from the magnet surface, and for z = 0. (c) Magnetic field magnitude measured
at y = 10 mm via the resonance frequency. The field variation in a region of 10 mm along both
directions is smaller than 0.2 mT, which corresponds to a depth deviation smaller than 10 μm

constant in a region of 20 mm. If the gap is further increased to 4 mm the profile
has the opposite curvature, showing that there is an optimum dS for which αx = 0.
Sensors based on this approach [9] can archive the micrometer resolution range
while keeping simplicity and high sensitivity. Typical characteristic for a sensor
10 × 10 cm2 large are y0 = 10 mm, B0(y0) = 0.5 T, G0 = 20 T/m, depth resolution
better than 5 μm over a plane 1 × 1 cm2.

4.1.4 Sweet-Spot Magnets

In the case discussed above the main motivation is to discriminate NMR informa-
tion as a function of the depth; however, there are cases like, for example, spatially
homogenous samples, where such information is simply not needed. Therefore the
requirements to the sensor are different; basically, the maximization of the detection
sensitivity is the target. Magnets designed for such applications use the so-called
sweet-spot approach in order to increase the size of the excited volume. A sweet
spot is a point in space where all first-order derivatives of the magnetic field mag-
nitude are zero while the field strength is different from zero. In general, because
of symmetry reasons, the first-order derivatives along the lateral directions are zero
while the only coefficient that must be canceled is G0 (gradient along the depth
direction).

For a given magnet geometry such cancelation can be obtained by combining
two units of the same type with opposite polarization and different sizes. Let us
consider the simple case of the bar magnet geometry. Two concentric bar magnets
with different diameters and opposite polarization generate at a certain distance
from the sensor surface a point where the total gradient is zero. Notice that two
bar magnets cannot be really placed one inside the other; however, the same effect
can be produced by drilling a hole in the center of the bar (Fig. 4.12a). A hole can
always be considered as a negatively polarized material inside a positively polarized
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Fig. 4.12 (a) Cylindrical bar magnet with a hollow (barrel magnet [19, 20]). The geometry is
obtained by combining two concentric bar magnets with opposite polarization (see text). In this
calculation the diameters are 50 and 100 mm. (b) Field magnitude as a function of the depth.
(c) Gradient strength as a function of the depth. At a depth of about 25 mm the gradients of the
two bar magnets (100 and 50 diameter) have the same value; therefore, the total gradient is zero
(Sweet-spot condition). (d) Field profile for different inner diameters. The dash line is the limit
value corresponding to inner diameter equal to zero (single bar magnet)

one. This is the basic idea behind the barrel magnet [19, 20]. Figure 4.12b shows the
dependence of the field strength for two bar magnets with different diameters (50
and 100 mm). At a depth equal to zero both magnets generate the same field strength
while one gradient value doubles the other one (assuming the magnet height to be
much larger than the diameter). These two facts are in agreement with the scaling
law presented in Sect. 4.1.1; in particular, they can be predicted from Eqs. (4.2) and
(4.4). Another consequence of the scaling law is that the gradient of the smaller
magnet must go to zero faster than the one of the larger magnet does; therefore,
at a certain depth both magnets must have the same gradient value. Since both
magnets have opposite polarization the gradient of the total field (subtraction) is
zero. Interestingly, that particular depth zsp has the value of the inner radius of the
hollow magnet. Furthermore, the remanent field strength at the sweet spot B0sp is
half on the one generated by the larger bar magnet alone.

The depth where the sweet spot is generated depends on the inner diameter.
Figure 4.12d shows the total field for three different values of the inner diameter.
As the inner diameter approaches the outer one the field strength tends to zero as
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Fig. 4.13 Dependence of the remanent magnetic field at the sweet spot (a), its size over a 50 kHz
range (b), and the depth where it is formed (c) as a function of the inner diameter for an outer
diameter of 100 mm. There are two limiting cases of the abscise, 0 and 100 mm, corresponding to
a simple bar magnet (no sweet-spot formation) and to no magnet, respectively. d Magnet sensitivity
as a function of the inner diameter obtained from results (a) and (b)

expected. Notice that the case inner diameter equal to outer diameter means no
magnet; thus, the field is zero. Figure 4.13 shows the main results of a more detailed
analysis where the remanent field (a), the depth (b), and the size (c) of the sweet
spot were calculated as a function of the inner diameter. Based on the results of
Fig. 4.13a, b one can evaluate the sensitivity of the magnet as B2

0 V ∗ (Eq. 2.42).
Figure 4.13d shows that in the trade-off field strength vs size of the sweet-spot there
is an optimum combination that maximizes the magnet sensitivity.

A possibility to introduce certain degree of control over the field profile is to
introduce a second magnet (central magnet) in the hole of the barrel and vary its
position and size [19, 20]. Figure 4.14 shows field profiles as a function of the posi-
tion of the central magnet. There is a position about −10 mm that maximizes the
size of the homogeneous field region. The main two advantages of that modification
are the increments of the sweet-spot size and the field strength. Both changes con-
tribute to an increment of the magnet sensitivity. For comparison with simple hollow
magnet, the size of the sensitive volume was incremented from 1.3 to 1.7 cm3 and
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Fig. 4.14 (a) Barrel magnet set with an additional central magnet [19, 20]. The position of the
central magnet is varied to modify the field profile (b). The position is measured from the surface
of barrel magnet. For a central magnet position of −10 mm the homogenous field region is extended
over depth range of about 15 mm. The calculations were done for a barrel magnet (100 mm/50 mm)
outer/inner diameters and a central magnet 40 mm in diameter and a 25 mm high

the remanent field strength from 0.12 to 0.18 T, leading to a sensitivity enhancement
of about 3. The main disadvantage is the fact that the sweet-spot position moves
toward zero depth, from 35 to 10 mm. Another possibility of introducing control on
the field profile is by adjusting the inclination angle of the barrel walls. That can
be achieved by using a discrete version of the barrel as in the case of NMR-MOLE
(MObile Lateral Explorer) [21].

4.2 RF Coils

A variety of different radio-frequency coils have been explored for single-sided
NMR. Similar to the magnets that provide the polarization and detection field B0,
rf coils are discriminated that produce B1 fields mainly perpendicular and mainly
parallel to the surface of the coil. Those with a field perpendicular to the face of
the coil are based on a single current loop in the plane (Fig. 4.15a), while those
with a field parallel are build from at least two opposed current loops (Fig. 4.15b).
The simplest coil of this type is the figure-8 coil. In general, single current loop
coils are combined with U-shaped magnets and figure-8 ones with bar magnets.
Notice that figure-8 coils can also be used with U-shaped magnets [22] but a single
current loop coil is not well suited to be combined with a bar magnet because B0 and
B1 are mostly parallel. In addition to the basic requirement to generate a B1 field
perpendicular to B0 there are several other general requirements like, for example,
high sensitivity, and some more specific ones like the need of special spatial depen-
dencies, for example, to achieve lateral selection of a defined area or to implement
B0 − B1 matching techniques for spectroscopy in inhomogeneous fields [23, 24]
(See Chap. 6).
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Fig. 4.15 Radio-frequency coils used in single-sided NMR. (a) Single-loop coil generating a B1
field perpendicular to the coil surface. The coil is best to be combined with a U-shaped magnet. (b)
Figure-8 coil producing a B1 field essentially parallel to the coil surface. The coil is built from two
single-loop coils with opposite currents. (c) Butterfly coil: Basically two figure-8 coils one next to
the other with opposite currents. In the lower rows 2D B1 maps are shown for two different depths.
At 1 mm depth the B1 profile closely reproduces the current paths while at 3 mm the fine structure
already disappears. The contour lines 0.7 and 0.5 of the maximum value are shown in black and
white, respectively

4.2.1 Coils for Depth Profiling

In single-sided NMR the rf coil plays a more important role than in conventional
NMR. It is so because the rf coil in combination with the magnet determines the size
of the sensitive volume, a concept not applicable to NMR in homogeneous or weakly
inhomogeneous fields where the whole sample is excited. In the determination of
the sensitive volume the rf coil efficiency B1/ i , coil resistance R, coil inductance
L , and the spatial variations of B1 are important issues. This set of parameters can
be optimized for maximum SNR according to Eq. (2.42). In the case of sensors
intended for depth profiling the rf coil must be designed to generate and detect
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signals only from the region where the B0 field is constant, a condition that assures
a highly flat sensitive volume. In this case the lateral selectivity provided by the
rf coil is crucial. As a rule of thumb the lateral extension of the selected region is
of the order of the diameter of the rf coil. The variation of B1 across the selected
volume strongly depends on the particular rf coil geometry as depicted in Fig. 4.15.
Any B1 inhomogeneity results in a sensitivity loss, as well-defined 90 and 180◦
pulses cannot be generated even for on-resonance spins. Notice that each point in
the profile is defined by the response of all spins inside the sensitive volume and that
there is no lateral localization other than that provided by the coil.

When slice selection is combined with 2D lateral imaging by pulsing gradient
fields, any B1 variation manifests itself as an intensity modulation across the image.
A continuous sensitive volume is provided by the current loop while the multiple
current loops of the figure-8 coil and the butterfly coil generate multiple sensitive
spots in the plane (Fig. 4.15). Close to the coil, the B1 field maps copy the current
paths of the coil, while further away, the fine structure in the sensitive volume is
washed out. The field maps in Fig. 4.15 show the B1 variations only along the lateral
directions because changes across the thickness of the sensitive volume (some tenths
of millimeter) are quite small. However, that assumption does not hold any longer
in the case of magnets for depth profiling with reduced main gradient [16, 17]. As
the thickness of the sensitive volume becomes comparable to the size of the coil,
the variations of B1 along the depth direction can be considerable (Fig. 4.16a) and
must be taken into account. The problem of strong B1 variations along the depth
direction is even more critical when the sensor is intended to access a large range of
depths by changing the distance between the sensitive volume and the rf coil either
by retuning at different frequencies [14] or by moving the magnet with respect to
the sample [25].

Fig. 4.16 (a) B1 field as a function of the depth for the three coils of Fig. 4.15. The B1 values
were calculated at the center of the coil, for the square and figure-8 ones, and at x = 5 mm for the
butterfly coil. Notice that for the last case B1 = 0 at the center of the coil. (b) Signal amplitude as
a function of the depth. It was calculated as the signal response to a CPMG train integrated in the
xy plane over a region larger than the coil size. The 90◦ pulse was calibrated for every depth by
maximizing the signal amplitude
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4.2.2 Coils for Sweet-Spot Magnets

The requirements for rf coils used in combination with magnets that generate a
sweet spot are primarily related to sensitivity maximization. There is no need for
coils that provide lateral selection; actually, it is the other way around, the opti-
mum coil is the one that does not impose any restriction on the size of the sensitive
volume. In general, rf coils used to excite sweet spots are larger than the size of
the sensitive volume which is mainly determined by the 3D spatial variation of the
B0 field. For a given magnet the most sensitive rf coil can be found by means of
Eq. (2.42), which requires only the knowledge of the inductance of the coil L and
the rf field per unit of current B1/ i at the measuring spot.

The self-inductance of a coil L and magnetic energy U is related by [26]

1

2
L I 2 = U =

∫
B2

2μ0
dr3, (4.7)

where I is the current through the coil, μ0 is permeability of the free space, and B is
the magnetic field generated by the coil. Hence, a straightforward calculation can be
used to determine the inductance of the rf coil. Figure 4.17 shows the dependence
of the inductance for a single loop and a figure-8 coil as a function of the coil size
d and the number of turns N . If the inductance is normalized to the coil “volume”
d3 and the number of turns by the coil size, all curves overlap in one master curve.
The normalized N -axis can be understood as the fraction of turns covering the coil
surface. For example, all coils with turns filling the whole coil surface have the same
N/d value.

Figure 4.18 shows an example of a coil optimization in terms of SNR. The term

B
4
3
1 /L

2
3 of Eq. (2.42) is evaluated as a function of the number of turns and the coil

size for a single-loop coil (Fig. 4.18a, c) and for a figure-8 coil (Fig. 4.18b, d). As

Fig. 4.17 (a) Inductance values for a square coil as a function of the number of turns N for different
coil sizes d. The inductance is normalized to the coil “volume” d3 and the number of turns by the
coil size. All results can be fit to a master curve (solid line). This result corresponds to a wire
diameter a = 2 mm and distance between wires b = 3 mm. (b) Same as (a) but for a figure-8 coil
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Fig. 4.18 Radio-frequency coil sensitivity (B
4
3

1 /L
2
3 , Eq. 2.42) as a function of the number of turns

and coils size for two coil geometries, single-loop coil (a and c) and figure-8 (b and d). Notice that
the coil size limits the maximum number of turns, that is, the reason of the black region above the
diagonal. The SNR units are arbitrary but the same for the four plots

the size of the coil increases the maximum possible number of turns also does. All
coils on the diagonal are spiral coils, i.e., the turns fill the whole area of the coil.
The black region above was chosen to be SNR = 0 although strictly speaking is a
forbidden region. For d = 0 the SNR is also zero basically because B1 is zero at
a depth � d. In the opposite limit (d → ∞) the SNR goes also to zero because
of the dominant behavior of the inductance. For an infinitely large coil the circuit
bandwidth is zero; therefore, the sensitive volume size is also zero.

The region of maximum SNR depends on the depth chosen for the calculation.
A larger depth requires a larger coil with more turns as can be seen for both coil
geometries (Fig. 4.18a, c and b, d). The maximum of the 2D plots, corresponding to
the best achievable SNR (optimum coil), can be plotted as a function of the depth
to quantify the loss of sensitivity with increasing depth (Fig. 4.19). Interestingly,
the sensitivity loss is the same for both coils (Fig. 4.19.b). The dashed (single-loop)
and dotted (figure-8) lines are linear regressions both with slope −2. meaning that
for both coil geometries the SNR decays proportional to the inverse of the squared
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Fig. 4.19 (a) The dependence of the best achievable SNR (optimized coil) on the depth for the
single-loop and figure-8 coils. (b) Same as (a) on a log–log scale. The dashed (single-loop) and
dotted (figure-8) lines are linear regressions both with slope −2 meaning that for both coil geome-
tries the SNR decays proportional to the inverse of the depth square

depth. In comparison, for every depth the single-loop coil is more sensitive than the
figure-8 by a factor of 2.

4.3 Gradient Coils

Pulsed field gradients (PFG) are widely used for space encoding in imaging and flow
NMR in homogeneous fields [27–30]. In single-sided NMR typical static gradients
can easily be one or two orders of magnitude larger than PFG. In spite of that,
pulsed gradients can be used for space and displacement encoding by combining
those with suitable NMR techniques (basically pure phase encoding methods) [10,
11, 31–34]. However, the generation of PFG with single-sided coils presents several
challenges mostly related to the efficiency of surface or planar gradient coils. For
instance, the efficiency is likely to change with the distance to the coil introducing
considerable variations of the FoV with the depth. Another important issue is related
to signal attenuation observed in liquid samples due to molecular self-diffusion in
the presence of strong background gradients. As the minimum encoding times used
in imaging or velocity sequences are determined by the maximum strength of the
PFG, a weak pulsed gradient leads to strong signal attenuation.

As for the case of rf coils the direction of the polarizing field plays a determin-
ing role in the design of gradient coils; only the component of field generated by
gradient coils parallel to B0 has to be considered. For example, the z-component of
the field generated by two solenoids arranged as in Fig. 4.20a has a linear variation
along x , making them appropriated for imaging along the gap of a U-shaped mag-
net. In this setup an ill-defined sensitive volume together with changes of the FoV
with the depth leads to significant image blurring (Fig. 4.20a). Such a problem is
overcome when the sensitive volume is a flat thin slice. In that case the variations of
the coil efficiency with the depth can be neglected simply because the thickness of
the sensitive volume is few tenths of a millimeter.
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Fig. 4.20 Different approaches to achieve spatial resolution with single-sided sensors. (a) NMR-
MOUSE for 1D lateral imaging [31] with gradient coils in the magnet gap and an elongated rf coil.
Drawing (left) and profile of fiber positions in an air-spring bellows (right). The fibers are centered
on a 1 mm grid. (b) Small unilateral MRI scanner with a bar magnet (left) and image (right) of a
letter F cut from rubber and placed on top of the rf coil [32]. (c) Gradient coil arrangement mounted
in the gap of a unilateral MRI scanner and slice-selective NMR image of a defect in a textile fiber
reinforced rubber tube (right) [35, 36]. The acquisition time for the 50×50 pixel image with a field
of view of 4 × 4 cm2 was 2 h. (d) Flat gradient coil system built to fit on the profile NMR-MOUSE
(left) and slice-selective NMR image of a silicon rubber phantom

Several setups based on this approach have been built to produce 2D images in
planes parallel to the sensor surface (Fig. 4.20b–d) [32, 10]. For example, a planar
xy gradient system has been combined with a bar magnet to produce 2D images
with sub-millimeter resolution at the near surface (2 mm) of the sensor (Fig. 4.20b)
[32]. Notice that B0 is normal to the sensor surface; therefore, the x and y gradient
coils are identical but rotated 90◦. Figure 4.20c shows an xz gradient system used in
combination with a large U-shaped magnet for 3D imaging [10]. The gradient coils
were designed to work in a depth range of about 20 mm. To cover this range the
sensor is retuned and the currents through the gradient system are adjusted to keep
the FoV constant for all depths. In this case the gradient system is placed in the gap
of a U-shaped magnet, however, for similar sensors but with a smaller gap that it is
not possible. One solution is to place the gradient coils at the borders of the magnet;
however, by doing so the efficiency drops dramatically. A better choice is the planar
gradient coil system used with the profile NMR-MOUSE (Fig. 4.20d). Based on the
same approach as the magnet, the zx gradient system was optimized to work at a
fixed depth alleviating constrains on its dimensions.
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Chapter 5
Single-Sided Tomography

Federico Casanova

MRI is one of the most powerful non-invasive techniques to assess material hetero-
geneities [1, 2]. It allows the generation of images contrasted by a variety of param-
eters that enhance the discrimination of regions with different molecular structure
and dynamics for a wide range of materials. In recent years special effort has been
made to achieve spatial localization in the presence of the strongly inhomogeneous
magnetic fields generated by open magnet geometries, a capability that converts
single-sided NMR probes into truly open tomographs. These sensors were origi-
nally intended to scan the surface of large objects by simply repositioning the probe
across a region of interest. This procedure provides a crude lateral spatial resolution
of the order of the centimeter with a pixel size defined by the size of the sensitive
volume, which is mainly determined by the extension of the rf coil. Although the
resolution can be improved by decreasing the size of the rf coil, this approach leads
to a considerable reduction of the maximum penetration depth of the sensor. To
achieve finer resolution inside the sensitive volume, Fourier imaging proved to be
the right approach. In this way, by combining pulsed gradients along the two lateral
directions with the static gradient of the magnet along the depth full 3D localization
has been achieved. The next sections describe the steps needed to implement this
imaging techniques at maximum sensitivity.

5.1 Depth Resolution Using the Static Field Gradient

Once the sensor is positioned at a certain spot, depth resolution into the object
can be gained by taking advantage of the natural field gradient generated by the
open magnet. As described in Chap. 4 a number of magnet geometries have been
optimized to generate a uniform gradient along the depth direction. Ideally, in the
presence of such a gradient, a depth profile of an object could be obtained as the
FT of an echo signal. However, two important technical limitations complicate the
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implementation of this technique in a straightforward way. First, the strong gradients
generated in practice by real sensors reduce the excited depth range to a very thin
slice. For example, in the presence of a gradient of 1 T/m (a relatively weak gradient
for open magnets) an rf pulse of 10 μs (typical value needed when working at a few
millimeters from the surface of the rf coil) excites a slice of about 1 mm. Second, the
efficiency of the rf coil strongly decays for large depths, complicating the uniform
excitation of thick slices. Two approaches have been adopted to scan a large depth
range (see Chap. 4). In magnets generating a uniform gradient over a large depth
range, retuning of the rf probe has been used to excite slices at variable depths. To
improve the gradient uniformity the profile NMR-MOUSE was optimized to work
at a fixed depth from the sensor, where high depth resolution can be achieved [3].
This strategy requires varying the relative position of the excited slice inside the
sample. It has been achieved by displacing the sensor by means of a high-precision
lift that repositions the magnet with respect to the object, which is kept static on a
holder (see Fig. 5.1a).

Independent of the approach chosen to reposition the excited slice inside the
object, to measure a profile over a large depth range requires concatenation of the
information acquired at several depths. A typical way to control the resolution in the
profile is by varying the length of the rf pulse. As shown in Chap. 2, the frequency
bandwidth excited by a CPMG sequence is �ν0 = 1/(2tp), so, by increasing the
pulse length the slice thickness is reduced. However, by doing so, the profile is mea-
sured point by point, and as the resolution is improved the measuring time becomes
excessively long. It is so because if the slice thickness is decreased a factor two,
not only four scans are needed to keep sensitivity constant, but also the number
of repositioning steps is doubled. Then, a factor two in resolution costs a factor
eight in time. On the other hand, if the desired spatial resolution is smaller than the
thickest exited slice, it can be set just by controlling the acquisition time T . This

b)a)

Fig. 5.1 (a) Lift used to reposition the sensor with respect to the sample. (b) Profile of a sample
made of two latex layers 70 μm thick separated by a glass 150 μm thick. The complete profile was
obtained as the catenation of 50 μm profiles obtained as the FT of the echo signal measured every
50 μm by moving the sensor



5 Single-Sided Tomography 113

approach requires to set the rf pulse to the shortest duration to maximize the excited
region and then to set the acquisition time to achieve the desired resolution inside
the excited slice (by acquiring signal during a time T the frequency resolution in
the spectrum is �ν = 1/T ). Then, at each depth a profile of the excited region is
measured. By sweeping the position of the excited slice across the sample the full
profile is obtained as the catenation of the individual slices. The implementation
of this procedure to measure a high-resolution profile is illustrated in Fig. 5.1b.
It shows a depth profile of a simple two-layer rubber sample measured with the
profile NMR-MOUSE. The rf pulses were set to 3 μs to excite a bandwidth of about
150 kHz, which under the 20 T/m field gradient generated by this sensor corresponds
to 150 μm. Actually, to avoid appreciable variation of the excitation efficiency only
a region of 50 μm was extracted from the profile acquired at each position, and the
sensor was moved every 50 μm. Setting the acquisition window to 300 μs a nominal
resolution of about 4 μm was defined with an echo time tE = 345 μs. Instead, if
the rf pulse is set to 300 μs to excite a slice of 4 μm the sensor position has to
be stepped every 4 μm, requiring about 12 steps to measure the 50 μm range that
otherwise is profiled in a single experiment [3]. Another disadvantage of controlling
the resolution by increasing the pulse length is that it leads to an increase of the echo
time about twice the pulse length increment. It is so because when a thinner slice is
excited the echo becomes broader (the excited frequency range is narrower) and a
longer acquisition time must be set in the sequence to maximize the sensitivity. In
samples with short T2 this limitation becomes critical.

5.2 Spatial Encoding by Fourier Imaging

To achieve spatial resolution along the lateral directions of the sensitive slice,
Fourier imaging methods based on pulsed gradients can be implemented. It requires
to equip the sensor with a flat gradient coil system and an imaging technique work-
ing in the presence of a grossly inhomogeneous fields. Getting spatial resolution
inside the sensitive volume allows one to look inside the selected spot with a mag-
nifying glass useful to detect a fine structure of the material. The full sample can be
scanned with high resolution by combining displacement of the sensor with Fourier
imaging (Fig. 5.2).

Although at first sight the mentioned strategy sounds straightforward, it must
be noticed that conventional imaging sequences such as spin echo, gradient echo,
SPRITE, FLASH, EPI [1, 2] cannot be implemented in the presence of the static
magnetic field gradient of single-sided sensors. This large group of sequences is
excluded for two reasons. First, no FID is detectable because T ∗

2 is of the order of
a few microseconds and second, although spin echoes can be generated, the signal
is acquired in the presence of a strong background gradient preventing the use of
read gradients. These limitations leave pure phase encoding as the only alternative.
Prado et al. implemented a single-point spin echo imaging method (Fig. 5.3) [4] that
combined a Hahn-echo sequence, applied to refocus the phase spreading due to the
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Fig. 5.2 Combination of sensor repositioning with Fourier imaging to map with high resolution a
region of interest (ROI) larger than the sensitive volume. The ROI is divided in subregions denoted
as (m, n) with the size of the sensitive volume and then each of those is subdivided again in pixels
by Fourier imaging

static background gradient, with gradient pulses applied during the free evolution
periods to encode the spatial information in the phase of the echo. Single point
refers to the fact that only one point of the k-space is acquired per shot, therefore to
measure a 1D image with n pixels requires at least n experiments.

In this first attempt the original U-shaped NMR-MOUSE was furnished with
a gradient system consisting of two solenoids placed inside the gap to generate a
gradient field along the gap direction (Fig. 5.4 a) [4]. By driving the current through
the coils with a conventional gradient amplifier a pulsed field gradient was gener-
ated. Figure 5.4 shows a phantom built from a multi-turn commercial rubber band
(b), the 1D image measured with the NMR-MOUSE (c), and the same result but
for a uniform object (d). The last image shows the size and shape of the sensitive
region, i.e., the real field-of-view (FOV). Although the sample is uniform its image
is modulated by the non-uniform shape of the sensitive volume. As for any pure
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Fig. 5.3 Spin-echo sequence for 1D phase-encoding imaging. In the echo maximum the phase
spread produced by the strong static gradient is canceled, while the phase introduced by the pulsed
gradient is retained. The amplitude of the pulsed gradient gx is stepped to sample the k-space from
negative to positive values
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Fig. 5.4 (a) U-shaped NMR-MOUSE equipped with a gradient coil system used to generate a
pulsed gradient along the gap direction. (b) Phantom: Multi-turn commercial rubber band. The 1D
images obtained by implementing a single-point acquisition technique for the rubber band sample
and for a homogeneous sample are shown in (c) and (d), respectively

phase-encoding technique the spatial resolution attainable for non-diffusive samples
is determined only by the uniformity of the gradient and not by relaxation. In this
case a spatial resolution of the order of some hundred of micrometers was reported.

The extension of the technique to obtain 2D images required, in principle, just
a second gradient coil to generate a gradient pointing across the gap and the incor-
poration of a second pulsed gradient in the sequence. However, a more important
limitation had to be overcome. The sensor must generate a sensitive volume with
a reasonable FOV across the gap, which is the second direction in the image. The
elongated sensitive volume generated by the original U-shaped magnet delayed the
implementation of a 2D technique demanding the development of a new sensor [5].
In 2002 a new prototype combining a bar magnet polarized along the depth direc-
tion and a figure-8 rf coil located on one of the pole faces (Fig. 5.5) was used to
generate a sensitive volume symmetrically extended along both lateral directions.
The main gradient of the static magnetic field generated by such block is also along
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Fig. 5.5 (a) Bar-magnet NMR-MOUSE equipped with a gradient coil system generating pulsed
gradients along the two lateral directions. (b) Letter F cut from a natural rubber sheet 2 mm thick
used as phantom to show the performance of the 2D imaging method. (c) 1D profiles measured
at different depths across a fiber-reinforced rubber sheet. It can be observed that while the profile
measured at the center of the fibers clearly reproduces its structure, by shifting the sensitive slice
next to the fibers, the slice is flat enough not to intersect any of the fibers in the measured range

the depth direction, defining rather flat slices of constant frequency parallel to the
sensor surface. The sensor was equipped with a set of planar gradient coils mounted
on the same polar face but at the side of the rf coil (Fig. 5.5a). The 2D k-space was
sampled point by point by means of a pure phase-encoding imaging sequence like
the one shown in Fig. 5.3, but with the two gradients pulsed simultaneously. As a
test phantom, a letter F of about 8 × 6 mm2 was cut from a natural rubber sheet. An
image measured with an in-plane spatial resolution of 1 mm2 was measured in an
experimental time of the order of 1 h (Fig. 5.5b).

Besides generating a symmetric field of view along the lateral directions, the bar
magnet used in this work generates a uniform gradient along the depth direction.
In the presence of such field profile a flat sensitive volume can be excited at dif-
ferent depths by retuning the excitation frequency. Figure 5.5c shows 1D images
measured at different depths inside a fiber-reinforced rubber layer. While the profile
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measured at the center of the fiber layer allows for the quantification of position
and dimension of the fibers, a profile measured 500 μm off-centered shows already
a uniform structure, proving that the slice is flat enough not to intersect the fiber
layer. Although this work shows that 3D spatial localization can be achieved by
combining a 2D pure phase-encoding method with slice selection in the presence
of the background gradient, the poor sensitivity inherent to single-sided sensors
extended the experimental times to limits far too long for practical uses. Another
important limitation of the sensor, mainly determined by rf coil geometry, was the
maximum penetration depth, which was hardly larger than a couple of millimeters.
In the next sections we discuss an important modification to the detection scheme
that led to a large sensitivity improvement as well as a new open MRI system able
to produce 3D images up to depths of at least 1 cm in reasonable short measuring
times defined by practical limits (minutes).

5.3 Multi-Echo Acquisition Schemes

The basic idea to speed up data acquisition relies on the fact that the echo time
tE used for the Hahn-echo sequence is usually much shorter than the T2 of the sam-
ple. In this echo time limit a long train of echoes can be generated by applying a
CPMG sequence. The complete echo train can be then co-added in order to increase
the sensitivity during detection. By doing so a reduction of the experimental time
by a factor proportional to the number of echoes acquired in the train is achieved.
This concept has been largely exploited in the context of homogeneous static and rf
magnetic fields [1, 2]; however, its application in strongly inhomogeneous magnetic
fields is not straightforward. Figure 5.6 shows the result of the implementation of
the single-point imaging sequence used in [4] followed by a CPMG train (Fig. 5.7a).
As it can be seeing, the space information encoded in the phase of the signal by
the gradient pulses is clearly distorted as the echo number increases. The results,
obtained by computer simulations, show complicated distortion patterns due to the
imperfection of the refocusing pulses. The aim of this section is to understand the
problematic that leads to a loss of information during the multi-echo train in order
to design proper encoding strategies working under these experimental conditions.
Considering that real experiments are already distorted by the shape of the sensi-
tive volume (Fig. 5.4), and poor SNR, in the next we prefer to carry this analysis
based on numerical simulation. This is one example where the power of numerical
calculations based on the rotations described in Chap. 2 can be fully appreciated.
Calculating the evolution of the magnetization during the pulse sequence two dif-
ferent encoding approaches offering outstanding performance could be identified.

5.3.1 RARE-Like Imaging Sequence

To understand the evolution of the space information encoded by the gradient pulses
as a function of the echo number during the CPMG train, the evolution of the
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Fig. 5.6 Set of 1D images obtained from different echoes generated by the imaging sequence of
Fig. 5.7a. The image obtained from the first echo reproduces well the sample profile. However, for
higher echo numbers, the spatial information is completely distorted. This problem is due to the
imperfection of the refocusing pulses

magnetization was calculated using the formalism described in Chap. 2. To include
the effect of off-resonance in the spatial encoding we assumed for the calculation a
static field pointing along the z-axis with a uniform gradient along the y-axis (depth)
and a homogeneous rf field pointing along the y-axis. The field generated by the
gradient coils, considered also ideal, has a gradient only along the x-axis (imaging
direction). An object consisting of a single pixel placed at x0 is considered in order
to simplify the data interpretation. Basically, the idea is to follow the position of the
pixel in the image echo by echo. The object is extended along the static gradient
direction to introduce a resonance frequency distribution. The size of the object was
set in such a way that the frequency distribution is much broader than the excitation
bandwidth of the rf pulses (ω1 � �ω0).

Figure 5.8a shows the evolution of the images (rows) as a function of the echo
number n (columns) for the pulse sequence of Fig. 5.7a. The image obtained from
the first echo shows a single peak at the right position x0, as expected. Although for
higher echo numbers the peak remains at the same position, two more contributions
appear at position −x0 and zero. The contributions at x0 and −x0 confirm that the
space information is not fully lost, even for the last echo the signal is modulated by
the right frequency; however, the sign of the frequency cannot be discriminated. It is
a consequence of the loss of the quadrature channel perpendicular to the 180◦ pulses
during the refocusing train. As it is well known, the CPMG sequence preserves
the component of the magnetization along the refocusing train, but the component
perpendicular to it dies within few echoes [6].
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Fig. 5.7 (a) Straightforward extension from single- to multi-echo detection of the phase-encoding
imaging sequence originally implemented in [4]. (b) The phase introduced by the first gradient
pulse is canceled by a second one applied with opposite current. Therefore the phase distribution
at the end of each evolution period is identical to the one obtained in the CPMG sequence. By
doing so no spatial information must be preserved from echo to echo and the high performance of
the CPMG sequence to generate a long echo decay is preserved

Although in the sequence of Fig. 5.7a the 180◦ pulses are applied 90◦ phase
shifted with respect to the first pulse, the gradient pulse rotates the magnetization
out of this direction generating a parallel and a perpendicular component. The loss
of the perpendicular component (imaginary channel) leads to a mirroring of the
image. In the other hand, the contribution at zero frequency (x = 0) corresponds to
signal that is not affected by the gradient pulse. It comes from the stimulated echo
that is stored as longitudinal magnetization during the application of the gradient
pulse. Although the amplitude of the distortion at zero frequency is only one-half of
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Fig. 5.8 (a) Evolution of the image (rows) of a single pixel as a function of the echo number
n (columns) for the pulse sequence of Fig. 5.7a. The image obtained from the first echo shows,
as expected, a single peak at the right position x0. Although for higher echo numbers the peak
remains at the same position, another two contributions at −x0 and zero can be observed. (b) By
implementing independent phase encoding of each echo (pulse sequence of Fig. 5.7b) all images
are free of distortions

the amplitude at the correct position, the ratio becomes much larger when an object
with many pixels is imaged. Notice that signal from every pixel of the image will
contribute to the zero frequency peak, leading in a general case to a huge distortion
at the central position (Fig. 5.6). Although phase cycling could eliminate the signal
arising from the stimulated echo, it would not solve the mirroring problem.

Once it was understood that the distortion was actually coming from magnetiza-
tion dephasing introduced by the gradient pulse, a simple solution was presented.
It used a second gradient pulse of polarity opposite to the first one to cancel the
phase spread right after acquisition of the echo signal [7]. Thus, the magnetization
before the next refocusing pulse is exactly the same as in a normal CMPG sequence,
and it can be preserved during the train. The procedure is repeated for every echo
leading to the imaging sequence shown in Fig. 5.7b. Figure 5.8b shows the result of
implementing the new sequence for the case of the single pixel object. The spatial
information is perfectly encoded for all echoes; neither distortions at the mirror
position nor zero frequency is observed. The amplitude of each gradient pulse can
be set equal in all the intervals, sampling the same k-space point for all the echoes
of the train or it can be stepped to sample the complete k-space in a convenient
way during a CPMG train decay. When the same k-space point is sampled in all
the echoes a set of experiments must be repeated, increasing the amplitude of the
gradient pulses step by step to sample the complete k-space.

The echoes sampled during the decay can be added to improve the signal-to-noise
ratio (Fig. 5.9a). In the case that T2 changes across the object the addition of all
echoes acquired during the train decay results in a T2-weighted profile, while if a
profile is reconstructed from each echo it can be plotted as a function of the time
to determine the relaxation rate pixel by pixel. By changing the phase-encoding
scheme, each echo can be used to sample a different k-space point scanning the com-
plete image in a single CPMG train. As small values of k determine the amplitude
of the image, and the large ones determine the resolution, enhanced T2 contrast can
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Fig. 5.9 (a) 1D images obtained by implementing the multi-echo pulse sequence shown in
Fig. 5.7b. On top the result obtained from the first echo (single-echo detection) and on the bot-
tom from the addition of the complete echo train. (b) Taking advantage of the independent phase
encoding achieved in each echo, a RARE-type k-space sampling scheme was implemented to
obtain T2-weighted 1D profiles. To compare the contrast the k-space was sampled from zero to
kmax (top), and from kmax to zero (bottom)

be obtained in a single CMPG experiment by sampling the k values from maximum
to zero (Fig. 5.9b). To obtain the maximum number of echoes during the CPMG
sequence a short echo time is desired, but it is limited by the rise and fall times of
the gradient pulses. The phase defined by the gradient pulse applied before each
echo must be completely canceled by the gradient pulse applied following the echo.
This condition determines that the echo time must be long enough to assure the
second gradient pulse to be zero when the next rf pulse is applied. If this is not
fulfilled, a slightly different FOV is obtained from even and odd echoes, a fact that
can be used to set the correct echo time. Depending on the T2 values, use of a current
pre-emphasis is needed to shape the current pulse.

5.3.2 CPMG-CP for Quadrature Detection

Shortly after the implementation of the RARE-like sequence a more powerful
method was presented [8]. In contrast to the first solution, where the magnetization
is spread and refocused before and after each echo without affecting the dynamics
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Fig. 5.10 CPMG-CP multi-echo sequence applied to sample the complete echo train decay. Both
gradient pulses are applied simultaneously during the free evolution periods of the Hahn-echo
sequence determining the encoding echo time tEE. To maximize the number of echoes that can be
generated during the detection period, the echo time is reduced after the formation of the first echo.
The detection echo time tED is determined by the dead time of the probe

of the CPMG sequence, the second alternative exploits the fact that a CPMG train
at least preserves one component accepting that the second component is lost. It
requires the combination of two experiments to acquire both quadrature compo-
nents, but it increases the sensitivity by maximizing the number of echoes that can
be generated during the train and minimizes the power dissipated by the gradient coil
system. The new pulse sequence (Fig. 5.10) can be understood as the combination of
a first encoding period consisting of a Hahn-echo sequence followed by a detection
period composed of a train of refocusing pulses.

The encoding period generates an echo signal with a phase defined by the pulsed
gradients and the position of the spins. Then, for a given phase φ measured from
the x-axis (here we assume that the Hahn echo is generated along the x-axis in
the absence of pulsed gradients, for example, applying the 90◦ with phase π/2 and
the 180◦ with phase 0) the components of the magnetization at the echo maxima
are Mx = M0 cos(φ) and My = M0 sin(φ), with x- and y- directions in the rotat-
ing frame (Fig. 5.11a). A first experiment executed with refocusing pulses applied
with phase 0 (CPMG sequence) is used to sample Mx (real channel), while My

is attenuated to zero after a few pulses (Fig. 5.11b). The second experiment is
identical but the refocusing pulses are applied with phase π/2 (CP sequence) to
preserve My (imaginary channel) (Fig. 5.11c). By combining the real component
of the first experiment with the imaginary of the second one the full complex signal
M0(cos(φ)+i sin(φ)) is built for each echo. A typical experiment uses add–subtract
phase cycling, so a minimum of four phase steps is required (see Table 5.1).
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Fig. 5.11 (a) Magnetization vector at the time of the first echo maximum. The phase shift φ is
proportional to position and the gradient strength. (b) During the application of the refocusing
train with phase π/2 only My is preserved. (c) By switching the phase of the refocusing train to 0
it is possible to preserve Mx

Table 5.1 Phase cycle required by the CPMG-CP sequence to sample both channels. It also
includes an add/subtract step

φ1 φ2 φα φrec Component

+π/2 0 0 0 Real
−π/2 0 0 π Real
+π/2 0 π/2 0 Imaginary
−π/2 0 π/2 π Imaginary

Figure 5.12 shows a set of 1D images (obtained by numerical simulations) plot-
ted as a function of the echo number for the new multi-echo detection scheme. The
conditions assumed are the same as in the previous calculations, off-resonance exci-
tation and homogeneous B1. All images show the structure of the sample proving
that the space information is well preserved from echo to echo. As described in
Chap. 2, due to the superposition of the Hahn and the stimulated echo stored along
z by the second pulse, the CPMG train shows always a second echo larger than the
first one. However, the sequence shown in Fig. 5.10 generates a second echo smaller
than the first one and a third echo larger than the second one. It is so because as
tED � tEE the first stimulated echo is lost (the second echo is only a direct echo),
and the third echo is the first one where a stimulated echo (magnetization stored
along z by the first pulse of the detection train) superimposes with a Hahn echo.
Notice that due to the large offset from resonance even with a homogeneous B1
field, the refocusing pulses introduce a broad distribution of flip angles. Therefore,
no significant changes are expected for the case of inhomogeneous B1 field.

In Table 5.2 the single-echo detection (Hahn echo) and the two multi-echo detec-
tion sequences (RARE like and CPMG-CP) are compared in terms of measuring
time, average power, and total energy required. In favorable cases, where T2 is much
longer than the echo time, the experimental time reduction obtained when moving
from single- to the multi-echo detection can be several orders of magnitude. The
improvement from 100 to 15 min achieved when the CPMG-CP sequence is used
instead of the RARE-like one is due to the fact that for the first one the echo time
in the detection train is limited only by the dead time of the rf probe, while in the
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Fig. 5.12 Set of 1D images acquired as a function of the echo number for the CPMG-CP multi-
echo detection scheme (Fig. 5.10). All images show the structure of the object assumed for the
calculation proving that the space information is well preserved from echo to echo. The oscillation
of the amplitude with the echo number is due to splitting of the signal in Hahn and stimulated
echoes, a typical behavior observed in CPMG-like sequences

Table 5.2 Comparison of the Hahn echo, RARE like, and CPMG-CP methods

Sequence Experimental time RF power (W) Gradient power (W) Energy (kJ)

Hahn echo 43 h 0.002 0.4 62
RARE 100 min 0.1 47 282
CPMG-CP 15 min 1.4 0.4 1.6

second one it is limited by the length of the two gradient pulses. The shortening
of the echo time increases the number of echoes that can be acquired during the
train, maximizing the sensitivity enhancement. The important reduction of the total
energy required is because only one instead of 2N gradient pulses is required per
train of N echoes. This is an important issue determining the autonomy for portable
systems where the energy is stored in batteries. Besides these advantages, the most
important one is the ability of the CPMG-CP scheme to preserve phases defined in
the spin system prior to the application of the detection train, something that the
RARE sequence cannot do. It allows that one can attach this acquisition scheme to
any encoding sequence like the ones used for flow measurements described in the
next section.
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5.4 Performance of the Multi-Echo Detection Scheme

5.4.1 Sensitivity Improvement

The time reduction that can be achieved with the new multi-echo technique instead
of the Hahn-echo sequence becomes significant for samples having long T2. To
show the improvement obtained with the new sequence a silicone rubber sample
with T1 = 330 ms and T2 = 90 ms was imaged (Fig. 5.13a). It was positioned
above the sensor centered at 5 mm from the surface and a slice 1 mm thick was
selected. The sequence of Fig. 5.10 was implemented using gradient pulses 0.37 ms
long and an echo time tED of 0.11 ms. The gradient amplitude was increased in 32
steps sampling k-space from negative to positive values. The FoV was set to 32 mm
along both directions to obtain a spatial resolution of about 1 mm. A single scan was
used per gradient amplitude, and 800 echoes were acquired and averaged to improve
the signal-to-noise ratio. A recycling delay of 0.45 s was used between experiments
resulting in a total experimental time of 15 min to obtain a 2D image.

Fig. 5.13 (a) (Top). Geometry of a test object made of silicon rubber. (Bottom) 2D image obtained
by applying the new multi-echo acquisition scheme. Thanks to the 800 echoes generated during
the echo train decay, a single scan per gradient amplitude was needed to sample each quadrature
channel. The echo train was sampled until the amplitude had decayed to 30% of the initial ampli-
tude and before adding the echo train it was apodizated by the same decay function. The total
experimental time to obtain the 2D images with a spatial resolution of about 1 mm was 15 min,
reducing the acquisition time by a factor of 175 compared to the single-echo method, which would
require 43 h. (b) Subtraction of the image of (a) from the image of a uniform object 50 × 50 mm2

used to probe the FoV defined by the RF coil. The dimensions of the selected sensitive volume are
36 mm along x and 26 mm along z
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Figure 5.13a shows the cross section obtained using the new pulse sequence. The
image reproduces the structure of the object without appreciable distortions demon-
strating that 2D spatial localization can be obtained across the selected slice [8]. To
obtain a 2D cross section with the same signal-to-noise ratio but using the single-
echo sequence a larger number of scans must be used. As the amplitude of the echo
train decays exponentially and is sampled up to one-third of its initial amplitude, the
sensitivity improvement can be easily calculated. For this rubber sample 175 full
Hahn echoes must be averaged to obtain the signal-to-noise ratio provided by the
multi-echo sequence, giving an experimental time of about 43 h. The field of view
defined by the rf coil was probed by a uniform silicon rubber sample with dimen-
sions 50 × 50 mm2 along the x- and z-axes. The fast imaging method was imple-
mented using the parameters of the previous experiment, but a FoV of 42 mm was
set. Figure 5.13b shows the result obtained by subtracting the image of Fig. 5.13a
from the image of the uniform object. The RF coil defines a FoV of 36 mm along
x and 26 mm along z. In case a large object is positioned on the sensor, the FoVs
must be set larger than these dimensions to avoid folding of the signal. For the
sake of simplicity, objects with limited sizes along x and z will be used from this
point on.

5.4.2 Relaxation and Diffusion Contrast

As described above, the multi-echo imaging sequence is basically obtained by com-
bining a Hahn-echo sequence and a CPMG-like multi-echo detection train. This
feature can be exploited to produce contrast in the image using the Hahn-echo
sequence as a filter or directly from the CPMG decay by considering different parts
of the echo train. In the previous section the complete echo train was added for sen-
sitivity improvement, but this approach leads to density images only if T2 does not
vary across the sample. In case a distribution of T2 values is present, a T2-weighted
image is obtained. The way to maximize the contrast is to add different parts of the
train. If, for example, domains with known T2 values are present in the sample, the
integration limits in the decay curve can be easily set to maximize the difference
between the two signals, but if an unknown sample is to be studied, different parts
of the train can be chosen with a judicious elections of the limits based on the overall
signal decay.

An application of this method is shown in Fig. 5.14a, where it was used to dis-
criminate three different rubber types present in the object. A 1 mm thick slice at
5 mm from the surface and inside the object was selected. The multi-echo sequence
was applied setting tED = 0.11 ms and using 1,000 echoes to correctly sample
the longest decay present in the object. The gradient amplitude was increased in
24 steps and with the FoV set to 32 mm a spatial resolution of about 1.3 mm was
obtained. The repetition time was set to 0.3 s, three times the longest T1 to avoid any
T1 weighting in the image. Eight scans were averaged for sensitivity improvement.
Figure 5.14a shows different T2-weighted images reconstructed from the addition
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Fig. 5.14 (a) Object geometry composed of three different kinds of rubber presenting different
relaxation times. To produce different T2 contrast different train intervals were averaged before
image reconstruction. The set of images (from left to right) was obtained by adding the echoes
1–8, 8–32, 100–200, and 200–400. (b) Amplitude decays corresponding to the three characteristic
regions inside the object. Fitting the decaying signal in each pixel the local relaxation time was
obtained. The values shown in the picture are in agreement with the relaxation times of each rubber
sample

of the echoes (from left to right) 1–8, 8–32, 32–200, and 200–400. Normalizing the
highest intensity of each image to one, the first image shows the rectangular object
with almost uniform intensity, the second one shows the shortest T2 region with half
of the maximum intensity, while the other two regions cannot be differentiated, the
third one shows the shortest T2 with zero intensity, the middle one with the half of
the intensity, and the longest with full intensity, and finally in the last image only
the region with the longest T2 is visible. Instead of adding parts of the echo train to
produce contrast in the images the local relaxation time can be obtained by fitting
the amplitude decay of each pixel. In contrast with the single-echo method the com-
plete decay is sampled in a single imaging experiment, reducing the dimensionality
of the experiment by one. Figure 5.14b shows the signal decays corresponding to
each region in the object together with the respective fit. From dark to light gray
the obtained relaxation times are 1.9, 5, and 15 ms, in agreement with the relaxation
times measured from each single rubber sample using a CPMG sequence.

In cases where different regions in the sample possess similar CPMG decay
times, but different signal attenuation during the Hahn-echo sequence, the encoding
echo time (tEE) can be purposely increased to enhance the contrast between them.
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Fig. 5.15 Phantom composed of three tubes filled with water, oil, and gelatin. The imaging
sequences allow to introduce contrast by diffusion by increasing the encoding echo time tEE. From
left to right the images were measured with tEE = 0.5, 1, 2, and 5 ms. During the detection period
1,000 echoes were generated and co-added for sensitivity improvement. While the first image
does not show any contrast between the tubes, for longer encoding times the contrast introduces
signal attenuation for the water and gelatin sample, while almost no attenuation is observed for the
oil tube

This approach is ideal, for example, to produce contrast by diffusion in liquid-like
samples. In this case the signal intensity is strongly attenuated by diffusion during
the encoding period, while for short enough detection echo times the CPMG decays
might be similar. It must be noticed that increasing tED to enhance diffusion contrast
during the CPMG decay is disadvantageous because it leads to SNR deterioration
in the image due to a reduction in the total number of echoes that can be acquired
during the detection period. Figure 5.15 shows images of three tubes filled with
water, oil and gelatin. They were measured using encoding times of tEE = 0.5, 1, 2,
and 5 ms (from the left to the right) and 1,000 echoes during the acquisition train.
It can be nicely observed that for short tEE the method allows the measurement of
density images, while for longer values important contrast can be produced keeping
the sensitivity improvement achieved by adding the long echo train. The method has
proven to be of great help discriminating fat and meat in biological tissue, results
that are presented in Chap. 8.

5.4.3 3D Imaging

Combining the 2D phase-encoding method with slice selection, 3D spatial reso-
lution is achieved [8]. Figure 5.16a shows an object with a 3D structure obtained
by stacking a set of letters forming the word MOUSE cut from a sheet of 2 mm
thick natural rubber. Having no spacer in between the letters the total structure is
10 mm high. For a better view, Fig. 5.16b shows the letters separated one from
each other. After calibrating the frequency dependence with the position along the
depth direction different 1 mm thick slices were selected, one inside each letter. The
new multi-echo acquisition scheme was applied using 20 gradient steps and a FoV
of 32 mm, giving a spatial resolution of about 1.6 mm. To have the same FoV at
different depth both gradient amplitudes were calibrated. For this rubber sample,
96 echoes were added for sensitivity improvement. Using a recycle delay of 30 ms
and two scans an experimental time of 45 s was needed to obtain the image of the
first letter. To compensate the loss of sensitivity due to B1 reduction as a function of
depth, an increasing number of scans was used for the next letters needing a factor
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Fig. 5.16 (a) Object made by stacking the letters of the word MOUSE cut from a rubber sheet
2 mm thick. (b) Expanded view of the object obtained by drawing the letters separate from each
other to see the object structure. (c) Images of each letter obtained by applying the multi-echo
imaging method and selecting a 1 mm thick slice in the center of each letter. To compensate for the
loss in sensitivity due to the B1 decay, the number of scans used for each letter was increased pro-
portional to depth. The total time to obtain each letter was 45, 45, 90, 120, and 180 s, respectively

of 4 for the last one. The 2D image of each letter can be observed in Fig. 5.16c.
The flatness of the sensitive volume is good enough to observe no superposition
of consecutive letters, and as no distortions can be observed in any of them we
conclude that the uniformity of the pulsed gradients is acceptable in the complete
range.

5.5 Displacement Encoding

Nuclear magnetic resonance has proved to be a powerful tool to characterize molec-
ular motion non-invasively [1, 2]. It is suited to study displacement in a wide range
of time and length scales. For opaque materials, for which optical methods are
excluded, there are few experimental methods able to determine molecular displace-
ments in any detail. NMR techniques offer a number of advantages compared to
other experimental methods [9] and have been widely used in biology, medicine,
and material science. NMR has enabled, for example, the measurement of vascular
flow in stems and petioles at various stages of plant development, as well as vascular
blood flow during the cardiac cycle. Also numerous applications in porous media
such as natural sandstone have helped to elucidate models that describe the transport
of fluids within the porous structure [10]. Combined with high-resolution imaging
methods, it is a unique experimental method to check numerical solutions to the
Navier–Stokes equation for Newtonian liquids or to validate constitutive equations
used to describe the complex rheological behavior of non-Newtonian fluids [11, 12].
In contrast to other methods it is not affected by the vicinity of walls, providing, for
example, the possibility to study effects such as the wall slip observed in the velocity
shear of polymer melts and solutions [13].
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A number of sequences based on the use of pulsed field gradients (PFG) have
been implemented and tested in the homogeneous field of conventional supercon-
ducting and electromagnets, but several problems appear when they are imple-
mented in the extremely inhomogeneous fields of open sensors. First, depending
on the sequence, the strong static gradient G0 of the main field can introduce sig-
nificant signal attenuation due to molecular self-diffusion. Second, off-resonance
excitation and rf field inhomogeneity lead to a large number of coherence pathways
with improper displacement encoding. Third, the low magnetic field strength and
the broadband signal inherent to these sensors yield low sensitivity and extend the
experimental times to unviable limits. In this section a modification to the PFG-
stimulated spin echo of Tanner [14], the so-called 13-interval sequence proposed by
Cotts [15], is described. In particular, a phase cycling designed to eliminate spurious
coherence pathways is given. This sequence reduces the signal loss due to diffusion
in the presence of the strong background gradient and can be combined with the
multi-echo detection CPMG-CP scheme to reduce the experimental time by several
orders of magnitude, allowing the measurement of velocity distributions in a few
minutes. Furthermore, this flow-encoding method can be combined with imaging
techniques to spatially resolve velocity distributions and to obtain 2D velocity maps
in situ.

5.5.1 PFG Methods in Inhomogeneous Fields

PFG methods measure coherent and diffusive displacement by means of spin echoes
(SE) [16] and stimulated echoes (STE) [14] formed in the presence of pulsed field
gradients. In systems where T2 is much shorter than T1, the PFG-STE sequence of
Tanner has proven to be better suited than the conventional PFG-SE sequence. Fig-
ure 5.17a shows Tanner’s sequence, where two gradient pulses of length δ separated
by an evolution time� are applied to introduce phase shifts φi and φf proportional to
the initial and final positions ri and rf [17]. As the magnetization is stored along the
longitudinal axis during the evolution period �, PFG-STE allows longer evolution
interval between the encoding and decoding gradient pulses (Fig. 5.17a). In this way
the relaxation rate during the evolution period is given by T1 and not by T2 as in the
SE sequence.

In the presence of a static magnetic field gradient G0, the echo signal generated
by the PFG-STE sequence is attenuated by diffusion as [14]

ln(M(t)/M0) = −γ 2 D
{
δ2(�+ τ − δ/3)g2

1

+ δ
(
2τ�+ 2τ 2 − 2/3δ2 − δ(δ1 + δ2)− (δ2

1 + δ2
2)
)
g1G0

+ τ 2(�+ 2/3τ)G2
0

}
, (5.1)

where τ is the time between the first two 90◦ pulses and δ1,2 are the times between
the rf and the gradient pulses. Depending on the G0 value significant attenuation can
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Fig. 5.17 (a) Stimulated spin-echo PFG sequence to measure displacement during the free evo-
lution period �. (b) 13-interval PFG-STE sequence (encoding period) that cancels the effect of
the strong static gradient generated by the open magnet geometry. Refocusing pulses are applied
during the coding intervals to cancel the phase spread due to the static gradient. To increase the
sensitivity a train of rf pulses (detection period) is applied after formation of the stimulated echo.
The echo time tED for detection is determined by the dead time of the probe

be expected [15, 18]. This fact complicates, and in some cases prevents, the use of
this method for displacement encoding in the presence of background gradients. To
reduce the diffusive signal attenuation due to G0, Cotts et al. developed the so-called
13-interval sequence, denoted as encoding period in Fig. 5.17b [15]. It includes 180◦
pulses applied during the coding intervals to cancel the phase spread introduced by
G0 during each of these periods, while the encoding phase is defined by means of
bipolar gradient pulses. For this sequence the signal attenuation due to molecular
diffusion is



132 F. Casanova

ln(M(t)/M0) = −γ 2 D
{
δ2(4�+ 6τ − 2/3δ)g2

1 + 2τδ(δ1 − δ2)g1G0

+ 4/3τ 3G2
0

}
. (5.2)

In contrast to the PFG-STE sequence, signal attenuation due to diffusion under
G0 arises only during the two encoding periods, but not during �. The sequence
has been widely applied to measure flow in heterogeneous samples such as porous
media showing that distortions introduced by field inhomogeneities can be consid-
erably reduced.

Unfortunately, the application of this sequence with an open sensor, where the B0
and B1 fields are strongly inhomogeneous requires important analysis. The complex
distribution of flip angles across the sensitive volume generates a large number of
coherence pathways (35) that must be filtered by phase cycling. In order to keep the
number of phase steps to a minimum it is important to notice that several of this
pathways will have negligible contribution and can be simply ignored. This is the
case of the magnetization evolving in the transverse plane during �. In a typical
experiment this evolution time is much longer than τ and of the order of several
milliseconds, so transverse magnetization is strongly attenuated by T2 and diffusion.
From the pathways evolving with q3 = 0 only the six listed in Table 5.3 fulfill the
echo condition described by Eq. (2.12).

The first two are both generated even when the sequence is implemented under
on-resonance condition and homogeneous B1 field and superimpose during signal
detection. As the phase accumulated during a free evolution period qk is propor-
tional to qk (see Chap. 2), for the case where the gradient pulses are applied with the
polarities shown in Fig. 5.17b, P1 is modulated by a phase (φi − φf) proportional to
the average displacement and P2 by a phase (−φi − φf) proportional to the average
position. When the signal is sampled as a function of the gradient strength both
contributions are present, and a superposition of the velocity distribution and the
image of the sample are obtained (Fig. 5.18a). To cancel the contribution of P2,
the dependence of the pathways on the phase of each rf pulse must be exploited.
For example, it can be eliminated stepping the phases of the third and fourth pulses
from 0 to π/2 and keeping the receiver phase constant [19] (Fig. 5.18b). In this case,
P1 does not change, but the signal coming from P2 shift π and cancel out after two
scans.

The rest of the pathways are present only when the sequence is imple-
mented under non-ideal experimental conditions, so their contribution to the final

Table 5.3 Pathways interfering during the acquisition period of the 13-interval sequence

Pathway Phase

P1 = M0,+1,−1,0,−1,+1 +φ1 − 2φ2 + φ3 − φ4 + 2φ5
P2 = M0,−1,+1,0,−1,+1 −φ1 + 2φ2 − φ3 − φ4 + 2φ5
P3 = M0,−1,−1,0,+1,+1 −φ1 + φ3 + φ4
P4 = M0,−1,0,0,0,+1 −φ1 + φ2 + φ5
P5 = M0,0,−1,0,0,+1 −φ2 + φ3 + φ5
P6 = M0,0,0,0,−1,+1 −φ4 + 2φ5
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Fig. 5.18 (a) Simulated velocity profile for the 13-interval sequence (Fig. 5.17a). A single velocity
of 20 mm/s inside a slice 2 mm thick and perpendicular to the flow direction was assumed. Not only
a single velocity is obtained, but also the image of the slice is observed. (b) The unwanted image
is completely removed by cycling the phases of the second rf pulse from 0 to π/2, keeping the
received phase unchanged

signal depends on the particular sensor. To understand the performance of the pulse
sequence, the signal response was calculated as a function of the effective flip angle
(θ ) assuming a single velocity v. This simulation cycles the phases needed to can-
cel the contribution of P2, which at the same time eliminates P3 (this path is not
effectively encoded by the bipolar gradients because the 180◦ pulses applied in each
coding period do not invert the sign of the accumulated phase). Figure 5.19 shows
the velocity distribution obtained as a function of the flip angle. For θ values close to
90◦ the profile is undistorted and the single velocity is at the right spectral position.
Nevertheless, when θ deviates from the ideal value ( because either of B1 or Boff
variations), a spurious contribution at half the original velocity value is obtained.
This peak is the magnetization encoded by only one of the two gradient pulses
during each coding period, which is modulated with half of the correct frequency in
the q-space.

The pathway responsible for this spurious signal is the P5, which is encoded with
a phase (φini/2 − φfin/2). (As q2 = −1 a positive initial phase is acquired during
q2 where the gradient pulse is negative, but a negative phase is acquired during the
fifth period where q5 = +1 and the gradient pulse is negative). In order to quantify
the importance of this distortion for the conditions of a real experiment we included
in the calculations the off-resonance excitation and the real B1 distribution of the
rf coil. Figure 5.20a shows the obtained velocity distribution. The peak at v/2 is
clearly observed and its relative amplitude is almost 50% compared to the amplitude
at the correct velocity. As observed in Fig. 5.19, the distortion is the largest for flip
angles close to π/4. For this value a large component of the magnetization remains
along the z-axis after the application of the first rf pulse and is not encoded by the
first gradient pulse of the encoding period. This remnant component is eliminated
by cycling the phase of the first rf pulse and the phase of the receiver from 0 to π
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Fig. 5.19 Velocity profiles obtained as a function of the flip angle. For the calculation homo-
geneous static and rf fields were assumed as well as a uniform velocity v. A correct velocity
distribution is obtained for flip angles close to 90◦, while the profiles become distorted for flip
angles close to 45 and 135◦

(add–subtract phase cycling) [19]. This phase cycle also eliminates P6 and the fresh
magnetization created during �. Figure 5.20b shows the velocity profile obtained
by including this phase cycle in the simulation. The distortion is clearly absent. To
remove the remaining pathway P4, which is encoded with a phase proportional to
half of the average position (−φini/2−φfin/2), φ2 must be cycled from π/2 to −π/2
keeping the receiver phase constant. However, it does not appear to introduce big
distortions, so these steps are not included in Table 5.4.

Besides the mentioned distortions that appear as a consequence of the field inho-
mogeneity, the use of this technique is limited by the poor sensitivity of single-sided
sensors. In Sect. 5.2.2 the use of the multi-echo acquisition scheme CMPG-CP
for sensitivity improvement was described. Figure 5.17b shows that it can also be
attached to the 13-interval sequence (encoding period). As already mentioned, the
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Fig. 5.20 (a) Velocity profiles calculated considering both the off-resonance due to the static gra-
dient of the sensor and the B1 field distribution provided by the rf coil. Although a single velocity
of 20 mm/s was assumed in the simulation, a contribution at half of this value is also observed.
(b) To effectively cancel this distortion, the phase of the first rf pulse and the receiver phase were
cycled from 0 to π
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Table 5.4 Phase cycle to filter unwanted pathways generated when the 13-interval sequence is
applied in inhomogeneous fields

φ1 φ2 φ3 φ4 φ5 φα φrec

0 π/2 0 0 π/2 π/2 0
0 π/2 π/2 π/2 π/2 π/2 0
π π/2 0 0 π/2 π/2 π

π π/2 π/2 π/2 π/2 π/2 π

0 π/2 0 0 π/2 0 0
0 π/2 π/2 π/2 π/2 0 0
π π/2 0 0 π/2 0 π

π π/2 π/2 π/2 π/2 0 π

refocusing pulses only preserve the component of the echo signal parallel to the
refocusing rf pulses, while the perpendicular component goes to zero after a tran-
sient period. For the reconstruction of the velocity distribution both magnetization
components are necessary and the loss of one of them mirrors the spectrum. To
sample both components two experiments are performed, switching the phase of
the rf pulses of the refocusing train from 0 to π/2. In summary, the total experiment
requires a minimum of eight scans per gradient step. The phase of the first rf pulse
must be cycled from 0 to π to eliminate distortions due to the flip angle distribution,
the phase of the third and fourth rf pulses from 0 to π/2 to eliminate the unwanted
image from the velocity profile, and the sequence must be repeated changing the
phase of the refocusing train to sample both components of the echo signal (see
Table 5.4). It should be noticed that under strong background gradients and long
enough � the unwanted pathways can be strongly attenuated because for them the
13-interval sequence is actually a stimulated echo sequence (only three of the five
pulses act on the magnetization) where diffusion attenuation during � is observed.

5.5.2 Measurement of Velocity Distributions

The new flow-encoding method was implemented on the open tomograph described
in Chap. 4. Its efficiency to remove the effect of the background gradient was tested
first. The sequence was implemented without gradient pulses, and the echo inten-
sity from water doped with Cu2S was sampled as a function of � for different δ
values. The acquired decays could be fitted by a mono-exponential function with a
time constant independent of δ and equal to T1 in all cases. This result proves that
the stimulated echo stored as longitudinal magnetization during � is free of phase
contributions introduced by the static gradient.

To illustrate the performance of the method, the water flow in a thin rectangular
pipe was measured. The tube, 12 mm wide, 0.6 mm high, and 200 mm long, was
placed at 10 mm from the sensor surface. When the ratio between the height a and
the width b of the tube is b/a � 1, the velocity profile of laminar flow can be consid-
ered to be flat along the long side b while it changes quadratically with the height a
[20]. A volume flow rate Q of 170 ml/h was driven by a precision pump Pharmacia
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Fig. 5.21 (a) Velocity distribution of water flowing in a rectangular pipe obtained with the pulse
sequence of Fig. 5.17b. Dots denote experimental data. The water used for the experiment was
doped with Cu2S to reduce the T1 value to 0.9 s. The gradient pulse length δ was set to 0.5 ms
and the evolution period � to 200 ms. To improve the signal-to-noise ratio 2,000 echoes were
acquired with tED = 0.11 ms. The total experimental time to obtain the velocity distribution work-
ing at 10 mm from the sensor surface was 5 min. For comparison the theoretical distribution was
calculated and is shown as a continuous line. (b) Correlation between the average velocity vNMR
measured using the single-step phase-encoding PFG-STE method with the value va, determined
from the known flow rate and the geometry of the tube

P500 defining a maximum velocity vm = 3/2 × Q/(ab) of about 10 mm/s. The
dotted velocity profile in Fig. 5.21a was measured with the sequence of Fig. 5.17b.
The q-space was sampled in 24 steps from negative to positive values and with the
field of flow set to 30 mm/s, a velocity resolution of about 1.25 mm/s was defined.
To excite all the spins across the tube, the length of rf pulses was set to 7 μs defining
a slice thickness of about 1.4 mm. The shortest echo time tED = 0.11 ms, limited
by the dead time of the probe, was employed. A train of 2,000 echoes was added
to improve the sensitivity by a factor of 20 compared to single-echo detection [19].
Thanks to this dramatic sensitivity enhancement, only eight scans were required,
determining a total time of about 5 min to measure the velocity distribution. The
theoretical velocity profile for this pipe geometry was calculated and is shown in
Fig. 5.21a as well. The good agreement between experimental and theoretical curves
proves that the method is suitable to remotely measure velocity distributions, even
in these extremely inhomogeneous fields.

Single-sided sensors are usually repositioned to scan the object at different spots.
In some applications only the average velocity at each spot is required. When this
is the case a single phase-encoding step can be used instead of the N steps needed
to reconstruct the full propagator [21]. The sacrifice in velocity resolution leads to a
direct reduction in experimental time by a factor of N/2. The procedure requires an
initial experiment without gradient pulses to measure the reference phase of the echo
signal, and a second experiment with the gradient pulses to introduce a phase shift in
the echo proportional to the displacement. From this phase shift the average velocity
inside the sensitive spot can be easily computed. The method was implemented to
measure the average velocity va = Q/(ab) in the rectangular pipe. Figure 5.21b
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shows the average velocity vNMR measured with the single-step PFG-STE method as
a function of the average velocity calculated via the known flow rate. The excellent
correlation proves that the method is accurate in a wide velocity range. The time to
measure the average velocity inside the selected volume, under the same conditions
as in the previous experiment, was about 24 s.

5.6 Spatially Resolved Velocity Distributions

In this section the method developed to encode velocity is combined with a slice
selection procedure to spatially resolve the velocity profile in the object along the
depth direction. Flat slices at different depths can be selected by stepping the exci-
tation frequency as was shown in the previous sections (Fig 5.16). To illustrate the
performance of the method, the profile of water flowing in a rectangular pipe 30 mm
wide, and 3 mm high was measured. A volume flow rate of 3,600 ml/h was driven
by a precision pump, defining a maximum velocity in the pipe of about 17 mm/s.
When the ratio b/a between the height and the width of the tube is much larger than
1, the velocity of laminar flow can be considered to be constant along the long side
b while it changes as a quadratic function of the height a. The pipe was scanned
along y by sweeping the position of the sensitive slice in steps of 0.3 mm from 7
to 10 mm, where the tube was placed. Figure 5.22a shows the spatially resolved
velocity distribution where the parabolic profile is clearly visible [22]. Figure 5.22b
shows the propagators measured at three different positions in the tube. They show
how the averaged velocity in the slice goes to zero as the slice approaches the wall,
while the width of the distributions increases, in agreement with the change in the
local shear value.

As a second example the velocity distribution of water flowing in a circular pipe
with 3 mm inner diameter was scanned with the same experimental parameters as
before. Figure 5.22c shows the propagator spatially resolved along y [22]. In con-
trast to the rectangular geometry, for a circular pipe of radius R the velocity depends
on both y and z as v(x, y, z) = vmax × (1 − (y2 + z2)/R2). This defines a veloc-
ity distribution in each slice with velocity ranging from zero to a maximum value
that depends on the y-position. The parabolic behavior of the maximum velocity is
clearly resolved in Fig. 5.22c, where it can be also observed that the velocity proba-
bility is non-zero from zero up to the maximum velocity in the slice. The complete
propagator of the tube can be reconstructed by integrating the distributions along
the depth direction. Figure 5.22d shows the characteristic hat function distribution
expected for this geometry.

5.6.1 2D Velocity Maps

Once a slice is selected, the velocity distribution can be resolved along a lateral
direction by including a pulsed field gradient gz in the sequence (Fig. 5.23) [22].
Stepping the amplitudes of g1 (in this case applied along x) and gz independently in
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Fig. 5.22 (a) Velocity distribution of water undergoing laminar flow in a rectangular pipe 3 mm
high and 30 mm wide spatially resolved along y. The velocity distribution of each slice was mea-
sured with the sequence of Fig. 4.1b using δ = 1 ms, � = 50 ms, FoF = 40 mm/s, 20 gradient
steps, and eight scans per gradient value. To improve the signal-to-noise ratio 2,000 echoes were
acquired with tED = 0.11 ms. The total experimental time to resolve the velocity distribution
was about 30 min. The position y = 0 in the plot is at 7 mm from the surface of the sensor and
corresponds to the position of the lower wall of the tube. (b) Propagators measured at the center
(�), between the center and the wall (•), and next to the wall (�). One can clearly see how the
central velocity goes to zero when approaching the wall, while the width of the velocity distribution
increases according to the increase in the velocity shear. (c) Velocity distribution of water flowing
in a circular pipe, spatially resolved along y. The experimental parameters were the same as the
ones used for the rectangular pipe. The flow rate was set to 190 ml/h defining a maximum velocity
of 15 mm/s. The maximum velocity as a function of y shows the expected parabolic behavior. (d)
Velocity distribution of the complete circular pipe showing the typical hat function corresponding
to this geometry. The total velocity distribution was obtained by integration of the velocity profile
(c) along y

a 2D experiment the velocity distribution in each pixel along z can be determined.
By combining this method with the slice selection procedure the velocity distribu-
tion in each pixel of the 2D image can be obtained. This is a time-consuming 3D
experiment. In general, a uniform velocity inside each pixel can be assumed, so that
a single phase-encoding step can be used for g1 instead of the N steps needed to
reconstruct the full propagator [21]. The procedure requires two imaging experi-
ments with different g1 amplitudes, thus in each pixel of the 2D image a phase shift
proportional to the displacement is introduced. From the phase shift the velocity in
each pixel can be easily computed to reconstruct a 2D velocity map of the cross
section perpendicular to the flow direction. As for the propagator measurement,
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Fig. 5.23 Thirteen-interval stimulated spin-echo PFG sequence to measure displacement during
the free evolution period �. The sequence includes a bipolar gradient pulse applied before the
detection train to obtain spatial resolution along z

a minimum of eight scans is required for the phase cycle to remove the distortions
and to sample the two components of the signal.

The method was implemented to map the velocity profile of a laminar water flow
in a circular pipe with 6 mm inner diameter. The flow rate was set to 500 ml/h to
define a maximum velocity of about 10 mm/s. The pipe was scanned along y moving
the position of the sensitive slice in steps of 0.5 mm. A 1D profile along z of each
slice was obtained by increasing the amplitude of the pulsed gradient in 16 steps,
setting a FoV of 8 mm, the same spatial resolution along both spatial directions was
defined. Figure 5.24a shows the 2D velocity map computed from the pixel phase
shift measured with the single-step PFG-STE method. The plot clearly shows the
annular pattern corresponding to the parabolic profile developed in this geometry.
The agreement of the results with the theoretical profile can be judged in Fig. 5.24b,
where the profiles along y and z are displayed together with the expected quadratic
function.

The detailed information about fluid transport properties provided non-
invasively, together with the simplicity of the measurement procedure, identifies
single-sided NMR as a suitable technique to characterize flowing characteristics of
complex fluids. In this chapter, an alternate PFG-STE sequence suitable to encode
displacement in the presence of strong B0 and B1 field gradients has been presented.
It has been successfully implemented on a single-sided NMR sensor to measure
velocity distributions ex situ. As for imaging experiments, a key step to measure
velocity ex situ is the incorporation of the multi-echo acquisition scheme following
the displacement-encoding period.
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Fig. 5.24 (a) 2D velocity map of water flowing in a circular pipe, 6 mm in diameter. It was obtained
with the pulse sequence of Fig. 5.23, using the single gradient step method to encode velocity. The
total experimental time to obtain the velocity distribution with the tube placed between 4 and
10 mm from the sensor surface was 50 min. (b) Velocity profiles along y (�) and z (�) plotted
together with the expected quadratic function (dashed line)
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Chapter 6
High-Resolution NMR in Inhomogeneous Fields

Vasiliki Demas, John M. Franck, Jeffrey A. Reimer, and Alexander Pines

6.1 Introduction

During recent years, portable and single-sided NMR devices and methodologies
have drawn considerable attention. The ability to conduct NMR with portable and
inexpensive systems, or ex situ, enhances a variety of fields and applications. For
example, such NMR sensors enable scanning in the field and would provide access
to immovable, arbitrary-sized objects. Presently, devices such as the NMR-MOUSE
[1–6] and other single-sided or inside-out sensors [7–13] are used to reconstruct
images or to determine the sample relaxation times, despite the strongly inhomo-
geneous fields of these devices. Such measurements generate information for appli-
cations ranging from materials and tissue evaluation [14–17] to flow measurements
[18, 19], art preservation [20, 21], and well logging [22].1 However, inhomogeneous
field variations exceed chemical shift effects by orders of magnitude, so no chemical
shift information can be extracted from the spectra. Therefore, the unavoidable spa-
tial inhomogeneity of the static magnetic field has precluded the use of such devices
for high-resolution spectroscopy.

An approach that circumvents the inherent field inhomogeneity present in single-
sided systems makes use of the Earth’s magnetic field [23]. Experiments in Earth’s
field NMR have been carried out and have measured relaxation, images [24–26],
and brine diffusion through ice [23, 27–29] and other media [30, 12] and have
detected ground-water [31–33]; recently, such experiments enabled high-resolution
proton, lithium, and fluorine J-coupling spectroscopy [34, 64]. Unfortunately, the
low intensity of the Earth’s field results in a very poor nuclear spin polarization.
It also hinders any kind of chemical shift-resolved spectroscopy. Furthermore, the
Earth’s field retains its homogeneity only in remote areas (far away from buildings,
cars, etc.) which obviously results in additional practical complications.

V. Demas, J.M. Franck, J.A. Reimer, and A. Pines (B)
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1 The contributions to the field by oil companies such as, for example, Schlumberger-Doll
and Chevron are immense.
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Although the use of shimming hardware still remains a valid approach to the
problem of field inhomogeneity in single-sided magnets, this chapter focuses on a
number of schemes that rather rely on active spin manipulation after excitation. Such
“ex situ” methodologies compensate for the dephasing of the spin ensemble that
occurs between discrete acquisition points. They do this by periodically employing
specialized radio frequency or gradient field waveforms [35–37]. The resulting sig-
nal retains chemical shift information, but the lines of the spectrum remain sharp,
unaffected by broadening from inhomogeneous dephasing.

To date, only a handful of approaches have yielded reasonable means of recov-
ering spectral information in the presence of strong field inhomogeneities [38–41].
Before the introduction of “ex situ” methodologies, it was considered impossible
to refocus inhomogeneous dispersion without destroying the chemical shift infor-
mation. Here we describe the use of simple composite pulse and adiabatic pulse
versions of “hardware matching” pulses, as well as the highly flexible “shim pulses.”

In addition to ex situ methods, a newer method, ultrafast NMR spectroscopy, can
accommodate – at the expense of signal to noise – straightforward inhomogeneous
compensation, also without the sophisticated hardware required by older methods.

Ex situ remains an active area of development. NMR spectroscopy and spec-
troscopic imaging information have been obtained in emulated ex situ conditions
[35, 37, 42–46] and the ex situ matching methodology [35] obtained the first high-
resolution spectrum in a one-sided low-field system [47]. Further development of ex
situ will permit field deployment of this robust and inexpensive version of magnetic
resonance.

6.2 Approaches Based on Spin Interactions

In single-sided systems, inhomogeneities can prove fatal to spectroscopic methods.
Even in high-field superconducting magnets, however, field inhomogeneity imposes
one of the strictest limitations for high-resolution NMR. Therefore, several research
groups over the past decades have investigated approaches to high-resolution NMR
in inhomogeneous fields.

Refocusing pulse sequences, such as Hahn echoes [48], have proven themselves
a tremendous discovery for NMR. When applied to inhomogeneous environments
they refocus inhomogeneous broadenings, making possible the measurement of
relaxation, diffusion, and homonuclear J-couplings. In fact, spin echo modulation
as a function of interpulse spacing first indicated the existence of J-couplings, pre-
viously obscured by field inhomogeneities [49]. However, these sequences simulta-
neously remove chemical shift information and heteronuclear J-couplings.

An early approach removed inhomogeneous broadening by means of multiple
quantum coherence transfer echoes [38, 50, 51]. This technique takes advantage of
the total spin coherence, which evolves only under the Zeeman term. The creation
of an echo usually requires the application of two excitation pulses. The first gen-
erates a coherence which defocuses due to inhomogeneities and the second inverts
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the accumulated effects of the inhomogeneous interaction and refocuses the signal.
During the interval separating the two pulses, coherence can be transferred from one
coherence level to another (from the maximum quantum coherence level, which is
coherence N for a system of N coupled spins, to any other quantum coherence level
n). The two coherences involved evolve under inhomogeneities at different rates,
with that during the maximum quantum coherence allowing evolution only under
the inhomogeneous Zeeman term. If the spins evolve for a period in the maximum
quantum coherence level and then at any other level, the term due to static field
inhomogeneities and susceptibility broadening in the n quantum spectrum will van-
ish [38, 51]. The requirement of a total spin coherence limits the applicability of this
technique, as does the fact that it does not excite the lines of uncoupled systems.

A second multiple quantum-based approach capitalizes on intermolecular zero-
quantum coherences (iZQCs) in solution [52]. iZQCs give high-resolution spectro-
scopic information in inhomogeneous fields so long as the field varies negligibly
over the dipolar correlation length scale (about 10 μm) [39]. The HOMOGENIZED
detection method [39, 53] developed in the laboratory of W. S. Warren2 worked in
magnets with fields up to 18 T with small inhomogeneities (on the order of 1 ppm).
HOMOGENIZED gave high-resolution proton spectra of liquid mixtures [39, 41].
Unfortunately a few drawbacks prevent the routine application of this technique
to ex situ systems. Primarily, the necessary spin coupling must be achieved via
distant dipole–dipole interactions. The signal comes from iZQCs within some cor-
relation distance [54–56] that depends on the pulsed field gradients applied during
the pulse sequence. Larger inhomogeneities require a smaller correlation distance,
which yields a smaller signal. In addition, typical signals are 5% of the conven-
tional single-quantum signals. Already low signal levels in ex situ systems (typical
field strengths less than 1–2 T and field gradients of 0.1–1 T/m) would make iZQCs
impossible to observe.

In yet another approach, the nuclear Overhauser effect (NOE) between sol-
vent and solute yields high resolution. One-dimensional experiments utilize a hole
burning approach, limiting the amount of signal to the portion of spins with “cor-
rect” frequencies. Therefore, for a larger correction, the amount of signal will
decrease. Two-dimensional experiments use hetero-NOESY or HOESY sequences
[40]. NOE-based approaches deal with small inhomogeneities (like those due to
susceptibility variations on a fine scale) that can be “filtered out” by means of NOE.
The main drawback for NOE techniques is that the strength of the solvent–solute
NOE can be weak and depends on the longitudinal relaxation of solvent and solute.

6.3 Ex Situ NMR: Spatially Dependent “z-Rotations”

Spin interaction techniques have facilitated spectral resolution improvements
despite the presence of small static field inhomogeneities. However, all of these

2 HOMOGENIZED is similar to the CRAZED sequence also developed by Warren et al. [57].
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methods would fail in the weak, highly inhomogeneous fields present in systems
of interest for practical situations. Therefore, we proceed to describe a series of
approaches, developed in recent years, that allow high-resolution NMR in such
ex situ systems. The ex situ procedure generally requires a field map of the inho-
mogeneities (by MRI techniques or Hall probes). Pulse sequences then employ the
information from the field map to refocus the effects of the inhomogeneities and
yield a corrected FID and narrowed spectral lines.

The different ex situ methodologies utilize rf, static field gradient pulses, or
combinations of both to impart position-dependent phase corrections (position-
dependent z-rotations) to the sample. These corrections are independent of chemical
shift and scalar couplings; therefore, this information is preserved. Currently, such
methodologies fall into two main categories: hardware matching techniques, which
occur in both composite and adiabatic pulse variants, and shim pulses, including
those based on both the adiabatic double passage [37] and chirp pulses [36].

Ex situ methodologies significantly decrease the precision required of magnet
design, though hardware design and pulse sequence design do still remain interde-
pendent. In general, the magnet design (since not all open magnets will be tractable)
will dictate the ideal pulse scheme, which should incorporate rf field matching,
rf efficiency, short length, and broadband behavior, together with adjustability. In
practice, the field in ex situ environments varies dramatically with a nonlinear pro-
file. In the event that the available rf power allows the pulses to act over a large
inhomogeneity bandwidth, composite pulses can perform very well in the presence
of large gradients. The following factors determine the corrective strength of ex situ
methodologies:

• In the case of hardware matching, the rf to static field matching quality.
• Rate of applied correction – this depends on the gradient strength, the rf ampli-

tude, and the pulse design. Everything else equal, the stronger the rf power, the
faster the pulse-based correction.

• The offset dependence of the pulse.
• The rates of diffusive and stochastic (i.e., T2) dephasing that compete with the

rephasing induced by the refocusing pulses.

More inhomogeneous magnets require larger corrections and typically more rf
power, while in the case of hardware matching more care in matching both fields
needs to be given. Large rf power is not, however, desirable or frequently available
in portable sensors, and matching can become as tedious as conventional shimming.
Pulse sequence design can help overcome this limitation; adiabatic pulses operate
over extremely large bandwidths without the need for a very high rf power, thereby
maximizing the efficiency of the available rf power. Pulse sequences based on adi-
abatic pulses are, however, detrimentally long (pulses on the order of milliseconds)
and therefore sensitive to diffusion and relaxation. Pulse sequences work over a
specific offset bandwidth; therefore, for large gradients only small portions of the
sample yield desired information. A valid approach limits the signal acquisition –
at the expense of signal to noise – to these regions. Specialized pulses (correlation-
selective pulses) or hardware (separate coils for excitation and detection) might also
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perform such a volume selection. However, the mutual optimization of the magnet
and rf coil geometry remains both a compatible and a far more desirable option.

6.3.1 Ex Situ Matching: Compensating Static Field
Inhomogeneities via Spatially Matched rf

The first ex situ correction reported was that of ex situ hardware matching. Meriles
et al. [35] constructed an rf coil generating a field with the same spatial gradient
as the static field. They then employed composite rf pulses to induce a rotation
about the z-axis, contrary to the rotation induced by the static field during evolution.
The spatial variation of the rf rotation canceled the spatial variation of the rotation
induced by the static field (similar to the effects observed in [65]). For the first
time a sample in the presence of a static field gradient generated a signal yielding a
high-resolution NMR spectrum. Figure 6.1a shows the “standard” one-pulse NMR
spectrum in a homogeneous B0 field where five peaks are resolved. In the pres-
ence of a B0 gradient of 0.12 mT/cm, the inhomogeneously broadened spectrum is
rendered featureless and extends over a range of 20 ppm (Fig. 6.1b). The spectrum
obtained by the ex situ sequence under the same conditions resolves all five proton
NMR peaks (Fig. 6.1c).

6.3.1.1 Composite “z-Rotation” Pulses and Nutation Echoes

Initial ex situ experiments employed pulses, designed according to a simple graph-
ical model, to generate spatially dependent z-rotations. In this scheme, the magne-
tization initially spreads over the yz-plane, driven by a βx pulse of duration τβ .3 A
π/2y pulse then tips the magnetization into the transverse plane before it freely
evolves for a period τ . This initial composite z-rotation pulse both excites and
z-rotates the spins. At the end of this period, a “nutation echo” forms, a single point
is acquired, another constant-rotation composite π/2 pulse tips the magnetization

B CA

Chemical shift [ppm] Chemical shift [ppm] Chemical shift [ppm]

−515 10 5 0 −515 10 5 0 −515 10 5 0

CH3-CH2
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C = C

H
H

Fig. 6.1 From left to right: (a) A standard NMR spectrum corresponds to the “chemical finger-
print” of the sample. (b) In the presence of inhomogeneities, the spectrum is broadened and the
chemical shift information obscured. (c) The lost information is recovered via “ex situ” matching
(from [35])

3 β is a space dependent pulse, γ B1(x) · τβ = φ10 +Δφ1(x).
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Fig. 6.2 (a) A β pulse gives a position–dependent Δω1 spread. A hard π
2 pulse then tips the

magnetization on the transverse plane and a nutation echo is formed at time τ proportional to the
length of the β pulse and κ , the ratio between Δω1 and Δω0. (b) A series of such z-rotation pulses
can be applied to acquire stroboscopically an FID that is modulated by chemical shift

back onto the yz-plane, and the cycle repeats. In this fashion, the entire effectively
homogeneous FID can be acquired through stroboscopic acquisition (Fig. 6.2).

The z-rotation pulse, therefore, deposits the spins out of phase. Along the direc-
tion of the static field gradient, they are rotated increasingly further away from the
x-axis; that is, they are wound into a spiral along the direction of the static field
gradient. The subsequent action of the inhomogeneous field, therefore, serves not to
disperse the spins, but rather to refocus them. The static field gradient will reverse
the winding pattern of spins across space, while they are simultaneously encoded
with chemical shift information. Eventually, the spins corresponding to each chem-
ical shift species will align, resulting in an instant of maximum signal which, unlike
the Hahn echo, includes chemical shift encoding, which may be called a “homo-
geneity echo.”

This method requires robust π2 pulses to direct the magnetization in and out of
the xy-plane in an ideal manner; the β pulse, however, exploits the rf inhomogeneity
to encode a spatially dependent phase shift onto the spins. The high-field experi-
ments manipulated composite pulses to minimize the detrimental effects of static
and rf inhomogeneities in the π

2 pulse performance, as described in [42]. These
“self-compensated z-rotation” ex situ pulses were based on the initial work by Levitt
and Freeman [58], who introduced combinations of rf pulses to induce inversion of
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the z-magnetization over a wide range of rf and/or offset imperfections. As shown
in [58] composite π pulses perform exactly like a π pulse applied on a selected axis
in the xy-plane. The rf inhomogeneity acts to rotate the initial axis by the angle Δ.
Because the axis of inversion depends on the rf, spatially variable phase shifts of
the resultant signal can be attained if an appropriate rf coil delivers pulses crafted
according to these concepts.

In the case of the low-field experiments as described in [47, 59], however, self-
compensated z-rotations were not used. To achieve a significant change in the direc-
tion of this axis, the misset, Δ, must be somewhat large. The rf profile in these
systems and the small volumes used make the relative rf variation negligible (i.e.,
the ratio ofΔB1 to B1,0 is small). The misset during the π

2 and π rotations produces
only negligible effects.

Variations of the high-field matching experiments have been performed [42, 44]
by a collaboration between the groups at the University of California, Berkeley, and
the RWTH-Aachen University. This collaboration produced the first high-resolution
NMR spectrum by a one-sided system [47]. In these experiments, the sequence β −
π
2 – evolution was used. Changes to the duration of the β pulse vary the z-rotation
angle, thus shifting the echo formation time. The chemical shift information can
be obtained in an indirect dimension, consisting of consecutive scans with nutation
echoes at different points along the FID. As was done in these experiments, this
indirect detection setup allows a π pulse train to repeat the nutation echo (Fig. 6.3)
[47]. The subsequent averaging of these nutation echoes provides an important gain
in signal particularly crucial at such low fields.

The magnet employed for these studies generated a low field (0.2 T ) at the sur-
face – with a static gradient of 0.04 T/m. A main U-shaped permanent (NdFeB)
magnet provided the primary static field. A magnet of opposing polarity shimmed
the static magnetic field profile at the sample position. An rf coil designed to match
the field dependence in 3D space generated all rf pulses (Fig. 6.4).

A series of field maps identified the position of the rf coil that corresponded to
the best matching between the rf and static fields. The field maps were also used to

π/2y
Acq

τ

τβ

βx

Acq
…

Fig. 6.3 A position-dependent pulse β(r)x rotates the spins by a spatially dependent angle. A π
2

pulse tips the spins into the transverse plane. After a time proportional to the length of the β pulse
and proportional to the ratio of the rf gradient to the static field gradient, a nutation echo forms.
A train of π pulses generates a long echo train co-added to increase the signal-to-noise ratio by a
large factor
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Fig. 6.4 (a) Magnet array schematic with permanent magnet element shimming. The inner or
“shim” magnet opposes the field created by the outer magnet reducing the magnitude of the static
gradient and defining a magnetic field with adjustable spatial dependency. (b) The surface coil
and static field have a matched space dependence along three dimensions (for a range of a few
millimeters). The two field maps around the sweet spot are shown (c) From top: spectra of C6 F6
before and after optimizing the position of the inner magnet. The final spectrum is after using the
refocusing sequence of the upper inset

adjust shimming permanent magnet units to produce a static field that best matched
the field profile produced by the rf coil. A 1 mm diameter, 3 mm long capillary
tube held a mixture of fluorinated compounds (hexafluorobenzene, perfluorohex-
ane, and perfluorinated polyether) for analysis. Fluorinated compounds provide an
easy demonstration of these methods due to their wide spread in chemical shifts.
Figure 6.4 contrasts the recovered spectrum (resolution of 8 ppm) with the standard
spectrum in the same setup. The difficulty of closely matching the rf and static fields
imposed the main limitation for these experiments and prevented the acquisition of
a proton spectrum on this system.

6.3.1.2 Scaled Adiabatic Pulses for Space-Dependent Phase Corrections

The large static field gradients in single-sided systems normally exclude all but a
small, on-resonance fraction of the sample from proper excitation and encoding.
This poses a severe challenge to the methodology of correction by spatial matching
of the rf inhomogeneities and the static field inhomogeneities. The scaled adiabatic
double passage offers a partial solution to this problem.
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Adiabatic pulses behave different from most MR pulses, in that they act on all
spins within their bandwidth in a fashion that is almost exactly uniform. A general
adiabatic pulse is specially designed with time-dependent amplitude and frequency
modulation that changes the direction of the effective magnetic field (the combined
effect of offset in B0 and B1(t), i.e., Beff) adiabatically.

The scaled adiabatic double passage pulse sequence consists of two adiabatic full
passage pulses with the same frequency (ω(t)) and amplitude (B1(t)) modulation,
but with relative amplitude of the second full passage scaled by a factor λ. Scaled
adiabatic double passages impose a phase correction that linearly depends on rf over
a large offset range.

A relatively simple physical picture demonstrates how adiabatic passages func-
tion. The effective field during a pulse takes the simple form

Beff(t) = B1(t)x̂ + Δω(t)

γ
ẑ (6.1)

whereΔω(t) = ω(t)−ω0 and x̂ , ẑ are unit vectors in the rotating frame. Beff begins
aligned with the static field, then continuously deflects from the z-axis as the ratio
between B1(t) and Δω(t) changes until it comes to its final orientation, opposed to
the direction of the static field. During a continuous excitation that varies sufficiently
slowly (the rate of precession about Beff far exceeds the rate of reorientation of Beff),
the spins that fall within the bandwidth of the pulse will always reorient with Beff as
it deflects.

The adiabatic ex situ matching pulse (scaled adiabatic double passage) employs
adiabatic pulses in a unique fashion. Unlike the most common applications of adia-
batic full passages, which are magnetization inversion, the adiabatic ex situ matching
pulse acts on an initial state where the spins have already been excited into the
transverse plane. In this context, the magnetization will precess about the effective
field, locked into the plane perpendicular to it (i.e., the effective field takes the place
of the static field as the direction of the quantization axis)4 (Fig. 6.5). That is, in
addition to inverting during a full passage, spins will also pick up a phase from
precessing about the effective field. Since the first full passage effects inversion, a
second, identical pulse would cancel the effects of the first. However, since the sec-
ond pulse of the scaled adiabatic double passage has a different amplitude it applies
a slightly different phase to the spins. Therefore, the second pulse fortunately fails
to cancel some rf-dependent portion of the phase. This miscancelation leaves a net
phase proportional to the local rf field. More importantly, this pulse sequence will
apply this desired phase robustly and uniformly across a wide bandwidth of offsets
(Fig. 6.6).

We can derive and analyze the specific effects of adiabatic pulses by means of
a propagator analysis. During an adiabatic full passage, a rotation of angular fre-

4 In order for the adiabatic pulses to perform the desired modulation of the effective field, the
adiabatic condition should be met, i.e., |γ Beff(t)| � |Ω|, where Ω is the angular frequency at
which the direction of Beff deflects.
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Fig. 6.5 A “snapshot” of the effective field shown by the arrow and attendant precessing nuclear
magnetization, represented by a disk. The adiabatic pulses slowly rotate the effective field. The
magnetization components in the transverse plane (represented by a disk here) remain in the plane
perpendicular to the effective field and rotate around it acquiring a phase that can be easily calcu-
lated
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Fig. 6.6 Modulation of one of the transverse magnetization components by the adiabatic double
passage. The two pulses have hyperbolic secant/hyperbolic tangent frequency and amplitude mod-
ulation and the relative maximum rf amplitudes are scaled by 0.5. The modulation is almost linear
on rf amplitude and independent over a 100 kHz offset range (from [42])

quency ωadia(t) = −γ Beff(t) initially rotates spins about the z-axis. The axis of
rotation then deflects at a rate Ω through the transverse plane and back onto the
z-axis. We can more compactly represent this rotation by the Hamiltonian

H(t) = eiIy
∫ t

0 Ω(τ)τωadia(t)Ize−iIy
∫ t

0 Ω(τ)τ. (6.2)

A simple transformation will elucidate the actions of this Hamiltonian. We start
by observing a general Hamiltonian for a spin state in one frame of reference |ψ〉,
as well as a unitary operator O(t) which transforms this state into a new frame of
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reference, in which the state is designated by |φ〉. The Hamiltonian H̃ for the state
|φ〉 in the new frame of reference can be calculated as follows:

|φ〉 = O(t) |ψ〉 , (6.3)

∂ |φ〉
∂t

= ∂O
∂t

|ψ〉 + O
∂ |ψ〉
∂t

, (6.4)

=
(
∂O
∂t

− iOH
)

O+ |φ〉 , (6.5)

= −iH̃ |φ〉 . (6.6)

From Eq. (6.6), we can easily calculate the evolution under the Hamiltonian from

(6.2) in the frame which “tracks” Beff, O(t) = e−iIy
∫ t

0 Ω(τ)dτ .5 A subsequent trans-
formation back into the standard frame of reference yields the propagator for an
adiabatic pulse:

e−iIy
∫ t

0 Ω(τ)dτ T̃ ei
∫ t

0 H̃(τ )dτ = e−iIy
∫ t

0 Ω(τ)dτ T̃ e−i
∫ t

0 ωadiaIz+IyΩ(τ)dτ , (6.7)

where T̃ is the Dyson operator which transforms all propagators that do not com-
mute with themselves at all times into a correctly time-ordered product of infinites-
imal time-slice propagators. In the case of adiabatic deflection (reorientation), this
simplifies to

lim
Ω

ωadia
→0

(
e−iIy

∫ t
0 Ω(τ)dτ T̃ e−i

∫ t
0 H(τ )dτ

)
= e−iIy

∫ t
0 Ω(τ)dτ e−i

∫ t
0 (ωadiaIz)dτ , (6.8)

≡ e−iIy
∫ t

0 Ω(τ)dτ e−iφ(t)Iz (6.9)

The effective Hamiltonian in this frame is

H̃(t) = ωadia(t)Iz −Ω(t)Iy, (6.10)

which does not commute with it self at all points in time. However, in the limit that
the reorientation frequency Ω is much smaller than the precession frequency ωadia,
the effect of the second term is negligible, and the propagator becomes

|φ(t)〉 = e−iIz
∫ t

0 ωadia(τ )dτ |φ(0)〉 . (6.11)

By incorporating a transformation back to the original rotating frame, the net prop-
agator in this adiabatic limit becomes simply

5 Adiabatic pulses “reorient” the quantization axis, as opposed to “hard” rf excitation pulses which
transfer populations.
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O+(t) |ϕ(t)〉 = U(t) |ψ(0)〉 = O+(t)e−iIz
∫ t

0 ωadia(τ )dτO(0) |ψ(0)〉 , (6.12)

U(t) = e−iIy
∫ t

0 Ω(τ)dτ e−iIz
∫ t

0 ωadia(τ )dτ , (6.13)

≡ e−iIy
∫ t

0 Ω(τ)dτ . (6.14)

In the case of a full adiabatic passage, the hamiltonian sweeps through a full half-
circle:

∫ tpulse

0
Ω(τ)dτ = π. (6.15)

Therefore an “adiabatic double passage” generates a net propagator

(
e−iπIy e−iφ2(t)Iz

) (
e−iπIy e−iφ1(t)Iz

)
= ei(φ1(t)−φ2(t))Iz , (6.16)

where we can write the net rotation about Beff as

φ(t) =
∫ t

0
ωadia(τ )dτ. (6.17)

The qualitative characteristics of adiabatic pulses remain relatively constant. The
rf frequency starts above and ends below the center of the excitation bandwidth. Adi-
abatic pulses operate in a consistent manner across their bandwidth. The maximum
difference between the carrier and center frequencies typically reaches 10–50 kHz.
The frequency sweep determines the bandwidth of the pulse, and the amplitude of
the rf (combined with the sweep rate) determines the maximum bandwidth over
which the pulse can remain adiabatic.

All adiabatic pulses exhibit this general behavior and many adjustable charac-
teristics will determine the properties of specific pulses. The sweep width of Δω
typically ranges from 10–100 kHz and determines the bandwidth of the pulse. The
rf power of the pulse, meanwhile, determines the rate at which the pulse can change
frequency while remaining adiabatic. Furthermore, the adiabatic pulse literature
demonstrates several pairs of amplitude and frequency modulation functions [60].

Up to now, the hyperbolic secant/tangent pair has been employed in ex situ NMR.
That is, B1(t) and Δω(t) take the forms

B1(r, t) = Bmax
1 (r)sech(βt), (6.18)

Δω(r, t) = ω0(r)− ωrf(t) = ω0(r)− μβtanh(βt), (6.19)

where 2μβ gives the width of the frequency sweep. A pulse whose bandwidth
exceeds the inhomogeneities across a sample will act uniformly over that sample,
even in the presence of an ω0 gradient.
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Fig. 6.7 A series of scaled adiabatic double passages generate phase correction and, in the pres-
ence of a static field gradient, subsequent nutation echoes for individual dwell points. Therefore, a
stroboscopically sampled FID contains homogeneous chemical shift evolution information

In the first experiments employing these types of pulses, the double passage
was applied periodically, and the relative scaling λ was set to center the echo in
the acquisition window (Fig. 6.7). A stroboscopic repetition of this scaled adia-
batic double passage every dwell period generates an FID which contains chemical
shift evolution information, despite large inhomogeneities. Proof of principle exper-
iments were conducted in a high-field (180 MHz proton Larmor frequency) setup,
with a 20 kHz/cm gradient and an rf amplitude of 6 kHz on an acetone/benzene
mixture (Fig. 6.8). A conical solenoid excited the sample and detected the signal.
This solenoid produced a constant gradient in the rf field. This rf gradient matched
the static field gradient, i.e., B0(x, y, z) ∝ B1(x, y, z). The scaled adiabatic dou-
ble passage in this experiment consisted of two hyperbolic secant/tangent adiabatic
pulses, each 20 ms long and sweeping over 28 kHz. Despite the inhomogeneities in
this setup, resolved spectra were obtained.

As an alternative to stroboscopic acquisition, the scaling ratio λ between the two
pulses of a single adiabatic double passage can vary between consecutive scans. For
each scaling value, B1 inhomogeneities compensate for a different amount of inho-
mogeneous evolution under B0. Therefore, each differently scaled adiabatic double
passage generates a nutation echo at a different point in time. The change of the
phase with respect to B1, and therefore the time that elapses before the nutation
echo, generally increases in proportion with λ. This fact clearly and rapidly indi-
cates the exact sequence of pulses needed for the entire experiment. Incrementation
of λ thus introduces a new time-domain dimension which, after Fourier transforma-
tion and skewing, indicates the rf strength. The Fourier-transform of the direct and
λ-scaling dimensions yields the correlation of B0 with B1 (Fig. 6.9a). In the case
of good matching, this correlation map illustrates narrow, linear traces like those
shown. A shearing (skewing) transformation [61] or, equivalently a first-order phase
correction applied before the final Fourier transform with respect to t1, removes the
tilting in (ω1, ω2). Upon addition, the sheared data produce high-resolution chemi-
cal shift spectra (Fig. 6.9).

An optimized version of the above pulse sequence can generate chemical shift
correlated images. A time delay inserted between the pulses gives time to gener-
ate an echo and perform phase encoding. Such a pulse sequence consists of an
excitation pulse followed by a delay τ and two adiabatic π pulses, separated by
the double of the initial time interval 2τ (Fig. 6.10). This experiment generated
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Fig. 6.8 The experimental arrangement consists of a conventional 4.2 T magnet (180 MHz proton
Larmor frequency) with the application of a constant, linear static magnetic field gradient (Gx =
3 G/cm) that emulates inhomogeneities inherent to ex situ situations. The coil used for excitation
and signal detection was a conical solenoid

(a) (b) (c)

Fig. 6.9 (a) The direct and scaling dimensions are selected to yield the correlation of the B1 field
and the static magnetic field. They show linear correlation indicated by the two lines for both
chemical species in the plot on the left. (b) The data are then sheared, as in the plot on the right,
so that the spectrum can be recovered upon projection. (c) The recovered one dimensional proton
spectrum (from [45])

images for every select chemical species. Figure 6.11 shows three of such images:
the sum over all chemical shifts, as well as the chemical shift-selected water and oil
images.
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Fig. 6.10 Pulse sequence for the static and r f gradient fields: two scaled adiabatic π pulses follow
an excitation pulse. The static field gradient along x (Gx = 3 G/cm) is applied during all experi-
ments in order to emulate the natural inhomogeneity of an ex situ environment. Phase encoding is
used to image the other two dimensions and the overall experiment is repeated for different scaling
ratios, λ, of the two adiabatic pulses
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Fig. 6.11 yz Projections and three-dimensional images of the sample (as a subset of the 4D data
set) correlated with chemical shift. (a) Either both tubes (trace at 6.5 ppm), or (b) the water (trace
at chemical shift of 4.7 ppm for water), and (c) the oil (trace at chemical shift 8.5 ppm for oil) tubes
are selectively displayed depending upon chemical shifts (from [45])

6.3.2 Shim Pulses: Corrections Based on Gradient Modulations
During an Adiabatic Double Passage

The hardware matching method described in the previous section capitalizes on
precise rf coil design and construction to recover high-resolution images with or
without chemical shift resolution. Alternatively, ex situ “shim pulses” can also cor-
rect for inhomogeneous spatial fields [37]. In this scheme, static field gradients from
imaging gradient coils apply a spatially dependent phase during the course of an
adiabatic double passage. A time-dependent modulation of the static field gradients
controls the specific spatial variation of this phase. For a given inhomogeneity pro-
file, a computer program calculates the appropriate gradient modulation that cancels
the inherent static field inhomogeneities, yielding either an effectively homogeneous
field or an effectively constant spatial field gradient for imaging in one or more
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dimensions. Thus, shim pulses can correct for complicated spatially nonlinear field
profiles, even where complicated hardware, such as shim coils or precisely matched
rf coils, remain either unavailable or inconvenient [37].

This adiabatic pulse method shares several similarities with and demonstrates
some differences from the adiabatic matching technique, as shown in [62]. Equa-
tion (6.20) easily accommodates the shim pulses gradient modulation as a spatially
dependent frequency modulation, yielding the phase of a given shim pulse as

φ(r, t) = γ

∫ t

0

√

B1(r, t ′)2 +
(

r · Gshim + B0(r)− ωrf(t ′)
γ

)2

dt ′. (6.20)

Just as in hardware matching pulse sequences, the phase correction from sequen-
tial shim pulses will add constructively. Because of this attribute, as well as the offset
independence of the pulses, the field strength of the imaging gradient does not nec-
essarily need to exceed the strength of the inhomogeneity. The only limitation of the
strength of the corrective phase arises from the signal decay imposed by relaxation
during the pulses. Like hardware-matched adiabatic pulses and adiabatic pulses in
general, shim pulses operate relatively uniformly over a bandwidth of offsets. For
both types of corrective pulses, as the strength of the correction applied by a pulse
increases, the bandwidth of the pulse decreases. However, the bandwidth for shim
pulses, typically 6 kHz, shrinks significantly from that of comparable matching
pulses, typically 40 kHz. The shim pulse bandwidth also decreases more rapidly
than the adiabatic matching pulse bandwidth as the strength of a correction scales
up. Such issues with shim pulses must inevitably balance their increased flexibility,
as the imposed offset of the imaging gradients strains the robustness of the orig-
inal adiabatic passage. Therefore, the robustness of the unaltered adiabatic pulses
primarily determines the robustness and strength of the shim pulse corrections.

In the case of ex situ “shim pulses” for spectroscopy, the combination of “ex situ
matching” and “shim pulses” relaxes the hardware requirements on both techniques.
Matching does not have to be “perfect,” and the strength of the shim pulse gradients
does not have to be as high, so the combination of these techniques to generate pulse
sequences such as those described in [62] was natural.

Practically, the general “ex situ shim pulse” scheme works as follows. First, the
static magnetic field is mapped via NMR. Second, a coil geometry that matches the
static field to a first degree is built (it could be inhomogeneous if a single-sided coil
is desired or a homogeneous coil can be used). For a given set of gradient coils, rf
geometry, and static field profile, the shim pulses are optimized to either produce
a homogeneous or linearly varying field for imaging purposes. An example “shim
pulse” is shown in Fig. 6.12.

Shim pulses have already demonstrated significant offset correction under artifi-
cially imposed ex situ conditions, and similar experiments are underway in ex situ
systems with naturally occurring gradients. The experiments by Topgaard et al. [37]
applied shim pulses periodically, stroboscopically acquiring high-resolution spectra
(Fig. 6.12) in a high-field magnet unshimmed by a few parts per million. Shim pulses
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A

Fig. 6.12 (a) Shim pulse sequence for recording 1D NMR spectra. The adiabatic rf pulses and
the numerically optimized gradient modulation (with linear and quadratic correction) are shown.
A total of 1, 024 time-domain points were recorded stroboscopically during windows in a pulse
train of shim pulses with length of 2 ms and rf sweep width 40 kHz. Effective chemical shift
evolution takes place during a dwell time of 150 μs for each detected point. (b) The 1H NMR
spectra for vitamin B1 in D2O water. (i) Inhomogeneous magnetic field without applied gradients,
(ii) inhomogeneous magnetic field with linear correction, (iii) inhomogeneous magnetic field with
linear and quadratic correction, (iv) homogeneous magnetic field without applied gradients, and
(v) standard spectrum obtained with a simple π

2 acquire experiment (from [37])
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also effectively linearized the field from defective gradients to perform accurate
imaging. In both experiments, gradient waveforms of the form

Gshim(t) =
∑

i

ai sin (ωi t) (6.21)

allowed adequate gradient modulation, while at the same time providing conve-
nience and limited demands on the gradient amplifier switching times [37].

6.3.3 Adjusted Chirp Shim Pulses

Shortly after the development of the Topgaard shim pulses, Shapira et al. devel-
oped a new type of shim pulses [36], motivated by recent developments in ultrafast
spectroscopy [66, 67]. The model used to describe chirp pulses in ultrafast 2D spec-
troscopy laid the framework for the development of these pulses. Like the Topgaard
pulses (and all ex situ pulses), these pulses generate a homogeneity echo, which refo-
cuses the inhomogeneous evolution of previously excited magnetization. Unlike the
Topgaard shim pulses, these rely on an applied imaging gradient that overwhelms
the effects of the inhomogeneities and allows the chirp pulses to address the spins
predominantly by location in space. The ability to neglect the effects of the inho-
mogeneities during the pulse permits the development of a particularly simple and
physical model of how these pulses generate an arbitrarily shaped inhomogeneity-
compensating phase by means of rudimentary hardware.

The model that describes these chirp pulses illustrates the main ideas simply
and eloquently. The chirp pulse sweeps from the initial excitation frequency Fini
to the final excitation frequency Fini + Rs(tp) at the rate R in the presence of
a gradient of strength G. Here, s(t) designates the time coordinate of the pulse;
s(t) = t only for the original, standard chirp pulse. As the pulse progresses, it
consecutively and nearly instantaneously inverts spins along the plane given by
Fini + Rs(t) +Ωinh(z) = γ zG, where z denotes the direction of the gradient. The
magnetization inverts the instantaneous phase of the pulse, φrf = ∫ tp

0 Fini+ Rs(t)dt ,
and determines the axis (in the transverse plane of the rotating frame) about which
the inversion will occur. During the second chirp pulse, the spins are again inverted
at the appropriate instant in time. Therefore, the net result of both pulses can be
described by the propagator6:

(e−iφ(2)rf Iz e−iπ Ix e+iφ(2)rf Iz e−iγ (t[z](2))zG Iz ) ∗
(e−iγ (t (1)p −t[z](1))zG Iz e−iφ(1)rf Iz e−iπ Ix e+iφ(1)rf Iz ) =

= e
−i
(

2φ(2)rf −(t[z](2)+t (1)p −t[z](1))zG−2φ(1)rf

)
Iz
.

(6.22)

6 The superscripts (1) and (2) denote the first and second pulses, respectively.
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Therefore, the chirp pulses invert the spins along a plane in space corresponding to
the resonant frequency at a given point in time. As the pulses scan through the differ-
ent frequencies, that plane moves through space. A differing period elapses between
the arrival of the two planes, corresponding to the first and second inversions, at
any given point in space. This period becomes an effective “backward evolution”
period. The length of this period, augmented by twice the difference in phase of
the first and second pulses (at the point in time of the first and second inversions),
gives the phase of the shim pulse at a given point in space. Therefore, denoting the
time at which inversion at z occurs by t (z),7 the shape of the corrective phase can
be very easily adjusted by tweaking the length of the “backward evolution” period
for the different points in space. Mathematically, this simply amounts to choosing
the function s(t). For a given inhomogeneity, a choice of the appropriate s(t) will
generate the appropriate corrective pulse.

We have seen, so far, various methodologies that generate spatially correlated
phase corrections which compensate for inhomogeneous dephasing. Ultrafast spec-
troscopy, however, offers an entirely different means of inhomogeneous field cor-
rection. Frydman developed the technique of ultrafast spectroscopy [63], which
employs either a series of frequency-shifted rf pulses or a pair of chirp pulses, both
in the presence of a strong gradient. These pulses separate (encode) the sample in
slices (along the direction of the gradient) or voxels (in the case of orthogonal axis
3D gradients). Each slice can be encoded with an amplitude or phase modulation
corresponding to a different indirect evolution t1 [36], effectively eliminating the
need for a true indirect time dimension and dramatically speeding up experiment

Fig. 6.13 (a) 1H FT NMR spectrum of C4H9Cl/CDCl3 recorded in a homogeneous 11.75 T field.
(b) Identical experiment, but in the presence of an artificial 1.5 kHz field inhomogeneities. (c)
Spatially encoded 1H NMR spectrum recorded under identical inhomogeneous conditions as (b).
(d) Same experiment but with phase corrections to the spatially encoding rf excitation pulses. The
figure is taken from [36]

7 t[z] is determined from Fini + Rs(t[z])+Ωinh(z) = γ zG.
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acquisition speed. It turns out, furthermore, that an ultrafast experiment can easily
accommodate an automatic deconvolution of the inhomogeneities along its indirect
dimension.

Between the advent of adiabatic matching and shim pulses, Shapira and Frydman
[36] showed how to compensate for inhomogeneities along the indirect dimension.
Starting from a standard ultrafast experiment, the lengthening or shortening of the
evolution time of a voxel can compensate for the variance of the field at that point,
thereby imparting the correct phase or amplitude modulation to a voxel and effec-
tively compensating for the inhomogeneities. Thus, at the cost of the signal lost
from dividing the sample into separate voxels, the experiment itself can effectively
deconvolve the inhomogeneities (Fig. 6.13).

6.4 Summary

NMR probes non-invasively and in a powerful way for a variety of data, including
the structure and dynamics of biochemical compounds, chemical reaction progress,
and a variety of industrial quality control indicators. NMR’s spatially enhanced
offspring, magnetic resonance imaging (MRI), typically generates crucial graphical
representations of fluid flow, rates of diffusion, and the interiors of materials and liv-
ing organisms. Therefore, the general technique of magnetic resonance (MR) plays
an indispensable role in fields as varied as pharmaceuticals, geotechnical research,
genetics, molecular biology, materials science, and diagnostic radiology.

Previously, MR demanded a highly homogeneous magnetic field. However, hard-
ware and methodology advances over the last decade have transformed unconven-
tional MRI and relaxation measurements into routine experiments with compact
one-sided sensors [1–6]. More recently, despite inhomogeneous magnetic fields,
very practical new techniques have allowed for ex situ spectroscopy [35, 47] and
even recovered the chemical shift information associated with MR images [45].
These preliminary results have persuaded researchers to high hopes, and slowly the
proof of principle experiments continue to move toward practical ex situ systems
with naturally occurring gradients.

Ex situ MR, or MR in inhomogeneous fields, continues to grow rapidly because
a variety of fields and applications would benefit from the ability to conduct MR
with portable, inexpensive, or otherwise inherently inhomogeneous systems. The
complete realization of this technique would extend MR to field medical diagnosis,
on-site identification of hazardous substances (typically via signatures from pro-
duction of nuclear, chemical, and biological weapon agents, narcotics, explosives,
toxins, and poisons), characterization of geological conditions (such as in an oil
field), cheap industrial control, space exploration, and more.
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Chapter 7
High-Resolution Spectroscopy in Highly
Homogeneous Stray Fields

Ernesto P. Danieli

Single-sided sensors from permanent magnets are portable, inexpensive, and pro-
vide unlimited access to study samples of arbitrary size. The price paid for working
in the stray field of an open magnet is more inhomogeneity than inside the magnetic
field. Although resistive coils [1] are widely used in high-resolution superconduct-
ing magnets to shim the field, this solution must be discarded due to the excessive
currents required to correct the inhomogeneities of stray fields. For example, with
conventional surface coils, a current of 1,000 A is needed to generate a magnetic
field with a gradient of 1 T/m, and this is a small gradient for a single-sided sensor
(see Chap. 4). Alternative magnet geometries have been tried out mainly to reduce
the strong gradient along the depth direction [2]. However, off-resonance problems
remain and make it difficult to implement conventional NMR experiments, thus
making it nearly impossible to conduct high-resolution spectroscopy.

By accepting inhomogeneous magnetic fields as unavoidable, samples have been
characterized in terms of NMR parameters such as signal amplitude and relaxation
times. These parameters can be obtained thanks to the large efforts invested in
adapting and developing pulse sequences which work in inhomogeneous fields. An
example of this approach is presented in Chap. 6 where it was demonstrated how
chemical shift information can be retrieved in an inhomogeneous magnetic field.
Through the precise matching between the spatial dependence of B0 and B1, it is
possible to generate chemical shift-modulated nutation echoes, which are formed by
a nutation of the magnetization in the B1 field and a precession in the B0 field [3].
An important step that led to the experimental demonstration of this technique in a
single-sided magnet was the realization that small magnets properly placed in the
main magnet can be used to tune the spatial dependence of the magnetic field B0 to
match the one generated by the rf coil. This concept triggered the use of permanent
magnets to shim the intrinsic inhomogeneities of a U-shaped magnet. Instead of
adjusting the current in a coil to obtain the desired harmonic correction of the field,
this approach does not require a power supply as the positions of the shim magnets
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D-52074 Aachen, Germany
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are adjusted mechanically. In this way, it was possible to homogenize the magnet
field of a single-sided sensor to the sub-ppm regime, and the first proton spectra
could be obtained in the stray field of a magnet [4].

In this chapter, the concept of this shim unit is described in detail. In particu-
lar, the spatial movements of the shim magnets required to generate the different
harmonic corrections are explained. In addition, further steps toward improving the
field homogeneity and the size of the working volume are discussed. A major prob-
lem that arises with sensors built from permanent magnets is the strong temperature
dependence of the magnetic field strength. This issue is considered at the end of the
chapter in the context of typical NMR experiments and methods for its alleviation
are described.

7.1 Sensor Design

Several magnet geometries can be used to build a single-sided sensor (see Chap. 4).
The spatial dependence of the magnetic field can be modified by incorporating into
the main magnet assembly a set of small movable permanent magnets which form
a so-called shim unit. In order to apply this concept in the design of a particular
sensor, it is important to take the following considerations into account:

• The magnet is composed of two parts or units, i.e., the main unit generating the
main magnetic field and the shim unit used to correct the inhomogeneity of the
main field up to a certain order.

• The shim unit is specially designed to correct the spatial dependence of the main
field, so the shim unit will work only in combination with the particular main
unit.

• The numerical optimization of the shim unit requires detailed knowledge of the
main field.

• The position of the magnet blocks forming the shim unit needs to be adjustable
because of unavoidable inaccuracies in the polarization, size, and position of
individual magnet pieces. Small displacements of the magnet blocks around their
optimum positions allow one to experimentally reach the performance calculated
numerically.

This section gives a detailed description of the steps that have to be followed to
end up with a single-sided spectroscopy magnet [4]. First, the features of the main
unit are discussed, and second, the geometry of the shim unit required to obtain a
uniform magnetic field is presented.

7.1.1 Main Unit

For the discussion presented in this chapter, a main magnet with dimensions
30 × 10 × 27 cm3 and built in a U-shaped geometry has been chosen. It consists of
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two permanent magnet blocks with anti-parallel polarization placed on an iron yoke
separated by a gap between them [5, 6]. The direction along the gap is called x , the
direction along the depth y, and z is the direction across the gap. All distances are
measured from a reference system whose origin is placed at the geometric center of
the magnet with the xz-plane placed at the magnet surface. The region of interest is
a slice parallel to the magnet surface located at a depth y0, with the size of the slice
and the depth y0 small compared to the magnet gap. In good approximation, the
magnetic field in this region can be considered to be oriented along the z-axis with
its dominant gradient component along the depth direction. Due to the symmetry
of the magnet along z, the spatial dependence of the field along this direction has
only even terms in its Taylor expansion. As a function of position the field has a
minimum at the center of the magnet (z = 0) and increases as the permanent magnet
blocks are approached. This is mainly due to the inverse dependence of the field on
the distance to the magnetic source. This suggests that the field is shaped like an
arms-up parabola centered at z = 0. Also due to symmetry arguments the field
along x is an even function of x . But in this case the field decreases when moving
away of the center, reflecting the finite size of the magnet along x . Therefore, the
field behaves like an arms-down parabola along x . This spatial dependence gives
rise to the well-known horse saddle shape of the magnetic field in the xz-plane. The
field shape described above can formally be expressed by expanding the magnitude
of the magnetic field B0(r) around r0 = (0, y0, 0) as

B0(r0) = B00 + G y(y0)(y − y0)+ αz(y0)z
2 + αx (y0)x

2 + · · · , (7.1)

where B00 = B0(r0), G y(y0) = ∂B0(r)
∂y |r0 , and αk(y0) = ∂2 B0(r)

∂k2 |r0 with k = x, z.
Some specifications of the setup used in [4] are the following: at a depth y0 � 5

mm, the average field is around B00 � 0.25 T (10 MHz 1H Larmor frequency),
and the inhomogeneities are characterized by G y � −1, 000 ppm/mm, αz � 300
ppm/mm2, and αx � −30 ppm/mm2. Those data reveal that the main source of
inhomogeneity is the gradient along the depth direction. This is why a slice in the
xz-plane was chosen as the region of interest for shimming. In the presence of this
field inhomogeneity, the size of the volume where a field variation of 1 ppm is
obtained (without shims) is about 180 × 60 μm2 along the lateral directions and
1 μm thick along the depth direction. These dimensions provide some insight into
the magnitude of the inhomogeneities to be corrected with single-sided magnets.

7.1.2 Shim Unit

The field generated by the shim unit must reproduce the spatial dependence of the
main field, in principle having the smallest possible average field strength. One pos-
sibility to meet this requirement is to build the shim unit with the geometry of the
main magnet (in this case, a U-shaped geometry but with a different aspect ratio and
a smaller size (Fig. 7.1a). By setting the polarization of the shim unit opposite to
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Fig. 7.1 (a) Sensor array: the main unit is a conventional U-shaped magnet [5, 6], and the shim
unit consists of a pair of magnet blocks also in a U-shape configuration but without the iron yoke.
The arrows show the direction of polarization of the magnets. (b) Dependence of the magnetic field
strength (magnitude) for the main and the shim units, shown by solid and dashed lines, respectively.
The shim unit dimension is 300 × 15 × 15 mm3 and a gap dz = 40 mm. The dotted line shows
the combination of both fields. (c) Different configurations I, II, and III of the shim unit which
originates the maximum of the magnetic field at different values of ymax as can be seen in (d). (e)
Magnetic field gradient along the depth direction corresponding to the fields of (b).

that of the main field, the inhomogeneities of the main field can be corrected while
the total field strength is maintained at an acceptable magnitude.

7.1.2.1 Matching Field Inhomogeneities Along the Depth

Equation (7.1) contains three coefficients, G y , αz , and αx , that characterize the field
inhomogeneities associated with the main unit. A similar equation holds for the
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shim unit. Let us start by focusing on how to cancel the gradient G y along the depth
direction. Figure 7.1b shows the field strength as a function of depth for the main
magnet (“big” U-shaped) and the shim unit (“small” U-shaped). For each unit the
field has a maximum along the depth direction that depends on the height L y of
the magnets and the distance between their centers measured along the gap direc-
tion Lz + dz (see Fig. 7.1c). These variables determine the position ymax for the
maximum field of each unit. An increase in the block’s height shifts the maximum
closer to the surface, whereas an increase in the magnet’s width (alternatively, the
gap dz) effects the opposite, as it can be seen in Fig. 7.1d. The use of an iron yoke
has mostly two effects, i.e., an increment in the field strength and a displacement of
the maximum to smaller depths. G y is positive for y < ymax and becomes negative
for y > ymax (Fig. 7.1e). The main unit has the field maximum at the surface of
the magnet, which explains why Gmain

y does not assume positive values in the depth
range shown in Fig. 7.1e.

However, Gshim
y takes positive values for y < 3 mm and becomes negative for

y > 3 mm. At y0 � 5 mm the gradients of both fields match. When both units are
brought together and their polarizations are in opposite directions, the gradient of
the total field becomes zero at this particular depth. Thus,

G y(y0) = Gmain
y (y0)+ Gshim

y (y0) = 0. (7.2)

Following this idea, it is possible to design a sensor with no linear variation of the
magnetic field along the depth direction at a particular position y0, which is called
“sweet spot” [2].

7.1.2.2 Matching Field Inhomogeneities Across the Gap

The second largest source of inhomogeneity is related to the field variation across
the gap direction which is characterized by αz . The field generated by the shim unit
has the same spatial dependence as the one generated by the main magnet and can
also be characterized by a coefficient αshim

z which can be varied to match αmain
z .

Let us consider that the shim unit designed above to cancel the main gradient at a
depth y0 generates at this particular depth |αshim

z | > αmain
z . Then, if the size of the

shim unit is shrunk, at the same time reducing its gap (Fig. 7.2a), Gshim
y remains

unchanged and a smaller |αshim
z | is obtained (Fig. 7.2b).

Hence, there must be an intermediate shim unit that fulfil |αshim
z | = αmain

z . Thus,
as the polarization of the main unit and that of the shim unit are opposite to one
another, the quadratic coefficients along z cancel each other. If the initial condition
is |αshim

z | < αmain
z , the inverse procedure should be followed. Figure 7.2 also shows

that it is possible to generate a shim field which satisfies

αz(y0) = αmain
z (y0)+ αshim

z (y0) = 0. (7.3)
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Fig. 7.2 (a) Adjusting the size of the shim unit the value of αz can be varied by fulfilling simulta-
neously at y0 = 5 mm the condition Gmain

y = Gshim
y . The big shim unit (light gray) has a size of

15 × 15 mm2 and a gap dz = 40 mm, whereas the small one is 6 × 6 mm2 in size and has a gap
of 30 mm. (b) Dependence of the magnetic field strength (magnitude) as a function of the lateral
direction z for the two shim unit sizes and the main magnet. The offset field value at z = 0 was
subtracted in order to facilitate the comparison

7.1.2.3 Matching Field Inhomogeneities Along the Gap

The last coefficient to be canceled in Eq. (7.1) is αx . Although this coefficient is
at least one order of magnitude smaller than αz , it must be canceled while keeping
the values Gshim

y and αshim
z constant. Fortunately, it is possible to vary αshim

x in a

relatively large range almost without modifying Gshim
y and αshim

z by changing the
length Lx of the shim unit along x (see Fig. 7.3a). Figure 7.3b shows that the relation
|αshim

x | > |αmain
x | is inverted for a long Lx (300 mm) |αshim

x | < |αmain
x | but for a suffi-

ciently short Lx (58 mm). Consequently, for an intermediate Lx value, the condition
|αshim

x | = |αmain
x | can be achieved. By again considering that the polarization of the

main unit and that of the shim unit is opposite to each other, we can write

αx (y0) = αmain
x (y0)+ αshim

x (y0) = 0. (7.4)

7.2 Shimming Magnetic Fields with Movable Permanent
Magnets

Up to now it was shown how to design a shim unit to compensate for the
field inhomogeneity of an ideal U-shaped magnet within a certain region around
r0 = (0, y0, 0). Imperfections in the magnet blocks used to build either the main
magnet or the shim unit are expected to lead to variations in the values of G y , αz ,
and αx . Therefore, in a real magnet, control variables are required to accordingly
adjust the shim terms y, x2, and z2. Even though it is true that such imperfections
unavoidably affect the mentioned field coefficients they surely also introduce inho-
mogeneities that are not considered in the expansion of Eq. (7.1). For instance, the
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Fig. 7.3 (a) Top view of the sensor array of Fig. 7.1a. (b) Dependence of the magnetic field strength
(magnitude) as a function of x for the two different sizes Lx of the shim unit and the main magnet.
The offset field value (at x = 0) was subtracted in each case to facilitate the comparison. For
Lx = 73 mm, the field curvatures of the main and shim units are matched

symmetry arguments used to assume an even dependence of the field along the
z- and x-axis are no longer valid. Upon considering, for example, that one of the
magnet blocks of the main unit has higher polarization than the other one, a constant
gradient along z is expected. In general, any imperfection in the magnet pieces intro-
duces an asymmetry in the field that can be characterized (up to second order) by lin-
ear components x and z, and by cross-terms xy, xz, and yz. The following describes
the control variables required in the magnet to generate each of these shimming
terms.

7.2.1 Generation of Linear Terms Along y

We have already shown that the combination of two nested units can be used in
a numerical simulation to generate a so-called sweet spot. The crucial step toward
matching the gradient of both units at one depth in a real magnet requires a vari-
able to control the field dependence of at least one of the units. Such control can
be acquired by considering the movement of the whole shim unit along the depth
direction (Fig. 7.4a). When the shim unit is displaced a distance �y in the positive
y-direction, the dashed line in Fig. 7.1e shifts to the right. Notice that the reference
system is fixed to the main magnet. Thus, at y0 the gradient generated by the shim
unit is smaller in magnitude than the one of the main magnet; in this case, the gra-
dient of the total field becomes negative. If, however, the shim unit is displaced a
distance�y in the negative y-direction, the dashed line in Fig. 7.1e shifts to the left.
In this case, at the position y0 the gradient of the shim unit dominates over the one
of the main unit, so that the gradient of the total field becomes positive. In this way
the y shim component can be varied and its amplitude is proportional to �y, which
becomes the control variable for this term, as can be seen in Fig. 7.4b.
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Fig. 7.4 (a) Schematic representation of the shim unit movement in order to obtain a linear correc-
tion along the depth. (b) Total magnetic field behavior as a function of the depth for three different
positions of the shim unit indicated by the �y parameter (see text)

7.2.2 Generation of Linear Terms Along x and z

The shim unit was designed to cancel the main field inhomogeneities described by
Eq. (7.1), thereby fulfilling the requirements specified by Eqs. (7.2), (7.3) and (7.4).
The same unit can be used to compensate for linear field variations along x and z.
Let us consider the z-direction for the present analysis (a similar argument holds
for the x-direction). A displacement �z of the whole shim unit leads to a total field
given by

B0(0, y0, z) = Bmain
0 (0, y0, z)+ Bshim

0 (0, y0, z −�z)

= Bmain
00 + αmain

z z2 + Bshim
00 + αshim

z (z −�z)2

= (Bmain
00 + Bshim

00 + αshim
z �z2)+

(αmain
z + αshim

z )z2 − (2αshim
z �z)z. (7.5)

The first term in brackets represents the magnitude of the total field independent
of z (spatially homogeneous term). The second term in brackets vanishes if Eq. (7.3)
is fulfilled, and the last one is the desired shim field with a linear variation along
the z-axis. The shim field coefficient depends on the magnitude and direction of
the displacement �z enabling positive as well as negative z-corrections. Similarly,
a linear term along the x-axis is achieved by displacing the whole unit along the
x-axis.

7.2.3 Generation of Quadratic Terms x2 and z2

Once the optimum dimensions of the shim magnets are found in the simulations, the
control of the z2 component in a real magnet is obtained by varying the gap of the
shim unit. Let us remember that the curvature of the magnetic field along the z-axis
corresponding to the main unit is positive (αmain

z > 0). Increasing the gap size of the
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Fig. 7.5 (a) The shim unit is split into two identical pairs to introduce the gap dx along the x-axis.
(b) Dependence of the magnetic field strength (magnitude) as a function of x for two different
values of dx with Lx = 58 mm. The offset field value (at x = 0) was subtracted in each case to
facilitate the comparison. For Lx = 58 mm and dx = 1 mm, the field curvatures of the main and
shim units are matched

shim unit leads to a lower value of the curvature |αshim
z | of the field it produces. Since

both main and shim unit fields are subtracting each other, the result is a positive z2

shim field correction since (|αshim
z | < αmain

z ). Reducing the gap, however, leads to
a negative z2 shim field (|αshim

z | > αmain
z ). Note here that a change in the gap value

leads to a small but undesired variation of Gshim
y , which needs to be readjusted by

varying the position of the shim unit along the y-axis. This repositioning slightly
modifies the z2 term requiring an iterative procedure to cancel the field variations
along both the y- and z-axes.

The natural control variable for the shim term x2 is the length of the magnet
blocks. However, it cannot be taken as a real variable, because it would require a
large collection of blocks with different lengths to be interchanged at the time of
shimming the magnet. Even in this case, this becomes a time-consuming and thus
impractical procedure, since for each block pair, one would need to precisely adjust
its position in order to cancel the inhomogeneities along the other axes. Another way
of controlling the x2 coefficient is to split the blocks, thereby generating a second
gap dx along the x-axis (Fig. 7.5). For small increments dx , the effect on the field is
equivalent to increasing the length of the blocks. Since dx cannot assume negative
values, it is important to design the shim unit to cover a sufficiently large range for
dx . The dependence of the shim term x2 on dx is opposite to that of z2 on dz . Thus,
an increment of dx leads to a total negative x2 shim field and a reduction of the gap
to a positive x2 shim field.

7.2.3.1 Generating Cross-Terms x y, xz, and yz

In contrast to the generation of linear terms, cross-terms are obtained by asymmet-
rically moving the magnet block pairs. For example, whereas the generation of an
x term requires a movement of all four magnets along the x-axis, an xz term is
achieved by, respectively, displacing along the positive and negative x-axis the shim
unit blocks with polarization up and the blocks with polarization down (see Fig. 7.6).
The dependence of the field after an asymmetric displacement of the shim unit can
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Fig. 7.6 The effect of moving the shim magnets in the directions indicated by the arrows is shown
by means of 2D maps of the total magnetic field strength. The field strength (magnitude) increments
are indicated by color changes from black (weak) to white (strong). The magnet numbers are shown
in the plot for the linear x term

be understood by considering the effect of each pair on the total field. The magnet
pair displaced along the positive x-axis (left pair) contributes with a G−z

x that is
negative1 ∀z and its magnitude decreases when moving from z < 0 (left) to z > 0
(right). The pair moved along the negative x-axis (right pair) generates a G+z

x that
is positive ∀z, and its magnitude decreases when moving from z > 0 (right) to
z < 0 (left). If the amplitude of the displacement of each pair is the same, in terms
of symmetry, both gradients have identical strength at z = 0, thereby canceling
each other and resulting in a Gx = 0 at this position. For z > 0, |G+z

x | > |G−z
x |;

thus a Gx > 0 is generated by the shim magnets. On the other hand, for z < 0,
|G+z

x | < |G−z
x |, the opposite behavior is obtained. This dependence of the magnetic

field shows that in a first approximation, the magnetic field is proportional to xz. The
proportionality constant or, in other words, our control variable is the amplitude of
the displacement along the x-axis. The other two cross-terms can be generated using
the displacements described in Table 7.1 in which all the aforementioned move-
ments are summarized as explained above. The shim unit displacements together
with 2D maps of the total field obtained after the corresponding movement are
shown in Fig. 7.6. The next section delineates the setup built to implement this shim
concept as well as the results of experiments in 1H high-resolution spectroscopy.

1 According to Eq. 7.5, the linear variation of the field along x is given by – (2αshim
x δx)x , with

αshim
x > 0.
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Table 7.1 Shim components and required magnet displacements. The magnet numbers correspond
to the ones in Fig. 7.6

Magnet

Shim component 1 2 3 4

x −�x −�x −�x −�x
y −�y −�y −�y −�y
z �z �z �z �z
x2 �x �x −�x −�x
z2 �z −�z �z −�z
xy −�y −�y �y �y
zy �y −�y �y −�y
xz �x −�x �x −�x

7.3 Experimental Results

By using the described approach, a main magnet built with a classical U-shaped
geometry with dimensions of 280 × 120 × 280 mm3 and a gap dmain

z = 100 mm
(Fig. 7.7) was shimmed [4]. It was made from a NdFeB alloy with a remnant flux
density of 1.33 T, coercive field strength of 796 kA/m, and a temperature coefficient
κ = −1, 200 ppm/◦C. Within the working volume, situated at a depth y0 � 5 mm,
the average field measured was B00 � 0.25 T (10 MHz 1H Larmor frequency), and
the field inhomogeneities were characterized by G y � −1, 000 ppm/mm, αz � 300
ppm/mm2, and αx � −30 ppm/mm2. This magnet was previously used for imaging
[6] and single-sided spectroscopy with the field-matching techniques [7]. The shim
unit was designed according to the procedure described above. Although Sects. 7.1
and 7.2 showed how four magnet blocks (two identical pairs) can be designed and
used to cancel the spatial variations of the main field, Ref. [4] indicated that it was
more convenient to use two sets of four magnets (Fig. 7.7) denoted, respectively,
as the lower and upper shim unit. The lower shim unit (the bulky one) was located
at the bottom of the gap, whereby its main function is to cancel the strong gradient
along the depth direction. The positions of the magnet blocks were fixed and, in
practice, this set could be considered to be part of a new main unit with reduced
gradient along the depth direction. The upper shim unit was also placed in the
gap but directly underneath the sensor surface. These four blocks were movable
along the three Cartesian directions in order to generate the desired shim compo-
nents (Table 7.1). Thanks to the presence of the lower shim unit, the upper shim
unit was built smaller to correct weaker inhomogeneities. This was advantageous,
because the magnet displacements required for shimming are larger, leading to more
precision in shimming the field. The dimensions and positions of all shim magnets
were computer simulated by considering the scanned magnetic field of the main
magnet as the target field to be shimmed. A four-turn surface rf coil with an outer
diameter of 7 mm placed at 3 mm from the magnet surface was used for excitation
and detection. The natural lateral selection of the rf coil was combined with a 90◦
soft pulse for excitation (slice) to achieve volume selection.
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Fig. 7.7 Magnet array used to generate a volume of highly homogeneous magnetic field external
to the magnet. The arrows show the direction of polarization of the magnets. The four pairs of
shim magnets placed in the gap compensate for the inhomogeneity of the magnetic field of the
main magnet

The sensitive volume generated by this magnet configuration and having lateral
dimensions of about 5 × 5 mm2 and a thickness of 0.5 mm was located 5 mm
from the surface of the magnet, whereby the measured 1H Larmor frequency was
8.33 MHz (see Fig. 7.7). The sensor was also equipped with three single-sided shim
coils placed inside the main gap (not shown in Fig. 7.7) that can produce pulsed
gradients along the Cartesian directions. The coils producing the gradients along
the x- and z-axes were similar to the ones described in [6] but with different aspect
ratios. The coil generating the gradient along the depth was similar to the z-axis
gradient coil but it was wound in an anti-parallel configuration. These coils were
utilized in the final stage of the shimming procedure. Once the shim units were
mounted and placed in their optimum positions (calculated), the final shim configu-
ration was found iteratively. First, the total magnetic field was scanned by measuring
the resonance frequency of a tiny water sample (∼1 mm3), displaced all over the
sensitive volume. Then, the new positions of the shimming magnet pairs required to
correct the remnant inhomogeneities were calculated numerically and readjusted in
the real sensor. This procedure was repeated several times until deviations from the
average field of less than 10 ppm were obtained. To further improve the resolution,
the current through the single-sided shim coils was optimized by maximizing the
signal peak in the frequency domain of a large sample. This procedure offered a fine
correction of the linear terms. Figure 7.8a shows the spectrum of a water sample
much larger than the sensitive volume (an arbitrarily large sample) placed on top of
the sensor, whereby the line width is 2.2 Hz, corresponding to a spectral resolution
of about 0.25 ppm. For comparison, the state-of-the-art spectrum for single-sided
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Fig. 7.8 (a) Solid line: magnitude spectrum of a water sample much larger than the sensitive vol-
ume, placed on top of the rf coil. The spectrum is the Fourier transform of the Hahn-echo signal
from 64 scans acquired with a repetition time of 5 s to improve the SNR. The full width at medium
height of the line (inset) is 0.25 ppm at a proton resonance frequency of 8.33 MHz. Dashed line:
best spectrum obtained by ex situ spectroscopy by means of the nutation-echo method. The line
width is 8 ppm [7]. Both data sets were obtained in the same measuring time, using sensors of
the same size and working at comparable depths. Therefore, spectral resolution and sensitivity can
be compared quantitatively. (b), (c) 1H NMR spectra of different liquid samples obtained within
a measuring time of 1 min. The chemical shift differences and the relative peak intensities are in
good agreement with the results obtained using conventional high-resolution NMR spectrometers

NMR, measured recently by nutation echoes in the presence of spatially matched
static and rf fields [7], is shown as well, whereby the spectral resolution has been
improved by a factor of about 30 with a concomitant fivefold extension of the excited
volume along both lateral directions. Together with a sensitivity-optimized surface
rf coil, the increased size of the sensitive volume resulted in an appreciably higher
signal-to-noise ratio (SNR). The sub-part per million resolution achieved in this
work allowed us to resolve different molecular structures such as toluene and acetic
acid (Fig. 7.8b, c). The laboratory experiments were performed without the need
of a temperature chamber. The insulation given by a 1 cm thick polystyrene foam
layer in addition to the large thermal inertia of the magnet, allowed for averaging
over 1 min without significant frequency drift. The toluene 1H spectrum exhibited
two lines at 7.0 and 2.1 ppm with relative intensities of 5:3, corresponding to the
aromatic and the methyl protons, respectively. In the case of acetic acid, the two lines
corresponded to methyl and carboxylic protons, which appear at 2.3 and 11.3 ppm,
with an intensity ratio of 3:1 [4].

7.4 Shimming the Magnet to Higher Order

Applying a movable shim unit has allowed high resolution to be obtained even by
using imperfect magnet pieces [4]. The first question that arises now is how can
the configuration presented in the previous section be optimized so as to improve
resolution, magnetic field intensity, and sensitive volume size?
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Equations (7.2), (7.3), (7.4) and (7.5) and additionally Table 7.1 show the geo-
metrical parameters that control the lower order homogeneity terms of the expansion
of the magnetic field. This information is useful to obtain higher order shimming
corrections. For instance, by varying the gap dx of the shim unit along the x-axis, it
is possible to control inhomogeneities proportional to x2 with negligible effects (up
to an order of 2) over other terms. Upon starting from a shimmed field, if the length
Lshim

x of the shim unit along the x-axis is shortened to compensate for the arising
positive quadratic term proportional to x2, the gap dx must be increased to keep
the magnet shimmed along the x-axis. However, in this procedure, the coefficient
proportional to x4 will be different in the initial and final configuration. By applying
this property, different configurations of the shim unit can be explored in order to
obtain higher order shimming (configuration that minimizes the fourth order). In
this sense, the optimum shim configuration is not searched randomly in the variable
space defined by the geometrical parameters of the shim unit, such as Lx , L y , Lz ,
dx , dz , z0, but rather it is obtained in a controlled way by varying coupled variables
as, for example, Lshim

x and dx .

7.4.1 Improving Resolution and Working Volume Size

The signal acquired during an NMR experiment is proportional, among other param-
eters, to the amount of spins precessing at the Larmor frequency. Any deviation from
this frequency value, e.g. resulting from inhomogeneities of the magnetic field, will
cause a line broadening that determines the sensor resolution and, indirectly, the
working volume. To quantify the performance of a given sensor, the spatial depen-
dence of its magnetic field must be analyzed. The behavior of the magnetic field for
the shimmed sensor described in Fig. 7.7 can be seen in the simulations shown in
Fig. 7.9. Figure 7.9a shows the field variation along the depth for x0 = z0 = 0,
where variations are measured with respect to the field value at y0 = 5 mm.
Although the sensor is shimmed, it can be seen that in a region of 4 mm centered at
y0 the field variations are within 100 ppm. A zoom of the figure shows that variations
lower than 1 ppm are expected in a layer thinner than 500 μm. On the other hand,
Fig. 7.9b, c shows the spatial dependence of field variations for the z- and x-axes,
respectively. In each case three different depths y − y0 = 1, 0,−1 mm are shown.
Let us focus on the curve corresponding to y − y0 = 0 (black squares). Both plots
(Fig. 7.9b, c) show that within a region of 4 mm the inhomogeneities are one order of
magnitude lower than the ones along the depth (Fig. 7.9a). Moreover, the variations
along the z-axis (Fig. 7.9b) are more pronounced than the ones along the x-axis
(Fig. 7.9c), corresponding to the fact that the gap direction is more critical in terms
of homogeneity than the x-axis. It can also be seen from this depth (y − y0 = 0) that
the lateral range where the field variation stays within 1 ppm (zoom of Fig. 7.9b, c)
is much larger than that corresponding to other depth values such as y − y0 = −1 or
y − y0 = 1 mm, where the field variation easily exceeds 1 ppm in the lateral range
of 2 mm. This plot shows proof for the sensitivity of the field homogeneity with
respect to the depth variable. Whereas the lateral field variations are bounded for
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Fig. 7.9 Variations of the magnetic field strength as a function of the depth (a), and the lateral
axes z (b) and x (c) calculated for the magnet shown in Fig. 7.7. The variations are computed with
respect to the center of the sensitive volume located at r0 = (0, 5, 0) mm. The variations along the
lateral axes are calculated for three different values of the depth coordinate. A zoom of the region
within the square box is shown at the bottom of each figure

the working depth y = y0, they immediately become out of control when moving a
millimeter away, thereby restricting the size of the sensitive volume.

To optimize the sensor performance, it is then required to cancel the field varia-
tions rather in a depth range than at a single point y0. For this purpose, it is conve-
nient to monitor the behavior of the derivatives of the magnetic field instead of its
magnitude. In a first approach, the variation of the field along the y-axis can be quan-
tified by the magnitude of the field gradient G y along the depth for x0 = z0 = 0.
For the lateral directions the lower field variations are given by the coefficients αx

and αz of the second-order terms proportional to x2 and z2, respectively, which is
reflected in the plots of Fig. 7.9b, c. There, the parabolic dependence of the field
along the x- and z-axes is clearly identified for y − y0 = −1 and y − y0 = 1 mm
showing an important dependence on y, where in Fig. 7.9c αx (y − y0 = −1) < 0,
whereas αx (y − y0 = 1) > 0. A detailed behavior of G y , αx and, αz as a function
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Fig. 7.10 (a) Gradient of the magnetic field along y, G y(y), calculated for different values of the
depth. Gray squares correspond to the sensor of Fig. 7.7, whereas black squares correspond to a
new sensor design. (b) Curvature of the magnetic field along z, αz(y), calculated for different depth
values. The gray squares indicate the behavior of the sensor of Fig. 7.7. The open gray squares
correspond to the curves of Fig. 7.9b. Black squares display the behavior of an optimized sensor.
(c) Idem as (b) but along the x-axis. For all plots, y0 = 5 mm for the sensor of Fig. 7.7, while
y0 = 4 mm for the new sensor design

of y is shown in Fig. 7.10 with the gray line-dot curve. The particular values of
these gradients corresponding to the curves of Fig. 7.9 are shown as empty gray
squares. It can be seen that all of them are simultaneously zero at y − y0 = 0, in
accordance with Eqs. (7.2), (7.3), (7.4) and with the results shown in Fig. 7.8, where
the spectral information obtained from protonated samples comes from a thin slice
along the depth. However, for values of y that are different from y0, these parameters
(G y , αx , and αz) deviate rapidly from zero.

A new sensor was optimized following, in a first step, the procedures described in
Sect. 7.1. In this way, the dimensions of the main unit are first established depend-
ing on the final application of the sensor, and the dimensions and position of the
shim unit, composed of an upper and a lower part, are calculated in order to satisfy
Eqs. (7.2), (7.3) and (7.4). At this point, to increase the homogeneous region, the
optimization process involves calculating the gradient G y and the curvature of the
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field αx and αz for different depth values, in an attempt to reduce the slope at y0.
The ideal situation would be the one in which the slope and offset of each curve are
zero. The values of these coefficients (G y , αx , and αz) are monitored by exploring
the space of variables obtained from the different sizes and position of the pieces
that build the shim units. The black curves in Fig. 7.10 show the behavior of G y , αx ,
and αz as a function of the depth for a particular configuration of these parameters
(Lx , L y , Lz , dx , dz , z0). To compare the new simulations with the results obtained
for the sensor of Fig. 7.7, the curves are plotted with respect to the center of the
sensitive volume y0 associated with each sensor. The difference between both sen-
sors can be seen in more detail in the zooms of Fig. 7.10a–c). The plateau in the G y

curve shows that at least in a 2 mm range along the depth, the field variation is lower
than 0.2 ppm. Moreover, since the values of αz for this depth range are also very
small (field variations that are lower than 0.2 ppm), this suggests that the volume of
the sensitive region is not a thin slice but is rather a cylinder centered at y0 with its
axis along x . This change in the geometry of the sensitive volume would lead to an
important increase in the sensitivity of the sensor.

In order to obtain the results shown by the black curves in Fig. 7.10, moving the
lower shim unit is also necessary. In addition to the control variables mentioned in
the last section, there are new variables such as the gaps along the x- and z-axes, dL

x
and dL

z , respectively, and the position of the lower shim unit along the y-axis with
respect to the upper one, yU

0 − yL
0 , whereby L and U denote the lower and upper

shim units, respectively.

7.5 Temperature Compensation

Although the high homogeneity obtained by implementing movable permanent
magnets allowed the resolution of proton spectra of molecules in solution, a partic-
ular temperature stability during the experiment is necessary to acquire the results
shown in Fig. 7.8. The reason for this is the strong temperature dependence of the
remnant magnetization of permanent magnets. Depending on the magnetic material,
a temperature variation of just 1◦C leads to a drift in the resonance frequency of
several hundreds of parts per million, thus eliminating the possibility of averag-
ing to improve sensitivity or eliminating any spectroscopy experiment that requires
more than one attempt. To overcome this problem, a new concept based on the
combination of materials with different magnetic properties can be considered. A
straightforward solution would be to combine two magnetic materials with opposite
temperature coefficients. In this way, whereas the field generated by one material
increases with the temperature, the other decreases thereby keeping the total field
constant. Even though the great majority of magnetic materials have negative tem-
perature coefficients, the same cancelation effect can be attained if the two materials
are polarized in opposite directions. Notice that the two materials do not need to be
combined to build every single block in the magnet. Actually, the two materials are
only required to generate fields that oppose each other in the region of interest, and
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no restriction is imposed on their spatial localization. By naming the unit A1 and
unit A2 the sets of pieces with different magnetic materials, the total field can then
be expressed as

B(r, T ) = B A1(r, T )+ B A2(r, T ), (7.6)

where B A1 and B A2 each represents the main component of the magnetic fields gen-
erated by the units A1 and A2, respectively. In a first approximation, the magnetic
field can be assumed to depend linearly on temperature,

B A1(r, T ) = B A1(r, T0)(1 − κ A1�T ), (7.7)

where a similar expression holds for B A2 . Here, �T = T − T0 and κ A1 (κ A2 ) is the
respective temperature coefficient.

Placing Eq. (7.7) into Eq. (7.6), the dependence of the total field with the tem-
perature T is given by

B(r, T ) = [B A1(r, T0)+ B A2(r, T0)]
−[B A1(r, T0)κ

A1 + B A2(r, T0)κ
A2]�T . (7.8)

In the case in which units A1 and A2 generate perfect homogeneous fields, the
second term is responsible for the drift of the spectral lines but does not introduce
any line broadening. By nullifying this term, a temperature-independent magnetic
field can be generated. This condition can be fulfilled by setting the strength of the
magnetic field of each unit according to the proportion of the temperature coeffi-
cients of the magnetic materials used.

The described approach can be also applied to the case of single-sided sensors,
where the units A1 and A2 can be directly associated with the “main” and “shim”
units, respectively. However, in this case, the spatial dependence of the magnetic
field generated by both units must be taken into account. As previously stated in
Sect. 7.1, the inhomogeneity along the depth is at least three orders of magnitude
larger than in the other directions; thus, the space-dependent factor on the right-hand
side of Eq. (7.7) can be expressed as

Bmain(r, T0) = Bmain(r0, T0)+ Gmain
y (r0, T0)�y, (7.9)

where the superscript A1 was replaced by “main.” A similar relation holds for the
“shim” unit. By placing Eqs. (7.7) and (7.9) into Eq. (7.6), the dependence of the
total field with the temperature T is given by

B(r, T ) = [Bmain(r0, T0)+ Bshim(r0, T0)]
−[Bmain(r0, T0)κ

main + Bshim(r0, T0)κ
shim]�T

−[Gmain
y (r0, T0)κ

main + Gshim
y (r0, T0)κ

shim]�T�y, (7.10)
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where the condition Gmain
y (r0, T0) + Gshim

y (r0, T0) = 0 (Eq. 7.2) was used, since
the combination of both units generates a homogeneous field. As mentioned above,
when the temperature varies, the second term of Eq. (7.10) modifies the value
of the magnetic field in the central region of the sensitive volume. However, the
third term of Eq. (7.10) produces a line broadening due to the effective gradient
[Gmain

y (r0, T0)κ
main + Gshim

y (r0, T0)κ
shim]�T along a slice of width �y of the

sensitive volume. In order to contemplate the importance of each of these con-
tributions, consider, for example, the main unit of the sensor of Fig. 7.7 whose
magnetic field is Bmain(r0, T0) = 0.25 T and the gradient along the depth is
Gmain

y (r0, T0) = 0.4 T/m [6]. For a slice along the depth of y = 0.5 mm, we have

that Gmain
y (r0, T0)�y = 0.0002 T, which means that up to a multiplicative factor

(κmain�T ), the magnitude of the third term is three orders of magnitude smaller
than that of the second term. Then, to measure spectra under temperature variations,
it is first necessary to eliminate the huge drift of the spectral line; only then will
the line broadening become observable. To eliminate the line drift, the following
condition should be fulfilled:

Bmain(r0, T0)κ
main + Bshim(r0, T0)κ

shim = 0. (7.11)

As the polarization of the fields of the two respective units points in opposite
directions, to satisfy Eq. (7.11) it suffices to vary the dimensions of the shim unit
so as to modify the average field strength, thereby keeping the matching conditions
(Eqs. (7.2), (7.3) and (7.4). At this point, one may argue that an arbitrary increase
in the dimensions of the shim unit is not possible, because overlapping with the
main unit can occur (notice that the shim unit is placed inside the main gap). This
limitation would impose a boundary for the maximum value of Bshim(r0, T0) con-
sequently restricting the use of Eq. (7.11). It is possible, however, to overcome this
by realizing that since the field polarizations of the main and shim units oppose
one another, the regions where the overlapping occur are equivalent to holes in the
main unit. To clarify this point, let us momentarily assume that both main and shim
units are made from the same material that guarantees equal remnant polarization
for both units. In this case, the fields produced by the overlapping materials exactly
cancel each other, thereby reproducing a situation in which no magnetic material
is placed in the volume of intersection (see Fig. 7.11a). This concept can also be
applied in a situation where the remnant polarizations of the shim and main units
are different. Consider that the remnant polarization of the shim unit is 10% higher
than the one of the main unit. Values approximate a real situation if the shim and
main units are made of NdFeB and SmCo, respectively. Under these conditions, the
final result from the overlap of materials is not a hole in the main unit but rather an
equivalent magnet with the size of the overlapped region and a remnant polarization
strength 10% of the shim unit and pointing in the same direction of the strongest
polarization (see Fig. 7.11b). This set of three different magnets (shim, fictitious,
and main magnets) can be replaced by a main unit with a hole plus a shim unit with
smaller dimensions (right plot in Fig. 7.11b). In this way, it is possible to “transfer”



184 E.P. Danieli

b)

==

a)

=

Fig. 7.11 (a) Scheme showing the superposition of main and shim units (left) and the equivalent
configuration in which the main unit has a “hole” and the shim unit is left without the portion
of material superposed with the main unit (right). The same gray scale for both units indicates
equal remnant polarizations. (b) Similar case as in (a) but for main and shim units whose remnant
polarizations are different. The plot furthest left shows the superposition case. The superposition
region can be thought as a fictitious magnet with lower polarization (middle plot) which finally
results in a hole in the main unit and a shim unit with modified volume (right plot). The strength
of the remnant polarization is indicated by different gray scales changing from dark gray (strong)
to white (no polarization)

material from the shim unit to the main unit until Eq. (7.11) and the homogeneity
conditions given by Eqs. (7.2), (7.3), and (7.4) are simultaneously satisfied.

It can be seen from Eq. (7.11) that the total field of the sensor could be
increased if the ratio of the thermal coefficients κshim/κmain increases. For the case
in which the main unit is built of SmCo and the shim unit of NdFeB, the ratio
κshim/κmain = 4. This means that the final sensor produces a magnetic field one-
fourth smaller than that generated by the main unit.

To eliminate the third term in Eq. (7.10), it is not possible to apply the same argu-
ment used with the second term (Eq. 7.11), because the restriction Gmain

y (r0, T0)+
Gmain

y (r0, T0) = 0 has already been imposed to the main and shim units in order
to satisfy homogeneity (see Eq. 7.2). Then, in this case, the solution would be to
design a sensor whose units satisfy Gmain

y (r0, T0) = Gshim
y (r0, T0) = 0.

By following the strategy presented in Sects. 7.4 and 7.5, a new sensor design
was optimized for improving the performance of the previously built magnet [4] in
terms of homogeneity, magnetic field intensity, and homogeneous region, fulfilling
the temperature compensation condition. This sensor consists of a U-shaped main
unit made of SmCo with similar dimensions as the one shown in Fig. 7.7, but with
the particularity that it has two holes in each block of the U-shaped magnet. These
holes can be interpreted as the overlap of a certain portion of the main magnet and
a smaller U-shaped magnet whose opposite polarization results in a zero magnetic
field in the superposition volumes as was explained previously. In addition to the
main unit, the sensor has two movable shim units which are made of NdFeB in
order to satisfy Eq. (7.11). The magnitude of the field generated at the center of the
sensitive volume, which is placed at y = 4 mm from the surface, is 9.6 MHz. This
represents an increase of 30% with respect to the field that the sensor of Fig. 7.7
would produce if its main unit were built from SmCo.
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A good indicator of the homogeneity of the magnetic field generated by the sen-
sor in a whole volume is provided by the line width measured at half height of
the Fourier transform of the free-induction decay. Simulations of the spin evolution
in the magnetic field using the conventional Bloch equation within a cylindrical
volume of radio R = 1.5 mm in the yz-plane and length Lx = 4 mm centered at
r0 = (0, 4, 0)mm were done. The line width obtained was lower than 0.15 ppm. It
can be said from this line that more than 70% of the signal comes from a bandwidth
smaller than 1.6 Hz. The temperature variation of the magnetic field was also calcu-
lated and found to be 1.7 ppm/◦C which improves the sensor performance by three
orders of magnitude as was reported in the previous section.

7.6 Conclusions

This chapter has extensively described the strategy to shim the field of single-
sided magnets to high homogeneity by means of small, movable permanent magnet
blocks. Particular attention has been paid to explain the combination of different
movements of the magnetic pieces forming the shim unit required to generate and
control the lower shim order terms (x , y, z, x2, z2, xy, yz, and xz) of the magnetic
field. The experimental implementation of this procedure leads to a spectral reso-
lution of 0.25 ppm. This resolution allows the use of ex situ NMR to determine the
molecular composition of liquids by analyzing the 1H NMR spectra.

To increase the magnet performance, it was convenient to match the inhomo-
geneities of the main and shim units (Eqs. (7.2), (7.3) and (7.4)) over a volume
instead of a particular depth position. This higher order shimming was obtained by
monitoring the derivatives of the magnetic field as a function of the depth. These
functions were then analyzed for different values of the geometric parameters of
the shim unit of the sensor such as length, width, height, and length of gaps. Thus,
optimal configurations for the magnetic pieces were obtained which improves the
sensitive volume size and generates a higher magnetic field (both relevant issues
concerning sensitivity). To exert control over these higher order shim terms, it is
necessary to move the pieces of the lower shim unit.

Finally, a novel approach to overcome the major problem introduced by the tem-
perature dependence of the remnant polarization of magnetic materials has been
discussed. This approach consists of combining two magnetic materials with dif-
ferent thermal coefficients arranged properly in order to build a magnet generating
a temperature-compensated magnetic field with the same performance as the one
described to obtain sub-part per million resolution.
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Chapter 8
Applications in Biology and Medicine

Bernhard Blümich

Diagnostic imaging has revolutionized medicine. Computed tomography (CT),
magnetic resonance imaging (MRI), and ultrasound are standard diagnostic tools
in medicine [1]. Ultrasound sensors are sufficiently compact to be operated in any
medical doctors office, and CT scanners have become available that can be moved
to operating rooms and intensive care patients. Given the success of medical MRI,
the use of mobile NMR for medical diagnostics is an exciting topic [2, 3]. Mobile
instruments are being introduced for MRI [4], in particular for neurosurgery [5], and
dedicated limb scanners have been on the market for some time [4–6]. Small imagers
with closed magnets have been developed [7–9] for different kinds of biomedical
studies [10, 11]. Early on, portable NMR devices with open magnets have been pro-
posed in the context of the development of well-logging sensors for use as a medical
diagnostic tool [2], and a miniaturized well-logging sensor has made it all the way
into the clinical testing stage as an endovascular endoscope [12–14]. Medical appli-
cations of larger portable, single-sided NMR devices [15, 16] started to be inves-
tigated with the advent of the NMR-MOUSE [17–19]. The reported studies focus
on surface-near tissue like the Achilles tendon [16, 20–22] and skin [16, 23, 24]
measuring tissue anisotropy and depth profiles. Two-dimensional imaging has been
explored on the finger and on biological phantoms [16, 25–27]. Ex vivo studies of
biological tissue have been conducted on mummies and bones [28], and a silicone
breast implant has been analyzed in view of testing the use of single-sided NMR as
a quality control tool of the sterile implant in a sealed wrapping as well as in view
of identifying a shell rupture by changes of the filler through contact with body fluid
[29]. In the following, studies of skin, tendon, and bone with single-sided NMR are
reviewed as well as some imaging studies.
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8.1 Skin

Images detailing the stratigraphy of skin are hard to obtain by conventional MRI
machines, and special coils [30–33] or dedicated scanners are needed [34–39]. Yet
skin is the largest organ of humans, covering about 2 m2 in area. It is the interface of
the body to the environment, which protects the body and plays a defining role in the
perceived identity of individuals. Single-sided NMR is particularly well suited for
skin studies, as only a few millimeters of penetration depths are of interest and the
skin of nearly each part of the body can be accessed with a small sensor [16, 23, 24].
Topics of interest in skin studies concern pathological changes like cancer, heal-
ing of skin, formation of scars, and cosmetic skin treatment. The first studies were
conducted with the original U-shaped NMR-MOUSE [17] providing inferior depth
resolution by way of its curved sensitive volume [23]. Yet cutis and subcutis could
already be identified due to their different relaxation behavior. Most subsequent
studies employed the profile NMR-MOUSE [19]. Its high depth resolution of better
than 5 μm is particularly appreciated when different layers of the cutis need to be
resolved.

As the mama carcinoma is the most frequent type of carcinoma in women liv-
ing in the western world, breast cancer screening tests are well established. Never-
theless, some diagnostic problems remain, such as the identification of carcinoma
without calcerous deposits in the dense gland tissue and the identification or exclu-
sion of malignoma in scar tissue following an operation or radiation therapy. In
these cases, NMR tomography of the breast should be conducted together with
the application of contrast agents. For some patients the localization of the area
of interest is well known, so that an imaging analysis is not required. In an early
pilot study with the U-shaped NMR-MOUSE, the dignity of breast cancer was
assessed (Fig. 8.1a) [40–42]. Following the intravenous application of a contrast
agent (Gd-DTPA, Magnetvist R©) the amplitude of the partially saturated NMR sig-
nal was monitored at a fixed recovery time as a function of time after delivery of the
contrast agent. The signal buildup times provide the information about the tissue
dignity [43]. T1 was significantly shortened by the contrast agent, but the signal-to-
noise ratio was low. For tissue discrimination, the echo amplitude was monitored at
a fixed recovery time tR of 200–250 ms following saturation. The value of tR was
selected in such a way that a low signal was observed for healthy tissue without
contrast agent. With contrast agent the signal increased due to faster T1 relaxation.
As malign tissue grows fast, the blood supply is good, and the signal buildup is fast
following delivery of the contrast agent. In this way malign tissue and skin could
be differentiated by the NMR-MOUSE (Fig. 8.1b). Even scar tissue and skin could
already be differentiated. Scar formation is a medically relevant issue in the context
of burn injuries and skin transplants. With the profile NMR-MOUSE, the healing
process of the skin can be monitored through the bandage. In a clinical study it
has been found that the signal amplitude (Fig. 8.2a) and the relaxation time T2eff
(Fig. 8.2b) follow similar modulations through the depth of the skin. Both are able
to clearly differentiate healthy skin and skin scarred from taking a split-skin graft,
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Fig. 8.1 Clinical study of contrast-agent-induced T1 change of an inflammatory mama carcinoma.
(a) Setup of the NMR-MOUSE on a healthy volunteer. (b) Signal recovery curves acquired after
delivery of contrast agent to a patient with breast cancer. The signal buildup for different tissues is
observed at a depth of 0–1 mm (bottom) with the saturation recovery method at constant recovery
times tR . Malign tissue (tR = 250 ms), scar tissue (tR = 200 ms), and skin (tR = 200 ms) can be
discriminated. The buildup times extracted from the experimental data are 2.5 and 5.7 min for the
malign and scar tissues, respectively, and essentially infinity for the skin
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Fig. 8.2 Comparison of CPMG amplitude profiles (a) through the skin of both lower arms of a
patient where skin has been split off from one arm for replacement at another part of the body and
corresponding T2eff profiles (bb)

although the CPMG amplitude is more sensitive to the structure of the outer layer
of the scar than T2eff.

As skin plays a defining role in the perceived identity of individuals, it is of
great interest to apply the NMR-MOUSE in studies of skin treated with cosmetics.
NMR has been shown to be a suitable method for resolving different skin layers
and following moisture uptake and drying of skin by magnetic resonance imaging
with clinical imagers [30–33] and with the half-open GARfield magnet [34–39].
The cost of clinical MRI for such studies is high, and the GARfield methodology
can only access the skin on the side of the hand. The profile NMR-MOUSE appears
to be the most versatile and least expensive NMR device for mapping skin and
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studying the effects of cosmetics on skin in vivo at different parts of the body. For the
measurement of skin depth profiles in vivo, the measurement time needs to be short.
This can be achieved by limiting the number of points across the depth range and
by increasing the signal-to-noise ratio through addition of CPMG echoes. It turned
out that for skin measurements, a contrast parameter w derived from a CPMG train
with about 300 echoes is advantageous to be calculated as the quotient of two sums.
The denominator is the sum of the first 50 echo amplitudes and the numerator the
sum of the remaining echo amplitudes. The resultant number w can be understood
to define the amplitude of the depth profile in terms of spin-density weighted by
transverse relaxation rate time T2eff and the self diffusion coefficient of the mobile
components. The diffusion weight depends on the value of the echo time.

Cosmetic formulations are intended to act on the outer layers of the skin and are
not supposed to penetrate the protective skin barrier. Starting from the outside, the
two most important ones are the superficial epithelial layer, the epidermis, and a
deep connective tissue layer, the dermis. The strata of the epidermis are the outer
stratum corneum, where the cells are keratinized in a squamous structure, and the
stratum basale, where the cells are generated. The dermis is subdivided into two
layers. The thinner more superficial one that lies adjacent to the epidermis is the
stratum papillare, and the deeper one known as the stratum reticulare. Underneath
the dermis lies the hypodermis which consists of adipose tissue. It is not part of the
skin although some of the epidermal appendages including hairs and sweat glands
often appear as if they penetrate this layer.

Depending on the individual and the part of the body, skin depth profiles vary
(Fig. 8.3a, b). These variations concern all strata of the skin. In addition, the diam-
eters of the strata vary between male and female skin as demonstrated in Fig. 8.3
for two young adults. It is reasonable to expect that similar variations can be found
between different skin types and for skin of different ages.

The moisture content of skin is hard to quantify by relaxation measurements,
as protons of water and glycerides in particular glycerine cannot be distinguished

Fig. 8.3 Layers of the skin and depth profiles through the skin of a male (a) and a female
(b) volunteer showing considerable differences at similar body sections
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Fig. 8.4 Skin profiles measured in the palm of the hand as a function of the echo time. The nominal
spatial resolution was 100 μm according to an acquisition window of 20 μs. The position of the
sensor was moved in steps of 50 μm in the first 500 μm and in steps of 100 μm up to 1,000 μm.
The acquisition time per point was 20 s using 64 scans and a repetition time of 300 ms

due to their strong intermolecular interactions. Yet the mobile components can be
characterized by their translational diffusion. The shape of the depth profile changes
considerably when increasing the diffusion weight by prolonging the echo time tE
in CPMG measurements (Fig. 8.4). It turns out that for tE short enough to neglect
attenuation by diffusion, the amplitude of the profile changes only in the region of
the epidermis. This is in agreement with an expected change from dead cells in
the stratum corneum to young and soft cells in the stratum basale and the highly
moisturized subcutis. According to the profiles depicted in Fig. 8.4, the region cor-
responding to the epidermis is the least affected by diffusion, while the deeper lying
layers are more affected.

Given the sensitivity of the parameterw to diffusion and relaxation, it is a suitable
quantity to study the effects of moisture and skin-care products by means of depth
profiles. As skin-care products do not penetrate the skin, depth ranges of less than
1 mm are sufficient, yet high resolution is required to resolve the layer structure of
the outer skin. At such low depths, smaller rf coils can be employed that generate
a stronger B1 field to excite slices 100 μm thick with sufficiently short rf pulses.
Spatial resolution across the slice is obtained by Fourier transformation of the echo.
Figure 8.5 depicts a series of profiles obtained by exciting 100 μm thick slices and
shifting the sensor in increments of 100 μm to map the effects of hydration with
water and skin cream at different times [24]. The skin of the palm dries from being
soaked in pure water in a time longer than 30 min (Fig. 8.5a) while the moisturiz-
ing effect of skin cream vanishes in much shorter time after wiping off the cream
(Fig. 8.5b). The changes in the skin depth profiles of the palm caused by exposure to
water and skin cream are up to 250 μm in both cases, which is the region associated
with the epidermis.
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Fig. 8.5 Skin-depth profiles showing the effects of water and skin cream at different times after
application. (a) Water uptake and drying of the skin of the palm. (b) Moisturizing of the palm by
skin cream and drying following removal of the cream. The acquisition time for one profile was
1 min

These examples demonstrate that the skin structure is different for male and
female subjects and at different parts of the body. Correspondingly, the moistur-
izing depths differ. Given the free access provided by the open geometry of the
NMR-MOUSE, such investigations can be conveniently performed in vivo to study
the effects of different skin-care products on the skin at different parts of the body.

8.2 Tendon

Tendon is a high-performance biological material of exceptional strength with a high
degree of macroscopic molecular order, which has been studied in detail by different
NMR methods [22, 44–52]. It consists mainly of collagen triple helices which are
arranged in bundles in a hierarchical structure with crimps and twists to provide
optimum mechanical stability (Fig. 8.6a) [53]. Due to the high order in tendon and
cartilage, the magic angle effect is observed as the tensorial spin interactions for
fibers are reduced when oriented at the magic angle [54–56]. With conventional
tomography in humans, tissue anisotropy [44] can be followed in vivo only by spec-
troscopic imaging and by investigations of the anisotropy of translational diffusion
with pulsed gradient fields [57–59], while the relaxation anisotropy can only be
studied successfully on small samples in vitro or on animal models [22, 45–47, 52].

Single-sided NMR sensors with the field parallel to the surface such as the origi-
nal NMR-MOUSE and the profile NMR-MOUSE are well suited to study the angle
dependencies of NMR parameters from large objects in terms of relaxation rates
and other quantities like double-quantum NMR and, more generally, NMR of spin
modes [60, 61], as the direction of the polarization field B0 can be changed within
the sensitive slice by rotating the sensor (Fig. 8.6b). Studies of Achilles tendon in
vivo with single-sided sensors are facilitated by the fact that the tendon is close to
the surface (Fig. 8.6c).
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Fig. 8.6 Angle dependences of the transverse relaxation rates in tendon. (a) Schematic drawing of
the hierarchical structure of tendon and the crimps which provide elasticity. (b) Definition of the
orientation angle between the B0 field direction of the NMR-MOUSE and the tendon orientation.
(c) Setup for measuring human Achilles tendon in vivo with the NMR-MOUSE. (d) Transverse
relaxation rates normalized to 1 ms at θ = 0◦ of the Achilles tendons of a male (m) and a female (f)
volunteer. (e) Normalized CPMG relaxation rates for sheep Achilles tendon in vitro. (f) Normalized
CPMG relaxation rates of a rat tail acquired with the CPMG sequence at an echo time of 0.1 ms
and with the Hahn echo sequence. The points are measured data, and with the exception of the
inner curve in (f), the drawn lines are fits with the equation and parameters given in the figure. All
measurements were conducted in 4–5 mm depth. The acquisition of the data for one orientation
lasted 5 min

The magic angle effect has first been observed with the NMR-MOUSE on
porcine Achilles tendon in vitro and human Achilles tendon in vivo [20, 40, 42].
The orientation dependence of the relaxation rate was found to follow the square
of the second Legendre polynomial in agreement with high-field studies [45–47].
The investigations were subsequently extended to compare the relaxation anisotropy
of human Achilles tendon in vivo (Fig. 8.6d) with that of sheep Achilles tendon
(Fig. 8.6e) and a rat tail in vitro (Fig. 8.6f). A smaller transverse relaxation rate is
observed near the magic angle. As the relaxation in collagen is dipolar in nature
[62] and the spins near resonance are locked in a CPMG sequence [23, 63–65],
the dipolar interaction is partially averaged by the CPMG excitation but not by the
Hahn echo excitation, so that the apparent anisotropy is reduced in CPMG measure-
ments (Fig. 8.6f). Furthermore, the anisotropy of the effective relaxation rate may be
reduced due to signal attenuation by diffusion. Yet the CPMG sequence is preferred
for in vivo studies as the measurements are much faster than with Hahn echoes [2].

While the angle dependence of 1/T2eff observed in vitro for rat tail and sheep
Achilles tendon follows the square of the second-order Legendre polynomial, the
angle dependence observed in two humans is more complex. A good fit could be
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obtained with the sum of two squared second-order Legendre polynomials, one
being rotated by 90◦ with respect to the other (cf. formula in Fig. 8.6, bottom).
Both orientations appear to arise with about the same amplitude, indicating a twisted
structure of the hierarchically ordered collagen fibers for the human Achilles tendon
in vivo (Fig. 8.6a) [16, 22].

The anisotropy of tendon has also been probed in vitro by diffusion studies with
the bar-magnet NMR-MOUSE [18] using a constant-time relaxation method [66]
to eliminate the relaxation weight on the measured echo amplitudes. Similar to the
profile NMR-MOUSE, the bar-magnet NMR-MOUSE exhibits a nearly linear B0
field profile as a function of distance from the magnet in a region close to the mag-
net, so that it is well suited for diffusion measurements. The data are in agreement
with measurements of the diffusion anisotropy at high field [51] although different
diffusion processes can more readily be differentiated at high field due to better
sensitivity.

In a clinical study on subjects with different types of Achilles tendon problems
[21], no clear correlation between the relaxation times measured at 0◦ orientation
angle and the medical condition was found. The tendon relaxation times T2eff of
athletes and healthy young adults were all in the same range including that of an
Achilles tendon healed after a fracture. This indicates that the measurement of
relaxation times in Achilles tendon at 0◦ orientation angle is not a useful medi-
cal diagnostic tool and that alternative approaches need to be explored such as the
relaxation measurements at a different orientation angle, measurement of anisotropy
parameters, relaxation-weighted signals, and double-quantum filtered signals pos-
sibly in combination with volume selection to eliminate signal from surrounding
tissue [22, 49, 52, 67].

8.3 Mummies and Bones

Mummies and bones consist of biological tissues which in some cases are of inter-
est for non-destructive analysis by mobile NMR, as they may not be allowed to
leave the museum or need to be chilled as the 5,300-year-old glacier mummy in the
Archeological Museum in Bozen (Fig. 8.7). In Egyptian mummies, depth profiles
can discriminate between textile wrapping from tissue and bone, and in the glacier
mummy the thickness of the ice layer, tissue layers and the bone structure can be
examined. Interestingly, the signal from the bone region of the glacier mummy is
higher than that of the new skull and the model cadaver, which had been artificially
dried down to the same weight as the iceman. Furthermore, the signal amplitude
scales with the bone density and decreases with progressive states of decay.

Bone density can be determined quickly and non-destructively with the NMR-
MOUSE in contrast to the conventional and destructive way of determining bone
density by mercury injection. It is an important indicator for the state of conserva-
tion of the bone material. This is corroborated by the observation that an Egyptian
mummy head and a 900-year-old skull give NMR depth profiles with amplitudes
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Fig. 8.7 Depth profiling of foreheads [16, 28] and photos of mummies and skulls including a
measurement setup for analysis of the frozen glacier mummy from the Archaeological Museum
in Bozen, Tyrol. The profile NMR-MOUSE is mounted near the foreheads of the mummies to
measure depth profiles

significantly lower than those of profiles through a modern skull. The state of bone
conservation is a quantity in demand in the search for historic DNA: the higher the
bone density, the higher the chance to find DNA [16, 28].

To interpret the signal measured for the iceman at about 0◦C, bone sections taken
from the forehead of the recent skull and of an old skull were measured at room
temperature, frozen in the dry state, in the wet state, and frozen in the wet state
(Fig. 8.8). The bone of the new skull gives a higher signal in the dry state than that of
an old skull, both at room temperature and frozen (Fig. 8.7). In the water-saturated,
wet state the signal amplitude is higher due to the water filling the pores. The signal
increase for the old skull is higher than that for the new skull in agreement with
the interpretation that the bone density is lower and all of the available pore space
is filled with water. Moreover, after prolonged exposure to temperatures of −30◦C,
the signal from the water-soaked, new skull is the same as at room temperature.
This indicates that the water appears to be liquid inside the bone at this low tem-
perature due to confinement effects. On the other hand the old skull shows some
signal decrease upon cooling to −30◦C, so that some water appears to be frozen.
This water is expected to reside in the larger pores formed by the bone decay. As the
profile through the forehead of the iceman measured at a temperature of just below
0◦C is higher than that of the new skull, it can be concluded, that the water in the
bone pores of the iceman is not frozen.
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Fig. 8.8 Wetting, drying, and freezing study in terms of depth profiles through bone sections from
foreheads. (a) New skull. It gives a higher signal in the dry state than the old skull. (b) Old skull
from about AD1100 . Either water wet at room temperature or frozen to −30◦C it gives much
higher signal than the new skull with the same profiles in both states

8.4 Unilateral Imaging of Biological Matter

When dealing with patients and living species, the measurement times need to be
short. This is why portable and more so, single-sided imaging has not yet found
applications in the medical community [25]. The first 2D NMR images measured
by unilateral NMR have been composed of single pixel measurements by displacing
the NMR-MOUSE across a cut of a pork leg obtained from a butcher. The pixel
information was acquired with a steady-state saturation recovery sequence which
allows the simultaneous and rapid determination of T1 and T2 [23]. The spatial res-
olution was low, because it is determined by the extension of the sensitive volume,
but the contrast is excellent.

To improve the spatial resolution and to cope with the field gradients inherent
to unilateral NMR, single-point imaging in real space has to be abandoned in favor
of single-point imaging in Fourier space [68–72]. Early Fourier images of medical
tissue acquired with the unilateral NMR device are depicted in Fig. 8.9. Within an
acquisition time of 9 min, one slice through a finger was acquired and three images
with different contrast values were calculated from the data by adding different parts
of the CPMG echo train for each pixel (b) [25]. The slice thickness is 1 mm and so is
the lateral resolution. The image size is 32×32 pixels. In comparison with the first
medical Fourier images [73], the quality is acceptable. For comparison with state-
of-the-art medical MRI, a similar image acquired on a commercial 1.5 T tomograph
is depicted in (a). Despite the low resolution of the images from unilateral MRI, the
bone, the muscle, and the arteries can be identified.

Conventional MRI and single-sided MRI by single-point imaging with CPMG
detection can produce images with similar contrast and quality as demonstrated in
Fig. 8.10a for a chunk of raw bacon. The time to acquire a 32×32 pixel image with
the unilateral scanner at a volume resolution of 1 mm3 took about 10 min [25]. The
images were acquired by phase-encoded single-point imaging with a CPMG train
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Fig. 8.9 NMR images through a human finger [25]. (a) NMR images of a finger acquired at
1.5 T with a clinical imager. (b) Two-dimensional images through different parts of a finger joint
acquired in 9 min for each position with three different contrast values with a single-sided magnet
by positioning the finger within the loop of the surface coil

attached for detection. The CPMG echoes can be used for either of two purposes:
(1) extraction of parameters and parameter weights for contrast generation and (2)
signal-to-noise enhancement by addition of echoes [19, 71]. T1 contrast can be intro-
duced by varying the repetition time tR between scans. The effects of longitudinal
and transverse relaxation weights on the image contrast have been studied by varia-
tion of the recycle delay tR between scans (Fig. 8.10c) and the echo time tEE of a spin
echo encoding preceding the CPMG detection sequence (Fig. 8.10b)(see Chap. 5).
Long echo times introduce a diffusion weight to the transverse magnetization decay
from mobile molecules due to the presence of the strong background field gradient
of the open sensor. The contrast between muscle and fat can be enlarged signifi-
cantly and is best for large echo times and short recycle delays, which enhances
the fat signal and suppresses the muscle signal. This is in agreement with the
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Fig. 8.10 (a) Image of a chunk of bacon measured in a clinical MRI. (b) Variation of T2 contrast
with the echo time tEE of the spin-echo filter preceding the CPMG acquisition sequence. The
images were measured in region 1 shown in the conventional image. (c) Variation of T1 contrast
with the repetition time tR. The images were measured in region 2 shown in (a)

longitudinal relaxation times T1 of muscle and fat being of the order of 400 and
225 ms, respectively.

Similar quality images were obtained from a rat head in vitro [26]. But the high
gradient of the sensor along the depth direction affords the measurement of only
thin slices parallel to the surface of the magnet. To shorten the measurement time,
the slice thickness needs to be increased by shimming the stray field to lower gradi-
ents. Sufficiently homogeneous stray fields can be designed [74] that will enable
frequency encoding of each of the three space directions using pulsed gradient
fields generated by planar surface coils [75, 76]. Such a sensor could eventually
be employed in remote areas or in an emergency vehicle, for example, to assist in
the first aid of stroke victims.

8.5 Conclusions

Applications of unilateral NMR to in vivo studies of humans appear most promising
for skin, in particular as depth profiles with a resolution of 10 μm and better can
be acquired in a matter of a few minutes. Interesting applications arise in its use in
clinical skin treatments, drug administration through the skin, allergy studies, wound
healing, and in the development of skin-care products. The state of the skin could
be assessed before treatment to help select an individual skin care program and to
monitor the progress of treatment also underneath bandages. Tendon and muscle are
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more difficult to study, and an assessment of the orientation dependence of the signal
requires long measurement times. But the wide possibilities of contrast generation
have by far not yet been fully explored, and unilateral NMR without lateral spatial
resolution may be not only of diagnostic value in medicine but also of practical inter-
est in providing information at a level competitive to ultrasound measurements. In
combination with pulsed gradient fields, the spatial selectivity of the NMR-MOUSE
can be improved for better analysis of structures narrower than the sensitive volume,
an issue which will help to improve, for example, the quality of tendon studies. The
use of pulsed gradient fields for imaging in sufficiently homogeneous stray fields is
most appealing so that mobile MRI machines may eventually be used in emergency
vehicles and low-budget medical institutions. Given the progress of conventional
medical imaging in the past, unilateral imaging may experience a similar evolution
and become available in a few years in the offices of general practitioners for a first
diagnostic analysis of skin, joints, and ligaments in competition with dedicated MRI
scanners to be found in the office of the specialist.
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Chapter 9
Applications in Material Science and Cultural
Heritage

Jürgen Kolz

The diversity of available techniques has made magnetic resonance a valuable tool in
medicine, in chemistry, as well as in material science [1–3]. In spite of the complex-
ity of obtaining high-resolution spectra and the lower sensitivity compared to NMR
with superconducting magnets this is also true for single-sided NMR, particularly
considering that the technique is truly non-destructive due to the open geometry of
the sensor [4, 5]. The first U-shaped sensor was conceived to measure bulk proper-
ties close to the surface of the object under investigation. Later refinements of the
magnet geometry opened up the possibility to achieve spatial resolution, either by
exploiting the static gradient of the sensor in order to achieve depth resolution or
by equipping the magnet with gradient coils in order to achieve spatial resolution
in the lateral directions. Since spectral resolution is hard to achieve in the inho-
mogeneous field of a conventional single-sided sensor the main parameters used
to characterize materials are spin density and relaxation times. The spin density
reflects the number of hydrogen nuclei inside the sensitive volume and can be used
to indicate inhomogeneities or voids, changes in the material density, or interfaces
between different materials. The longitudinal and transverse relaxation times T1 and
T2 can be used to obtain information about the molecular mobility inside the sample.
These go often hand in hand with macroscopic mechanical properties and therefore
relaxation times can be used as quality parameters for the production control. In
most of the cases a CPMG sequence is applied, since it is the fastest accessible way
to measure transverse relaxation. However, the obtained decay is not governed by
pure transverse relaxation and the decay time is therefore called effective transverse
relaxation time T2eff. The inhomogeneities of the static magnetic field B0 and the
rf-field B1 cause off-resonance effects and a flip-angle distribution resulting in an
incomplete conversion of z-magnetization into transverse magnetization. Therefore,
the measured decay has also some inherent T1 contribution (see Chap. 2).

In this chapter an overview is given of how relaxation times and spin densities
extracted from measurements with single-sided sensors can be used to characterize a
variety of different materials ranging from soft solids, like elastomers to solids, like
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semi-crystalline polymers or painting layers. Furthermore, the possibility to com-
bine single-sided NMR with high spatial resolution is addressed in several applica-
tions, like the characterization of multilayer structures, the detection of failures, and
the monitoring of the solvent ingress into polymer materials.

9.1 Elastomers

Due to their soft mechanical properties elastomers have a wide variety of applica-
tions in the industry, e.g., tyres, sealings, and tubings [6]. They consist of polymers
with glass transition temperatures below ambient temperatures, in which crosslinks
are introduced to form a network. The presence of the crosslinks can be monitored
by NMR-relaxation times, since the chain mobility strongly depends on the molec-
ular mobility [7–10]. This is based on the fact that the transverse relaxation time
T2 in solids is sensitive to the strength of the dipolar couplings. Depending on the
timescale and geometry of motion, the dipolar couplings of mobile molecules are
partially averaged leading to a longer T2. However, by introducing crosslinks into an
elastomer matrix the molecular mobility is hindered resulting in weaker averaging
and therefore shorter relaxation times. Being sensitive to molecular motion makes
T2 also a useful parameter to probe aging processes and strain in rubber parts at
a given temperature, since in both cases the mobility inside the elastomer network
is affected. The following examples show how single-sided NMR can be applied
to measure crosslink densities, to follow aging processes, to detect failures, and to
measure load distributions in rubber parts.

9.1.1 Crosslink Density

The crosslink density is one of the key parameters which determines the mechanical
properties of elastomers [6]. Crosslinks are introduced during a curing process in
which commonly sulfur is used to connect the polymer chains to form a network
[11]. This is necessary to avoid that the polymer chains disentangle under strain
and polymer materials irreversibly deform. Conventionally the crosslink density
is determined in mechanical deformation tests based on elongation or shear [12].
However, these methods are destructive and cannot provide information about the
spatial distribution of the crosslink density across the object. Single-sided NMR,
on the other hand, is a non-destructive technique, which is sensitive to variations
of crosslink density and it can be combined with imaging techniques to resolve
inhomogeneities across the material [13].

In order to correlate the relaxation times measured by NMR with material proper-
ties, a set of four natural samples with sulfur concentrations ranging from 2 to 5 phr
(parts per hundred rubber) was prepared. The crosslink densities of the samples were
determined by applying the Mooney–Rivlin approximation [14] to measurements of
the stress–strain dependence and by shear monitoring the shear modules during vul-
canization. Figure 9.1a shows the dependence of the resultant crosslink densities as a
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Fig. 9.1 (a) Dependence of the crosslink density determined by mechanical methods on the con-
centration of sulfur in the rubber mixture. (b) Dependence of the transverse relaxation time T2eff
measured with a CPMG sequence vs. crosslink density

function of the amount of sulfur. For both methods a linear increase of the crosslink
density is observed. The difference between the values produced by each method is
due to the fact that rheology probes the shear modulus at the frequency of dynamic
deformation and stress–strain measures the modulus of elasticity at zero frequency.

The same set of samples was analyzed by CPMG measurements with a bar-
magnet NMR-MOUSE. The CPMG train consisted of 512 echoes with an echo
time tE of 0.1 ms. One hundred scans were averaged to increase the signal-to-noise
ratio. Although the T1 of the samples was about 50 ms a recycle delay of 3.5 s was
chosen to avoid sample heating from power dissipation in the rf coil. Especially
when dealing with elastomers a constant temperature of the sample has to be pro-
vided, since the molecular mobility and therefore the transverse relaxation time are
strongly sensitive to temperature. A simple test to confirm constant temperature is
to conduct the same CPMG measurement several times in succession at the same
position. If an increase of the relaxation time as a function of the experiment number
is observed, the sample is warming up and the recycle delay has to be increased. In
order to reduce sample heating, it is also possible to guide an air stream between rf
coil and sample, which helps to remove the generated heat by isolating the sample
from the coil.

Figure 9.1b shows the T2eff values plotted as a function of the crosslink den-
sity determined by mechanical methods. T2eff was obtained by fitting the decays
to stretched-exponential functions. In the observed range T2eff varies linearly with
crosslink density. Using this calibration, the crosslink density can be measured at
various lateral positions of arbitrarily sized objects. In many cases inhomogeneities
in the crosslink density may appear in the direction perpendicular to the surface of
the object under study, caused by non-uniform temperature distributions during the
vulcanization process. Such inhomogeneities can be better identified using sensors
like the profile NMR-MOUSE [15]. They select the signal from a thin flat-sensitive
volume that is mechanically moved through the object, in order to achieve a profile
along the depth direction of the sample (see Chap. 5).
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Fig. 9.2 (a) Profiles of T2eff across rubber samples. One sample was cured at constant temperature,
while for the other sample a temperature gradient during the curing process was introduced. The
resultant gradient in crosslink density becomes visible in the T2eff parameter. On the side with
lower curing temperature a higher T2eff value is obtained showing a lower crosslink density. (b)
T2 of different rubber samples as a function of the glass transition temperature measured with a
Hahn-echo sequence

Figure 9.2a shows profiles of T2eff measured through 5 mm thick elastomer sam-
ples. One sample was cured at constant temperature, while for the other one a
temperature gradient across the sample was introduced during the vulcanization
process. It can be seen that for the sample with uniform curing temperature T2eff
is uniform across the sample, while for the sample with temperature gradient T2eff
increases toward the side of lower curing temperature. This is due to the smaller
rate of the curing reaction at lower temperatures resulting in a lower degree of
crosslinking.

Since crosslinks change the mobility of the polymer chains also the glass transi-
tion temperature Tg is affected by the crosslink density. Herrman et al. [16] inves-
tigated the effect of varying Tg on T2 by investigating various polymers, with side-
groups characterized by different sterical hindrance and with different crosslink
densities. The T2 values were extracted from Hahn-echo decays measured with
the NMR-MOUSE at room temperature, while the Tg was determined by dynamic-
mechanical thermal analysis. Figure 9.2b shows T2 values as a function of Tg. With
increasing Tg the material becomes less mobile leading to a decrease of T2. While
the relaxations times for different crosslink densities within one polymer fall on a
straight line, for different polymers do not, proving that the variation in crosslink
density influences the glass transition in a way different from the sterical hindrance
of the side groups.

9.1.2 Aging

Elastomers undergo aging processes during their life time. These processes are of
chemical or physical nature and often alter the mobility of the chain network, which
can be detected by measurements of NMR-relaxation times [17–20]. Chemical
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aging is caused by the attack of free radicals or oxygen on the polymer backbone
leading, depending on the environmental conditions, to chain scission or additional
crosslinks [12]. The formation as well as the activity of the attacking species can
be triggered under certain environmental conditions like high temperature, high
ozone concentration or by the exposure to light or UV-radiation. Such changes can
be followed by measurements of transverse relaxation times using a single-sided
sensor.

Figure 9.3a depicts T2eff as a function of aging time for two unfilled natural rub-
ber samples, with and without a phenolic antioxidant. The initial T2eff is similar
for both formulations, showing that the required quantity of antioxidant does not
influence the relaxation of the unaged samples. With ongoing aging T2eff decreases
for both formulations due to the formation of additional crosslinks. This results in
a lower molecular mobility and therefore in stronger dipolar interactions. During
the first days of aging the relaxation time of the sample with antioxidant decreases
slower, proving the efficiency of the antioxidant. For longer aging times the relax-
ation times converge to the same value, caused by the consumption of the antioxi-
dant. After 73 days the relaxation times are the same for both formulations, show-
ing that the antioxidant is fully depleted. Furthermore, formulations consisting of
different compositions can be compared in order to investigate which formulation
shows the best aging resistance. Figure 9.3b shows T2eff values of fluorinated rubber
with specific additives before and after aging at 120◦C in air. It can be concluded
that sample 4, which contains an ageing protectant but no carbon black, shows the
highest aging resistance.

To obtain better insight into the mechanisms of the aging process profiles of T2eff
can be measured [19]. Figure 9.4a shows T2eff profiles through a natural rubber sam-
ple, thermo-oxidatively aged for different times at 80◦C in an oven. It can be seen
that the sample shows a non-uniform T2eff profile already for the unaged sample,
caused by a temperature gradient during the vulcanization process. With ongoing
aging, T2eff decreases uniformly across the sample, while the initial T2eff gradient

Fig. 9.3 (a) Time dependence of T2eff for natural rubber samples with (◦) and without (�) antiox-
idant. (b) Relaxation times of different fluorine rubber sheets before (light bars) and after aging at
120◦C (dark bars). Sample No. 4 shows the best aging resistance
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remains. This means that further formation of crosslinks by post curing, that could
be expected for the regions of lower crosslink density, does not take place.

The effect of different aging mechanisms can also be visualized using the profil-
ing technique. Two natural rubber samples were investigated, one aged for 3 days at
120◦C in a cabinet dryer and one exposed to UV radiation for the same time. Fig-
ure 9.4b shows profiles of values of a weighting function for the two aged samples
as well as a reference profile for a non-aged sample.

For the evaluation of the weighting function the echo amplitudes of two suc-
cessive time intervals of the CPMG echo train are added and the ratio of the two
sums is calculated to obtain a relaxation-weighted spin density number w. This
option can be preferable over the fitting function when the decay has a complicated
time dependence, as no fit function needs to be defined, or when T2eff or at least
one component of the decay is comparable with the echo time tE. The weighting
function is defined as follows:

w(ii, if, ji, jf, tE) =

jf∑

j= ji

S( j tE)/( jf − ji)

if∑

i=ii

S(i tE)/(if − ii)

(9.1)

where S(t) is the intensity of the signal at time t . The integration limits ii, if, ji, and
jf are adjusted to obtain the optimum contrast.

While the thermo-oxidatively aged rubber shows a homogenous decrease of the
relaxation time across the whole sample, the response of the UV-aged sample is
different [21]. At the exposed surface a strong decrease of the relaxation time is
observed. This is attributed to the high amount of radicals formed at this location,
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which attack the polymer chains and give rise to additional crosslinks that result in
an embrittlement of the material. With increasing depth the relaxation time increases
exponentially to the value of the unaged sample. This can be explained by a spa-
tial dependence of the radical concentration inside the polymer, which follows a
Lambert–Beer behavior [21].

9.1.3 Imaging

As shown in Chap. 5, when equipped with additional gradient coils, single-sided
sensors can also be used to measure 2D images [22]. Since parameters like spin den-
sity and relaxation times are responsible for contrast in NMR images, this technique
can be useful to resolve structures, to detect failures or to map the load distribution
in rubber parts [4, 19]. In order to achieve images in a reasonable time, a pure-phase
encoding sequence is combined with a subsequent CPMG echo detection to increase
the sensitivity (see Chap. 5). Figure 9.5 shows how the technique can be applied
to monitor the position of crossed textile fibers embedded in layers incorporated
for reinforcement of rubber products, like air spring bellows and high-performance
rubber tubes.

An air spring bellow is an air-pressured rubber balloon used to suspend vehicles
like trains and cars (Fig. 9.5a). The wall of an air spring bellow (Fig. 9.5b) of a
passenger car is about 2 mm thick and contains two layers of crossed textile fibers
(Fig. 9.5c). The fiber spacing and the layer spacing are about 1 mm. The sensor
described in Chaps. 4 and 5 was used to produce slice-selective images across the

Fig. 9.5 Air springs bellows are used in intelligent suspension systems (a) that control (b) the
hardness of the shock absorber by adjusting the air pressure in the rubber bellows. The rubber
matrix of the device is reinforced by crossed layers of textile fibers (c). The fibers of each layer
can be resolved by NMR imaging (d). The fiber spacing can be analyzed in a projection of the
2D images along the fiber direction (e). The positions of the fibers determined from the 1D profile
depend linearly on space (f)
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wall with a slice thickness of 0.2 mm. Two-dimensional images of each fiber layer
with a field of view of 2 cm × 2 cm and an in-plane resolution of 0.2 mm were
obtained within an acquisition time of 2 h per image (Fig. 9.5d). The signal of the
textile fibers is negligible compared to that of the rubber matrix, so that fibers appear
dark in the images. By projecting the 2D images along the fiber direction, a 1D
projection is obtained (Fig. 9.5e). From the minima in the profile the position of the
fibers can be determined with good precision (Fig. 9.5f), so that defects in the fiber
positioning can be identified.

Another application concerns the defect analysis of fiber-reinforced rubber tubes.
Figure 9.6a shows a rubber tube with a defect located at the inner rubber layer of
the tube. A slice-selective image with a layer thickness of 0.66 mm was taken with
a spatial resolution of 0.2 mm × 0.2 mm and a FOV of 4 cm × 4 cm. In order to
decrease the measurement time to 120 min the complete echo train generated in the
detection period of the sequence were added. The NMR image (Fig. 9.6b) reveals
the textile fibers and shows a hole in the inner rubber layer. While the extension
of the defect in the lateral direction can be mapped in a 2D image, the extension
across the tube wall can be detected by measuring slice-selective images at different
depths.

Besides its use in structure and failure analysis, NMR imaging also provides the
possibility to map physical parameters like temperature and strain via their influence
on relaxation times. This is of particular interest to identify critical high tensions
during the design of rubber parts, which are intended to work under load during
their usage. Compared to the failure detection in the previous example, where the
spin density is used as contrast parameter, tensions inside the elastomer network
are reflected in the change of relaxation times. Figure 9.7a shows that almost no
T2eff differences are observed in the CPMG decays for a rubber band at different
elongation ratios, where λ = l/ l0 is the elongation ratio, l the length under stretch-
ing, and l0 the initial length. However, a strong decrease of the relaxation time is
observed in the Hahn-echo decay with increasing elongation ratio (Fig. 9.7b). When
the sequence described in Chap. 5 is used to obtain a 2D image, the contrast by
T2Hahn can be controlled by varying the echo time tEE in the encoding period, while

Fig. 9.6 Failure analysis. (a) Photograph of a fiber-reinforced rubber tube. The failure located at
the inner rubber layer originates from the production. (b) Cross section taken with a high spatial
resolution (0.2 mm)2. The image reveals the defect as well as the textile fibers
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Fig. 9.7 Signal decay measured with a CPMG (a) and a Hahn-echo sequence (b) for different
elongation ratios. Maximum contrast is achieved with the Hahn-echo sequence by setting the echo
time of 1.5 ms. (c) Drawing of the sample setup. Two rubber bands, one stretched, and one relaxed,
are placed in the sensitive volume of the sensor. (d) Map revealing the elongation of the rubber
bands obtained as the ratio between an image taken with an encoding time 1.5 ms and an image
with an encoding time of 0.5 ms

all echoes in the detection period are co-added to improve the SNR. In the present
case tEE was set to 1.5 ms to achieve maximum contrast. By calibration against
λ the resultant pixel intensity can directly be translated into the elongation ratio,
while for the single-sided setup the B1 inhomogeneity as well as the change of the
amount of sample in the sensitive volume caused by stretching has to be taken into
account. This can be achieved by normalizing the image to an image acquired for
short encoding time, where the difference in the Hahn-echo intensity for different
elongation ratios is minimized.

Figure 9.7c shows a schematic drawing of a setup used to test the performance of
the method to measure stretching. The sample consists of two rubber bands (10 mm
wide) positioned next to each other parallel to the B0 direction. While the right one
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is elongated to λ = 3, the left one is unstressed. Figure 9.7d shows a map obtained
with the normalization method described before. The field of view was 30 mm ×
30 mm, while the longer encoding time was set to 1.5 ms to achieve maximum
contrast, and the short encoding time was set to a minimum value of 0.5 ms being
restricted by the length of the gradient pulses. The elongated rubber band appears
darker in the image due to its shorter T2. However, unlike the shown example, rubber
parts may also be stressed by forces that act in different directions. In this case the
orientation dependence of T2 can be used to measure the direction of the forces, by
taking images with different orientations of the sample with respect to B0.

The experiments shown demonstrate that single-sided NMR is suitable for the
characterization of rubber materials. After calibration with reference data, trans-
verse relaxation times can be directly related to the crosslink density. The profiling
technique enables one to obtain information about the homogeneity of the crosslink-
ing and to get insight about the characteristics of different aging mechanisms. Fur-
thermore, single-sided sensors equipped with gradient coils can be used to identify
failures and to monitor load distributions in rubber parts. Such information can be
of high value for quality control and the design of rubber parts.

9.2 Hard Polymers

In the second half of the last century the market for hard polymers has grown
tremendously. More and more parts that formerly were produced from metal are
nowadays produced from polymers. Particularly pipes from poly(vinyl chloride)
(PVC) and poly(ethylene) (PE) are of significant commercial importance, and their
state assessment is of value for the optimization of product quality and for lifetime
prediction. In this case single-sided NMR can be of great benefit, since it is non-
destructive and sensitive to changes in the polymer morphology [23–28]. On the
other hand, the measurements are more challenging than for elastomers, because
the rigid chain morphology results in much shorter T2eff values. Since single-sided
NMR sensors detect the NMR signal stroboscopically at the times of the echoes in
multi-echo sequences, the number of points that can be detected is strongly limited
for such materials. However, by constructing rf probes with shorter dead times more
echoes can be acquired during the signal decay to improve the accuracy of data
evaluation.

Poly(ethylene), which is mostly used for the production of pipes, is a semi-
crystalline polymer. It is composed of crystalline domains where polymer chains are
ordered and continues amorphous phase with disordered chains. Due to the different
morphology of the two phases, two relaxation times are present in the decay of the
transverse magnetization, a short one (Ashort), corresponding to the rigid crystalline
phase and a longer one (Along) arising from the more mobile amorphous region.
When fitting the CPMG decay with a bi-exponential function

S(t) = Ashort exp

[ −t

T2eff,short

]
+ Along exp

[ −t

T2eff,long

]
(9.2)
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an NMR crystallinity parameter can be derived as αNMR = Ashort/(Ashort + Along).
This parameter differs from the one measured by X-ray scattering since NMR
probes the molecular mobility and not the state of order. The NMR crystallinity also
includes the fraction of molecules forming the interface between the crystalline and
the amorphous phases. By proper calibration αNMR can be used to monitor changes
of morphology involved in the production process or caused by annealing and aging.
Furthermore, this information can be acquired spatially resolved in different depths
and at different lateral positions. Figure 9.8a shows the NMR crystallinity measured
as a function of the depth of a poly(ethylene) pipe [26]. It can be seen that the
crystallinity increases with increasing depth. This is due to the cooling process after
the extrusion of the polymer melt into the pipe mould. The temperature gradient
associated with the cooling process results in different crystallinities across the
pipe wall.

Not only the variation in different depths can be monitored, but also the vari-
ations in the lateral directions can be measured by repositioning the sensor [28].
In this case the spatial resolution is determined by the lateral size of the sensitive
volume, which is given by the dimensions of the rf coil. Following this concept the
inner circumference of a PE pipe was mapped using the experimental setup shown

Fig. 9.8 Measurements of PE pipes with the NMR-MOUSE. (a) Variation of the NMR degree
of crystallinity across the pipe wall. (b) Scheme of the positioning device used for mapping the
inner pipe wall with the NMR-MOUSE. (c) Statistical distribution of transverse relaxation times
measured at the inner pipe wall before and after annealing at 60◦C for 24 h. The annealing has an
effect on the PE morphology resulting in dramatic change of the mechanical properties



214 J. Kolz

in Fig. 9.8b. A U-shaped MOUSE was placed inside a PE tube. In order to scan
the pipe, the position of the sensor was fixed and the pipe was rotated by a stepper
motor. The sensor was moved along the pipe to measure at different circumfer-
ences, in order to acquire 2D maps. In this way a matrix of 10 cm × 10 cm was
mapped point by point with a step width of 1 cm along both dimensions. The pipe
was scanned before and after annealing at 60◦C for 24 h. The CPMG decays were
analyzed using a weighting function similar to Eq. (9.1). The first echoes of the
train, which correspond to the crystalline phase, were added and divided by the sum
of the long components, which corresponds to the amorphous phase. The resultant
parameter w scales with the crystallinity of the polymer. The statistical evaluation
of these data, before and after annealing, is shown in Fig. 9.8c. It can be seen that
even annealing 55◦C below the glass transition temperature has a significant effect
on the morphology. This proves that single-sided NMR can be used as a method to
follow morphological changes. Furthermore, the detection of morphology changes
at temperatures far below the glass transition suggest that for lifetime predictions of
such semi-crystalline polymers the conditions used to accelerate the aging have to
be chosen very carefully, when an extrapolation from elevated temperatures to the
working temperature needs to be done.

The profiling technique is also of interest, when looking at multilayer structures
of hard polymers. For example, concrete walls are often coated by different polymer
layers, to protect the concrete from corrosion and degradation. Figure 9.9 shows a
profile measured through a cement coating consisting of four layers, a surface with
sand, a polyurethane layer with sand, a pure elastic polyurethane layer, and a layer
of epoxy resin [29]. The different layers can be discriminated by plotting the signal
amplitude (Fig. 9.9a) and relaxation time (Fig. 9.9b). While the two polyurethane
layers show both the same T2eff, the one filled with sand shows a lower signal ampli-
tude, from which the volume fractions of sand and polyurethane can be derived.

It is concluded that not only rubber, but also semi-crystalline polymers below
their glass transition temperature are suitable for investigations with the NMR-
MOUSE. In particular, parameters like the NMR crystallinity and the segmental
mobility can be measured in terms of T2eff and linked to the polymer morphology.
The mean values and the distributions of these parameters relate to the processing
and deterioration conditions and can be useful for lifetime predictions. Furthermore,

Fig. 9.9 Profiles measured through different coating layers of a cement sample with a resolution
of 200 μm. (a) CPMG amplitude profile and (b) T2eff
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spatially resolved information can be achieved, when applying the profiling tech-
nique to multilayer structures.

9.2.1 Ingress of Solvents

Polymers used for casings, pipes, containers and packaging are often in contact with
liquids that can ingress into the polymer matrix. In most cases this ingress should be
kept to a minimum in order to hinder the release of toxic components to the exterior
and to prevent the change of the morphology of the polymer material that can result
in the weakening of its mechanical strength. The kinetics of such dynamic processes
can be followed non-destructively by the profiling technique described in Chap. 5
[15]. One interesting application is the ingress of gasoline into a fuel tank wall
[15, 19]. Fuel tank walls are normally composed of a multilayer polymer structure.
It consists of a regrind and a polyethylene layer separated by a barrier layer, made
for example from a ethyl-vinylalcohol copolymer, which is attached to both sides
with an adhesive. The barrier is intended to prevent volatile compounds escaping to
the exterior.

Figure 9.10a shows profiles measured through such a fuel tank wall before and
after different times of exposure to gasoline. In cases where dynamic processes are
to be followed, it is important to keep the measurements short enough to ensure
that the changes of the system under investigation are negligibly small during the
acquisition of one profile. In order to overcome the comparatively low sensitivity
of the single-sided sensor, the addition of the echo amplitudes in the CPMG train
has been proven to be an efficient way of increasing the SNR per unit of time.
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Fig. 9.10 (a) Series of profiles measured through a fuel tank wall before and at different times
after exposure to regular-grade gasoline. Each point corresponds to the addition of the first 64 echo
amplitudes of a CPMG train acquired with te = 45 μs. The nominal resolution was set to 50 μ m
by using an acquisition time of 20 μs in the presence of a static gradient of 21 T/m. The profile
taken before the exposure (0 min) shows that the different layers (polyethylene, resin, barrier, resin,
regrind) can clearly be distinguished. The gasoline enters through the regrind layer and is then
blocked at the barrier layer. (b) CPMG decays measured in the regrind layer, dry (◦) and swollen
(�). While the amplitude is similar for both decays, T2eff strongly increases by the ingressing
solvent
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However, the number of echoes that can be reasonably co-added depends on T2eff
of the sample and the minimum applicable echo time. This in turn is a function
of the chosen resolution, since it is defined by the acquisition time in the presence
of the static field gradient. Because of this strong interdependence of the different
acquisition parameters, it is crucial to determine the minimum resolution that is
actually needed for a particular application. A change of the resolution by a factor
of two may result in an increase of measurement time by an order of magnitude.

In this experiment a CPMG sequence with an echo time of 45 μs and an acqui-
sition time of 20 μs resulting in a resolution of 50 μm was applied to measure the
profiles. The amplitudes of the first 64 echoes of the CPMG train were added and
plotted as a function of the position. Hence, the plotted amplitude corresponds to
the spin density weighted by T2eff. The gasoline enters from the regrind side. With
increasing fuel content of the polymer the amplitude strongly increases reflecting a
large change in the T2eff of the polymer with the gasoline. This is shown in Fig. 9.5b,
where two CPMG decays, one from a dry position of the regrind and the other at
a wetted one are plotted. The curves were fitted with a single-exponential function.
While the initial intensity of the decays is quite similar, the T2eff values differ by
a factor of six, 0.4 ms at the dry position, and 2.4 ms at the swollen position. The
increase in T2eff is due to the fact that in a swollen state the polymer chains become
more mobile, leading to a better averaging of the dipolar couplings. The solvent
front moves into the sample until it meets the barrier, where it is stopped. After long
enough time the amplitude of the regrind layer reaches a saturated state, while the
external PE layer remains unaltered. It is noted that T2eff of the resin and of the
barrier layer are increasing, reflecting that also these layers are partially swollen.

Besides organic solvents, water can also ingress into polymers. While in some
cases polymers are specially designed for high water uptake, e.g., hydrogels, in
most cases this is an unwanted property. The car industry, for example, is inter-
ested in substituting metal parts of the car body by polymer parts in order to reduce
the weight and therefore the fuel consumption. Since these parts are exposed to all
kinds of weather conditions, their moisture content continuously changes, resulting
in changes of the mechanical properties as well as the clearance between body parts,
caused by the swelling of the parts. Such processes of water penetration can be
monitored using the profiling technique [29]. In this example the ingress of water
into PVC (polyvinyl chloride) was followed by applying the profiling technique as
a function of time to a sample immersed in water. Two cases were investigated,
both conducted at room temperature: a first one where the sample was immersed
in water and a second one where the sample was exposed to room humidity. In
order to remove residual water the samples were dried for 48 h at 100◦C prior to the
start of the experiments. The profiles were measured using a solid-echo sequence
with an echo time of 30 μs and an acquisition time of 6 μs per echo defining a
nominal spatial resolution of 200 μm. Due to the extremely short T2 (200 μs) only
the amplitudes of the first eight echoes were added for signal-to-noise improvement.
Figure 9.11a shows a series of profiles measured for different immersion times.
The profiles clearly show how the water ingresses from both sides to the center of
the sample reaching an equilibrium state after 65 days. In a different experiment
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Fig. 9.11 (a) Profiles measured across a sheet of PVC: dry (�) and after 3 (◦), 6 (�), 27 (�), and
65(♦) days of immersion in water. The ingress reaches a saturation state after 65 days. (b) Moisture
profiles measured after drying (�) and after exposition to room humidity for 4 weeks (◦)

a dried sample was exposed to room humidity. Figure 9.11b shows that a lower
saturation value is observed in this case. As for the previous example, also here the
change in amplitude is due to a T2eff variation. However, the changes in T2eff are
much smaller compared to the ones observed for the fuel tank, where the amount of
absorbed liquid is larger. In order to obtain the quantitative information presented
in the figures, the dry sample as well as the samples saturated in water and exposed
to room humidity were weighed. The weights were plotted vs. the corresponding
NMR amplitude and the obtained linear relation was used for the calibration. It is
pointed out that even small quantities in a range of 1% can be well detected.

These examples prove that the profiling technique is also suitable to monitor the
ingress of solvents into polymer materials in a non-destructive way. This can be of
great value for the design of polymer parts, which are in contact with liquids or
exposed to air humidity. The mobility and the non-invasiveness make the technique
especially suited for applications outside the laboratory.

9.3 Cultural Heritage

Single-sided NMR has also proven to be a valuable tool in the field of cultural
heritage, where non-destructive techniques are especially in demand considering
the uniqueness of the objects. Furthermore, also the transport of the objects is often
not possible or very expensive so that mobile equipment which can be brought to the
site of the object is required. Single-sided NMR has been applied to study different
kinds of objects of cultural heritage like frescoes [30], mummies [31], or ancient
paper [32–35]. Here the studies of old master paintings by the profile technique are
featured [36] as the structure and complexity of paintings is especially challenging.
Depending on the style, paintings are made of several layers on a support, normally a
wooden panel or canvas. Several paint layers are applied to produce color gradients,
small details, shadow regions, and highlights. Usually a varnish layer is applied after
drying to protect and saturate the colors.
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Fig. 9.12 (a) The NMR-MOUSE setup to measure depth profiles of the Virgin and child by Gen-
tille da Fabriano (1411). The acrylic plate of the lift is aligned parallel to the painting surface but
does not touch the paint. A gap of about 1 mm is left between them. (b) Measurements at two
different spots show the multilayer structure of the painting consisting from left to right: paint,
primer, canvas, and wood

Different old master paintings have been studied in the Galleria Nazionale
dell’Umbria in Perugia (Italy). Figure 9.12a shows the setup used to measure pro-
files through the different layers of the paintings; in this case Virgin and Child by
Gentille da Fabriano (1411). The sensor was placed on a movable table to control
the depth position, while the lateral position was controlled simply by displacing the
sensor. Since the lateral resolution is of about 1 cm in both directions (up–down and
left–right), given by the dimension of the rf coil, the positioning precision was suffi-
cient. More critical was the positioning along the depth direction, where a resolution
of 20 μm was required. This could be done by carefully aligning the acrylic plate
of the lift parallel to the painting. Due to the size ratio between plate and sensitive
volume an error of 0.5 mm at the border of the plate represents a deviation of only
15 μm across the sensitive volume. Notice that there is no need to have any contact
with the painting. Once the plate was aligned, the sensor was moved with respect to
the plate by the high-precision lift. Figure 9.12b shows two depth profiles measured
at two different positions. The first peak (depth 0 mm) corresponds to the paint layer
which has a thickness of about 130 μm. This is followed by a flat region of about
800 μm that corresponds to the primer layer. The second peak at about 1 mm depth
is assigned to canvas that is glued on the wood support.

The same structure, paint–preparation–canvas–wood, was observed in an Altar
frontal, Virgin and child, Adoration of the Magi, and Triptych of Sant’Antonio, but
the thickness of those layers was different from painting to painting. Interestingly,
in the case of Adoration of the Magi, a region with a canvas layer much broader
than normal was found. Figure 9.13 shows that in region 1, a thin primer layer is
followed by a canvas that reaches a thickness of about 1 mm. A possible explanation
could be that the wood support is composed of a number of pieces that are joined
together and reinforced using several canvas layers. Close to the measured spot one
of these joints was found.
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Fig. 9.13 (a) Adoration of the Magi by Perugino (1470s). (b) The same structure as the one
described in Fig. 9.12 was observed. However, the canvas layer in spot 1 is much larger than in all
other cases. A possible explanation could be that several canvas layers are used for reinforcement
in places above wooden pieces are joined together

The analysis of old mater paintings shows that single-sided NMR can give new
insight into the structure of objects of cultural heritage in a contact-free way. Dif-
ferent layers can be distinguished, their thickness can be determined, and even con-
clusions about the preparation technique of the painting can be drawn. Furthermore,
the possibility to apply relaxation time contrast to the profiles is helpful in accessing
information about the pigments, the aging of the binder, and possibly the authentic-
ity of a painting [36].
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Chapter 10
Spectrometer Hardware

Jörg Felder

The purpose of this chapter is to familiarize the reader with the particular hard-
ware requirements of single-sided nuclear magnetic resonance (NMR) tomographs.
A good starting point is the comparison with a clinical tomograph as shown in
Fig. 10.1. The following sections assume a basic knowledge of NMR hardware
since the detailed description of the individual components is without the scope of
this book. The reader is referred to standard textbooks, e.g., [1, 2], for an in-depth
treatment.
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10.1 Single-Sided vs. Conventional: Systematic Differences

The fundamental difference between a conventional tomograph and a single-sided
device lies in the realizable magnetic field strength and homogeneity. Superconduct-
ing solenoidal coils in whole body systems achieve magnetic flux densities between
1.5 and 11.7 T with a typical homogeneity of 10–50 ppm over a 30–50 cm spher-
ical volume [3]. Characteristic switchable field gradients range from 60 mT/m in
wide bore magnets up to almost 1,000 mT/m in animal magnetic resonance imaging
(MRI) systems [4]. In contrast, the permanent magnet of a single-sided tomograph
generates a maximum magnetic induction of around 0.25 T and gives rise to a static
field gradient as high as 2.5 T/m in direction of penetration (Chap. 4) [5].

Thus, an analysis of the implications caused by the inhomogeneous B0 field for
the radio frequency (RF) hardware becomes necessary. Assume a system with a
narrowband transmitter capable of amplifying signals which fall within a bandwidth
(BW) of 1 MHz centered around the proton resonant frequency.1 At a field gradient
of 66 mT/m in slice direction, this transmitter allows selective excitation anywhere
within a range of 35.60 cm. With the single-sided tomograph the strong field gra-
dient reduces the field of view (FOV) to just 1 cm in the slice direction. The other
way round, the NMR signal originating from a slice 1 cm thick is contained within a
BW of 28.05 kHz in a clinical tomograph, while it is spread over a frequency range
of 1.06 MHz in the single-sided device. This corresponds to an increase of the noise
BW by a factor of 37.8 or a decrease of the signal-to-noise power ratio (SNR) by
almost 16 dB. SNR is further sacrificed by the low sensitivity of surface coils at
higher penetration depth. Surface coils have to be employed in a single-sided tomo-
graph because extension in the third dimension is limited by the space available in
the probe head.

Readers familiar with RF coil design may argue that one will not be able to cover
the complete 1 cm FOV with a single shot. This would require not only tremen-
dously high transmitter power but also a coil with a quality factor (Q) of 10 – and
hopefully our coil is not that bad. But the above arguments still hold. Even if one
has to retune the coil for different slice positions, the transmitter has to be capable
of exciting slice profiles throughout the sensitive volume. According to the same
argument, the analog receiver frontend must display an equally broad characteristic.
In this case digital filters can be adjusted to accept the frequency range of the excited
slices only, so that the optimum SNR of the receive signal is maintained. However –
as has been discussed above – for a given slice thickness the BW is much broader
and SNR is worse than in the homogeneous case.

In essence, optimization of RF frontend hardware is of uttermost importance
during construction of a single-sided tomograph and is crucial for successful system
application [6]. The examples given above intend to emphasize this fact. An in-depth

1 A BW of 1 MHz does not seem to be that great but already represents a relative BW of 10% or
requires that the Q of the amplifier, filters, and matching circuits be equal or less than 10 for a
0.25 T system.
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treatment of the major components shown in Fig. 10.1 can be found in the next
sections.

10.2 Frontend Design

Simply stated, the frontend of an NMR tomograph includes all circuitry between
transmitter and receiver; compare Fig. 10.1. It includes the NMR coil itself, the
impedance matching network, and the transmit/receive (T/R) switch. Depending
upon the system configuration, the T/R switch may alternatively be a conventional
antenna switch in a single coil setup or employ PIN diodes to actively decouple
multiple coils.2 In addition, many commercial systems integrate signal combin-
ers for quadrature coil operation and support modules. These may be impedance
measurement equipment, hardware detection to automatically modify the system
setup according to the connected components, and specific absorption rate (SAR)
surveillance devices.

10.2.1 Matching and Balancing

Industry standard tomographs usually employ “two-capacitor” matching because
of its simplicity and ease of tuning. The susceptibility of this circuit to electro-
magnetic interference can easily be disregarded, because the complete magnet is
installed inside an RF-shielded room. Obviously, a portable tomograph has to live
without this luxury. Another way of minimizing external (or man-made) noise and
of removing interfering signals that may easily swamp the receive signal3 (cf. [1]
for a good example) has to be sought. A good solution is matching circuits which
balance the receive coil with respect to ground. Advantages of balanced coils are as
follows:

• Reduced capacitive coupling to ground or to the sample under investigation
which is usually assumed to be a lossy path to ground. This increases the current
flow through the coil by minimizing the shunt effect of ground loops. Further-
more, capacitors at the coil terminals shorten the electrical length of the coil
and produce a more homogeneous current distribution along the coil. This is
important even at low frequencies because, as a rule of thump, only components
with linear dimensions (including the length of the wire from which the coil is
wound) less than λ/16 can be assumed to have lumped element characteristics.

• Reduced proneness to external interference. Interfering sources produce common
mode voltages at the coil terminals which cancel. This concept is well known
to radio amateurs who frequently connect unbalanced-to-balanced transformers
(baluns) to their antennas in order to improve system performance.

2 A technique also known as “Q-factor spoiling.”
3 The noise temperature of an antenna operating at 10 MHz is approximately 2 × 105 K [7]!
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• Reduced far-field radiation. Current coupled from a balanced coil tends to
produce a quadrupole field distribution in the dielectric volume under inves-
tigation instead of an electric dipole which arises from an unbalanced cur-
rent distribution[8]. This greatly reduces radiation and minimizes the associated
losses.

Before analyzing alternative matching circuits, a quantitative measure for the
balancing properties is required. The theory of even and odd mode wave propaga-
tion provides the required tools [7]. Designating the complex voltages at the top
and bottom of the NMR coil as vtop and vbottom, respectively, balanced (odd) and
unbalanced (even) voltages can be expressed as
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A graph of the even and odd voltages at the coil terminals over frequency allows to
analyze the balancing properties of a given matching circuit.

Practical matching circuits – apart from the conventional “two-capacitor” match-
ing mentioned above – include inductive coupling [9, 10], lumped element baluns
[11], transmission line matching [12], and several solutions borrowed from radio
amateurs who have embraced the concept of symmetric antenna feeding for a long
time [13].

To the extent of balancing, inductive coupling seems to present the optimum
choice. In the confined space available in the probe head of a single-sided tomo-
graph, however, it is difficult to arrange a second coil that has negligible coupling
to the NMR signal itself but still be coupled with the primary coil at the same time.
An additional disadvantage of this arrangement is its proneness to ringing which, in
an extreme scenario, may by a patient safety hazard. Space limitations also render
the idea of counterloops difficult to realize. Systems with two loops connected in
opposite polarity have been reported to cancel external interference, which can be
considered to be uniform in space over the region of interest (ROI). Again, one coil
has to be arranged so as to have no coupling with the NMR signal.

Let us take a closer look at the two selected matching circuits shown in
Fig. 10.2a, b. Both realizations have improved balancing properties compared to the
standard matching scheme. Figure 10.2c, d displays the absolute value of the even
and odd mode voltages calculated according to Eq. (10.2). Another discrimination
between the two circuits is the way their input impedance changes in vicinity of the
NMR resonance frequency; compare Fig. 10.2e, f. The impedance variation of the
circuit in Fig. 10.2a is greater because it resonates at a frequency different from the
NMR resonance. Thus circuit (Fig. 10.2b) achieves a greater BW for a given NMR
coil.

For comparison, the performance of standard “two-capacitor” matching employ-
ing a shunt capacitor C1 across the coil and a connection to the transmission line via
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Fig. 10.2 Matching circuits exhibiting different degrees of symmetry. The NMR coil is represented
as lossy inductor (LC and RC ) and drawn inside the dashed box. For conventional two-capacitor
matching balanced and unbalanced voltages are identical and equal to the solid curve in graph (c)

a series capacitor C2 is shown in Fig. 10.2 C (solid curve). The values for C1 and
C2 for standard matching can be obtained by solving

S1 = Q ±√(Q2 + 1)k − 1

Q2 + 1
, (10.3)

S2 = k

±√(Q2 + 1)k − 1
, (10.4)

where S1 = ω0C1 RC , S2 = ω0C2 RC , k = RC
R0

= (1 − QS1)
2 + S2

1 , and R0 is the
reference resistance.
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10.2.2 Transmit-Receive Switching

T/R switching is necessary in all tomographs. When dedicated transmit and receive
coils are employed, the inactive coils are detuned to prevent them from picking up
substantial signals. This avoids field deterioration and protects the receiver hard-
ware from destructive overvoltages. In single-sided tomographs, the limited space
available usually dictates the use of a single NMR coil for both transmission and
reception. Thus the power amplifier (PA) and the receiver are physically connected
and have to be gated by some kind of switch. Figure 10.3 shows a possible solution.

The simplest T/R switch employs pairs of crossed PN diodes. These diodes con-
duct when exposed to the high voltage of a transmit pulse while they are in a high
impedance state during signal acquisition. The circuit shown in Fig. 10.3 would use
series diodes at the PA output and a shunt configuration in front of the low-noise
amplifier (LNA). During transmission both pairs of diodes are in the low impedance
state. This connects the PA with the coil, while the short circuit at the right-hand
side of the λ/4 transmission line prevents the high voltages of the transmit pulse
from destroying the LNA. At the same time, the transmission line transforms the
short at the LNA gate into an open at the PA. Thus the influence of the LNA and
all following components on the previously established power matching within the
transmit path can be neglected. The voltages encountered during reception are not
sufficient to allow conduction through the diodes. Now, the PA is isolated by a high
impedance and a low loss receive path is established along the λ/4 transmission line
which connects the coil with the LNA.

Unfortunately, PN diodes require a minimum threshold voltage to commence
conduction. This effect leads to severe crossover distortion for shaped or low power
pulses. Depending upon the purpose of the individual pulse the distortion may be
manifested as slice profile deterioration or insufficient fat suppression. Alternatives

≈

ΩΩ

Fig. 10.3 Tuning and matching requirements for a single coil NMR system (T: transmit operation,
R: receive operation). Additional demands arise for systems employing coil arrays and have been
included. The box labeled “tune match” contains one of the circuits described in the last section
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Fig. 10.4 Detailed view of the PIN diode switches. (a) A series switch as employed in the transmit-
ter path, and (b) a shunt switch used to protect the preamplifier input. The switches are integrated
in a parallel resonant circuit to increase isolation. The high impedance resistor in (a) is required
to provide reverse bias conditions for both diodes. The shunt switch in (b) may employ multiple
diodes – although parallel diodes potentially cause problems when the individual characteristics
differ significantly – in order to decrease the forward-biased resistance

to PN diodes are PIN diodes.4 Under the influence of a forward direct current (DC)
or reverse voltage they act as controlled RF resistance which exhibits a low or high
impedance, respectively. The series switch and the shunt switch configuration, both
of which could be used in the frontend shown in Fig. 10.3, are reproduced in detail
in Fig. 10.4.

During transmission both PIN diode switches are forward biased, while a reverse
voltage is applied when acquiring the NMR signal. Apart from simplifying the drive
circuitry this configuration has the advantage of avoiding shot noise generation since
there is practically no DC current flow during signal acquisition. Thus the SNR of
the receive signal is maintained as best as possible. Another advantage is that the
reverse-biased PIN diodes keep noise emitting from the quiescent PA – there is
always some noise even if the PA manufacturer has already included means for
noise blanking – from reaching the receiver.

One should think that the low frequency of operation of a single-sided tomo-
graph – which is of course due to the low main field strength – simplifies RF sys-
tem design. This is generally true; however, there are some exceptions. First the
encountered frequencies are notoriously neglected by semiconductor device man-
ufacturers who are focusing on mass markets like ISM, GSM, GPS, which cover
different frequency bands. Second, there is a lower frequency limit for proper oper-
ation of PIN diodes. It depends on the minority carrier lifetime τ of the specific
diode. Diodes with longer carrier lifetimes are suited for low-frequency operation
but exhibit longer switching times. Finally, many circuits easily and reproducibly
implemented using transmission lines have to be approximated by a lumped replica.

Included in Fig. 10.3 are the requirements for multiple coil operation in so-
called phased arrays [14]. Multiple receive coils are widely used to speed up image
acquisition or improve SNR. A fact which makes phased arrays an attractive choice

4 PIN diodes have an additional intrinsic region between the P- and N-doped parts.
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for single-sided tomographs where high averaging ratios often cause long imaging
times. A matching circuit proposed in [15] decouples multiple coils if the absolute
value of the input reflection coefficient of the connected LNA is close to 1. Due to

the impedance transformation properties of the λ/4 transmission line Z in = Z2
L

Zout

and the high input impedance of modern Si/GaAs field effect transistors (FETs)5

this is readily accomplished.

10.3 Transmitter Design

Before going into details, the four most common figures of merit for PAs are pre-
sented. Once these are understood, they can be brought into relationship with the
NMR experiment and a suitable amplifier topology may be selected. Going straight
ahead, main performance criteria are as follows:

Output power It usually describes the peak output power which
cannot be sustained in continuous wave (CW)
operation. Hard pulses at peak output power are
limited to the maximum pulse duration while their
rate of repetition is limited by the maximum duty
cycle.

Bandwidth A minimum requirement is that the transmitter covers
the range of Larmor frequencies encountered in the
tomograph. For proton imaging, narrow band
amplifiers are sufficient while broadband PAs are
employed when different nuclei are investigated.

Efficiency Power efficiency is of concern in a dual sense. It
allows miniaturization of the transmitter by
reducing the size of cooling equipment and heat
sinks. Additionally, the requirements on the power
supply can be relaxed.

Pulse rise time Especially for short, hard pulses a fast rise time is
necessary in order to obtain the full output power.
It is usually measured between 10 and 90% of
the peak envelope power (PEP) for an input
rectangular voltage waveform. Fast rise times
require transistor output matching circuits with a
low Q or, synonymously, a large BW.

Let us investigate these issues for PAs employed in single-sided NMR tomo-
graphs. Output power required to excite small sensitive volumes close to the transmit

5 Note that commercially available GaAs HEMTs are difficult to employ in high-field applications
because they display a strong Hall effect.
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surface coil is relatively low, albeit sufficient power has to be available to reduce
180◦ pulse length to the low microsecond range. Depending upon the desired FOV
in direction of penetration, about 50–500 W should be sufficient.

As stated above, the BW has to cover the range of expected Larmor frequencies.
Keep in mind that this may be rather broad even for proton imaging because of the
strong decay of B0 with penetration depth. Finally, efficiency is of major concern
in mobile devices. Generally, MRI PAs tend to be bulky and quite heavy because
they contain large toroidal transformers, capacitor banks for pulse power supply, and
huge heat sinks6. Thus, efficient amplifiers with small heat sinks are advantageous in
mobile, single-sided devices. For modern applications, especially transmit SENSE
(TSENSE) which has the capability or reducing the effects of B1 inhomogeneities
[16], multiple small and light-weight amplifiers have further benefits.

10.3.1 Conventional Power Amplifiers

Conventional amplifiers are operated in class A or class AB (push–pull). Inherent
advantage of these classes is their linearity. The output follows the input voltage
waveform at a higher power level without significant distortion. Typically, nonlin-
earities in these classes give rise to harmonics which are 30–35 dB below the carrier
signal. The amplifier is said to have an intermodulation distortion (IMD) of −30
to −35 dBc.

The major disadvantage of a linear PA is its wasteful handling of the supplied
power. Ideal class A amplifiers achieve a maximum efficiency of 50% when driven
by a CW signal at PEP. Push–pull operation increases theoretical efficiency to
78.5%. However, most (e. g., shaped) NMR pulses are far from displaying a con-
stant envelope and efficiency for the linear amplifiers decreases rapidly. Table 10.1
shows the efficiencies obtained for some common-shaped pulses – assuming that
the active devices are ideal and do not dissipate power themselves. Columns 2–4
imply that the transmit PA is gated off (or blanked) by removing its supply voltage
during inactivity. This is a common method to keep noise emitting from a quiescent
PA from disturbing the NMR signal. In rare occasions, e. g., when applying fast RF
sequences, removing the amplifier bias voltage is not possible because it would take
too long to get the PA back to operation. This further reduces overall efficiency.

Table 10.1 Average efficiencies of linear PAs for some common NMR pulses. Columns 2–4 imply
transistor shutdown during inactivity while column 5 has been obtained for continuous PA opera-
tion and hard pulsing. In-depth treatment of PA efficiencies as a function of the statistical properties
of the input envelope can be found in [17, 18]

Sinc3 (%) Sinc5 (%) Gauss (%) Continuous operation (%)

Class A 11.9 8.1 16.6 0.5
Class AB 28.6 21.2 36.6 2.5

6 Many high-power amplifiers in the kilowatt range even require water cooling.
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The last column shows the result obtained for the theoretical case of a spin-echo
experiment (TR = 2 s and TE = 20 ms) without amplifier gating.

An important aspect for PAs employed in single-sided NMR systems is the high
required BW and fast pulse rise time. It is desirable that the amplifier is capable
of exciting slices at either end of the sensitive volume. Additionally, the strong B0
inhomogeneity causes fast signal dephasing and therefore requires short excitation
pulses and fast pulse rise times. Thus, in most cases, the amplifier to be chosen
cannot employ narrowband circuitry and the output filter must display a suitably
low Q. The last demand is often met by adding resistive elements into the output
circuit which clearly reduces the efficiency of the amplifier even further.

10.3.2 Alternative Amplifier Designs

In contrast to linear amplifiers, switching amplifiers yield high efficiencies. Trade-
off is their gross nonlinearity. Information contained in the signal envelope is lost
and the unfiltered output spectrum contains significant intermodulation (IM) prod-
ucts. A comparison of typical PA linearities and efficiencies for some common mod-
ulation formats can be found in [18].

Figure 10.5 shows a classification of amplifier modes of operation. The linear
amplifiers are replenished by switching amplifiers in which the active device/devices
operate alternatively in cutoff or saturation. On the right-hand side, the systematic
is expanded by two alternative applications of amplification systems. They might be
distinguished as “efficiency boosting” and “amplification systems employing signal
processing”. Both achieve high efficiencies and a linear transfer function at the same
time.

Efficiency boosting systems are designed to operate a PA closer to its PEP. This
clearly improves efficiency but does not change the linearity of the underlying

Fig. 10.5 Classification of PAs and amplification systems. For a detailed description of the
different amplification methods confer to [18–21]
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amplifier. For this reason, linear amplifier classes have to be employed – which
sets the theoretical limit of efficiency at 78.5%, e. g., that of ideal class B opera-
tion. However, efficiencies obtained in reality are generally much lower. For 20 dB
power backoff, which is slightly less than the average power backoff of a sinc pulse
with two or four sidelobes, ideal class A achieves less than 5% efficiency and ideal
class B 24.8%. This value is increased to around 43% for Doherty systems with
ideal class B active devices [22]. Both adaptive bias and envelope tracking reside in
approximately the same range of efficiencies.

Systems employing signal processing are constructed of nonlinear but highly effi-
cient amplifiers. They are combined to form linear amplification systems which are
potentially more efficient than the approaches described above. Efficiencies greater
than 50% are reported in literature even for high power backoff operation [23, 24].

Inherent advantages and potential technological difficulties of the individual
amplification methods are summarized in Table 10.2. As far as efficiency is con-
cerned, systems employing signal processing promise superior results as compared
to efficiency boosting systems. Within the first group, envelope elimination and
restoration (EER) presents the system with the highest potential, even more so
since its efficiency decreases only gradually with increasing power backoff levels.
The reason why linear amplification employing nonlinear components (LINC) and
linear amplification employing sampling techniques (LIST) perform worse is that
they require a signal combiner or transformer located at the output of the two PAs.
Efficiency is sacrificed in these components either by dissipating the out-of-phase
power in the combiner resistor or by load pulling.

As far as BW is concerned, frequency-selective components like λ/4 transmis-
sion lines are usually the bottleneck. They limit the operating frequency range of
the amplifier and thus penetration depth of the single-sided tomograph. Amplifi-
cation systems requiring frequency-selective components include Doherty, Chireix
outphasing, and parallel amplification. Although EER also employs a resonant cir-
cuit, it achieves suitable results. A BW greater than 1.2 MHz in a PA complying
with the IS-95 standard has been realized [25].

Whether EER achieves the required linearity for NMR experiments is difficult
to answer at once. Primarily because literature seems to pay little attention to PA
linearity7 and, second, the inhomogeneity of B0 of a single-sided magnet is not
encountered in conventional tomographs. A state-of-the-art EER system has been
constructed and the obtained efficiency has been measured [6]. For the pulses given
in Table 10.1, greater than 50% efficiency can be maintained. At the same time
gating the amplifier output during transmit pauses is obsolete since supply voltage
is effectively removed from the final stage at zero output power. Figure 10.6 shows
a graph of the efficiency obtained with the constructed EER system.

7 Albeit a treatise on required transmitter amplifier linearity can be found [26].
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Table 10.2 Advantages and disadvantages of individual efficiency improvement approaches
from [6]

Technique Potential advantages Potential disadvantages

Adaptive
bias control • Low system complexity • Limited efficiency improve-

ments

• Transistor gain variations with
changing bias cause AM/AM
distortion

Envelope
tracking • Low system complexity • Limited efficiency improve-

ment

• No linearization of underlying
amplifier

Doherty
• No bandwidth broadening due

to nonlinear signal processing

• No high-power modulators
required

• High efficiency

• Limited bandwidth due to λ/4-
transmission line

• Variable load impedances (load
pulling)

• IMD performance relatively
poor

LINC
• Power dissipation occurs exter-

nal from active device

• Low system complexity

• Efficiency degradation by sig-
nal combiner

• Broad bandwidth cancelation
necessary because of greater
bandwidth of PM signals

• Good load match required

LIST
• Power dissipation occurs exter-

nal from active device

• Reduced gain/phase balance
requirements compared to
LINC

• Efficiency degradation by sig-
nal combiner

• High delta-coding frequency

• Complex reconstruction filter
architecture

• Slope overload of delta coder
causes ACI

EER
• High efficiency over wide range

of power levels

• Good linearity performance

• High-side modulation required

• High bandwidth of signal com-
ponents

• Distortions at low signal levels
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Fig. 10.6 Measured efficiencies of the class E and class S amplifier. The calculated efficiency of
the complete EER system obtained by multiplying the individual amplifiers’ linearities has been
added for comparison

10.4 Receiver Design

The strong inhomogeneity of B0 in single-sided NMR devices requires frontend
components with a high BW. Consequently, a receiver has to cover at least the
range of Larmor frequencies encountered within the designated FOV. Since noise is
acquired from within the complete analog BW, even if only thin slices are excited,
noise performance is of uttermost importance. In a well-designed system, the com-
ponent governing the overall noise figure (F)8 is the LNA. It should be located as
close to the receive coil as possible for optimum performance.

Because of inhomogeneous flip angles and low sensitivity for high penetra-
tion depths, the received amplitude is significantly lower in a single-sided NMR
system than in a conventional tomograph. At receive amplitudes of a few micro-
volts only, gains greater than 100 dB are required to drive a 1 V analog-to-digital
converter (ADC) at full range. Thus, the second consideration must be how to
achieve high receiver gain. Certainly no stable amplification of this magnitude is
realizable without frequency separation. The difficulties of implementing a truly
balanced phase-sensitive detector (PSD) suggests down-conversion to an intermedi-
ate frequency (IF) where the receive signal can be acquired with fast ADCs. At the
same time, this solution avoids DC coupling of the final (“audio”) amplifiers and the
associated problem of bias drift.

8 F is defined as ratio of SNR at the amplifier output to SNR at its input.
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10.4.1 Low-Noise Amplifier

Friis’ equation requires that the first component in a receive chain ideally be an
amplifier with high gain and low-noise figure. And, it should be placed as close to
the antenna as possible to minimize losses and the accompanying SNR degradation.
Because power matching the transistor sacrifices noise performance for amplifier
gain, the LNA is operated in noise match. The underlying principle is to present an
optimum input impedance in the sense as to reduce the influence of noise current and
voltage sources at the transistor input. Consequently minimum noise deterioration
of the input signal and optimum SNR at the transistor output are achieved. How
noise matching is effected in reality strongly depends on the type of active device
employed.

Because of the higher mobility of electrons compared to defects (“holes”) in
semiconductor devices, unipolar transistors exhibit a lower intrinsic noise level than
their bipolar counterparts. Hence, FETs are the devices of choice in LNAs. A mul-
titude of FETs is available differing in the semiconductor materials employed, their
operating principles and last but not least their geometric layout. For frequencies
below approximately 30 MHz, conventional silicon (Si) metal oxide semiconductor
FETs (MOSFETs) achieve lower noise figures since the 1/f noise edge frequency
of gallium arsenide (GaAs) FETs and high electron mobility transistors (HEMTs)
is higher [7].

Assuming a simplified MOSFET equivalent circuit [7] the optimum noise
impedance Znoise,opt at the transistor input is given by

Znoise,opt = 0.67ωCGS − jωCGS, (10.5)

where CGS is the transistor gate-to-source capacitance. Znoise,opt of FETs is gen-
erally in the range of several hundred ohms to kilo-ohms parallel to an imaginary
reactance.

The trade-off between highest gain (power matching) and optimum SNR perfor-
mance (noise matching) is best illustrated with the aid of a transmission line chart. In
Fig. 10.7 circles of equal gain (dotted) and equal F (dashed) are plotted. All source
impedances lying inside these circles will at least yield the given gain, respectively,
noise performance. The impedances of some coil matching networks transformed
via a λ/4 transmission line are added in the Smith chart to illustrate the influence
of matching networks. Obviously, the less impedance variation the matching circuit
displays over the frequency range of interest the better noise performance inside the
complete FOV can be achieved.

Note that optimum noise matching will sometimes not be feasible for a given
device. High-performance transistors tend to be susceptible for positive feedback
loops which may cause unwanted oscillation. This is why stability should be
checked for every design, e.g., by calculating the Linvill factor and eventually
adding the regions of potential instability in Fig. 10.7.

A prototype design employing the dual-gate BF998 MOSFET achieves a noise
figure of 0.7 dB with the bridge matching circuit shown in Fig. 10.2b. Dual-gate



10 Spectrometer Hardware 235

0.
1

0.1

0.1

0.
2

0.2

0.2

0.
3

0.3

0.3

0.
4

0.4

0.4

0.
5

0.5

0.5

0.
6

0.6

0.6

0.
7

0.7

0.7

0.
8

0.8

0.8
0.

9

0.9

0.9

1.
0

1.0

1.0

1.
5

2.
0

3.
0

4.
0

5.
0

10
.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.
5

2.
0

3.0

4.0

5.0

10.0

–0.1

–0.2

–0.3

–0
.4

–0
.5

–0
.6

–0
.7

–0
.8

–0
.9

–1
.0

–1.5

–2.0

–3.0

–4.0

–5.0

–10.0

b)

a)

c)

10dB

15dB

20dB

1.5dB

1dB

0.5dB

Fig. 10.7 Smith chart displaying circles of equal gain (dotted) and equal noise figure (dashed) for
a BF998 MOSFET. The transistor is unconditionally stable so that no region of potential insta-
bility is marked. The solid lines show characteristic impedance variations over a range of 4 MHz
transformed through a λ/4 transmission line (ZL ≈ 158) for a fixed 50 load (a), conventional
two-capacitor matching (b), and lumped balun matching according to Fig. 10.2b (c)

MOSFETs have the advantage of simplifying bias circuit implementation. At the
same time they display high gains and have similar noise performance compared to
their single gate counterpart. Noise matching is achieved with the aid of a Collins
filter, which transforms the 50 source impedance of the matched NMR coil into a
high impedance at the transistor input.

10.4.2 Frequency Generation and Mixing

NMR is a resonant phenomena and therefore a high-resolution and highly stable
frequency reference is necessary. This is driven to the extent that many spectrom-
eters employ frequency locking – a control mechanism which lets the frequency
generator output track small changes in the static B0 field as they arise from noise
in shim or gradient power supplies or from main field drift.

Another important issue is control of the reference oscillator phase. It becomes
relevant for signal averaging, a common method to improve the receive signal SNR.
Phase control is also required for imaging sequences employing phase cycling. The
application of phase cycling allows the removal of artifacts generated from imper-
fections in the PSD and suppresses ringing of the filters caused by pulse break-
through. Generally, the higher the order of distortion to be corrected, the more cycles
with smaller phase steps are required.
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Fig. 10.8 Derivation of the LO from one stable reference. The design allows stable frequency
generation and establishes phase coherence between all LO signals

The third requirement a spectrometer frequency generator has to satisfy is low
phase noise. The free induction decay (FID) or echo signals exhibit 1/f noise which
mixes with the phase noise from the local oscillator and leads to a reduction of SNR.
Furthermore, phase noise correlates signal and noise and reduces the effectiveness
of signal averaging. Good frequency sources exhibit a phase noise of at least 80 dB
below the carrier signal in a frequency band 10 Hz to 1 kHz away from the center
frequency [1].

Figure 10.8 shows a possible realization of the frequency generator. All clock fre-
quencies are derived from a stable oven-controlled crystal oscillator (OCXO) hence
displaying the same frequency stability. Frequency deviation of OCXOs is usually
below 5 × 10−9 per day. The reference frequency is divided to drive the ADC and
digital-to-analog converter (DAC) clocks, which are synchronized by this measure.
For derivation of the remaining local oscillator (LO) signals, the OCXO output is
first up-converted with the aid of a phase-locked loop (PLL). The PLL signal in
turn drives direct digital synthesis (DDS) circuits which generate the required LO
frequencies. DDS employs a digital counter to address a read-only memory (ROM)
in which the sine function is stored in digital form. The ROM output is converted
to analog via DACs. By changing the increment added to the counter at each clock
cycle or loading an offset, DDS allows fast, high-resolution frequency variations of
the output signal and gives direct control over the output phase. Another advantage
is that the phase noise of the input clock is reduced by the noise transfer function
|�DDS|2 = 20 log fout

fclock
.

The prototype design [6] built according to the block diagram in Fig. 10.8
displays a phase noise floor of −105 dBc/Hz and drops below −95 dBc/Hz at a
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frequency offset of less than 1 kHz from the carrier. Frequency resolution is better
than 1.0 Hz. The phase register allows to set initial phase in increments of 11.25◦.

Sampling of the receive signal at an IF simplifies the receiver architecture. It
avoids the problems associated with analog baseband detection [27] such as quadra-
ture gain balance and DC drift. However, because of the high gain required in the
receiver at least one analog frequency conversion is required. The mixer should
employ a single-sideband (SSB) architecture.9 SSB conversion employs double-
balanced mixers preceded by a mirror frequency filter and concluded by a low-pass
filter. The first filter removes noise from the mirror frequency range which would
otherwise be folded into the NMR signal and the second filter eliminates the sum
term generated during the mixing process. Both analog filters should deviate from
linear phase as little as possible to avoid distortion caused by dispersion. Tabulated
filter coefficients [28] as well as modern electronic design and automation (EDA)
software allow fast filter design and simple performance evaluation.

10.5 Digital Hardware

The multitude of tasks to be carried out during an NMR experiment is usually
scheduled to several processors which are chosen according to performance require-
ments. Time critical and computationally extensive routines require digital signal
processors (DSPs) or field programmable gate arrays (FPGAs). Less crucial work
can be scheduled to microprocessors or standard personal computer (PC) systems.
Signal synthesis for RF and gradient channels as well as receive signal processing
and image reconstruction require high-performance processors, while only limited
effort is required for tasks like hardware supervision and status control. Last but
not least, user interaction usually employs of the shelf PC hardware for ease of
implementation.

Returning to small mobile NMR units, PC-based architecture offers the advan-
tage that fast DSP and FPGA boards are available which can be plugged into the
extension slots of the host system. A basic MRI tomograph can hence be build with
a powerful FPGA plugged into a standard PC a small rack for external hardware
and the magnet setup. With efficient amplifiers and small heatsinks, the external
hardware easily integrates into a rack of about the same size as your PC.

10.5.1 Frontend Signal Processor Selection

The selection of the primary data processor strongly depends upon the expected
data rate. While this is usually relatively low for single channel systems – com-
mon receiver bandwidths are a few hundred kilohertz allowing high downsampling
rates – multiple receive channels require immense data handling capabilities. Since

9 The NMR signal is contained in a frequency band centered around the Larmor frequency. This
makes it an SSB signal from an engineering point of view.
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the SNR of a single-sided NMR system is certainly lower than that of conventional
tomographs, multiple receivers are a highly potent method to reduce scan time and
should be considered from the beginning.

Because of the strong B0 inhomogeneity in a single-sided device, a minimum
receiver BW of 1 MHz10 seems appropriate. A suitable (low) IF for digital quadra-
ture detection could also be 1 MHz. Thus the receive signal is contained inside the
interval 500–1.5 MHz. Clocking the ADCs at 5 MHz achieves an oversampling rate
of 3.3 for the highest possible frequency.

Another important aspect which influences the data rate is resolution. State-of-
the-art receivers employ ADCs with a hardware resolution of 12–16 bits. Oversam-
pling and parallel acquisition of one receive channel with multiple converters can
increase the effective resolution to around 20 bit giving a dynamic range of 120 dB.
In a single-sided system dynamic range is of true importance for an additional rea-
son. Because of their proximity to the receive coil, slices close to the objects surface
induce a large signal. In contrast, signal power is low at high distances. To increase
dynamic range, gain switching during acquisition as well as compression circuits
may be employed. An in-depth treatment is without the scope of this book. Further
information regarding compression circuits can be found in [29].

To derive an estimate of the required data rate, let us investigate a fictive single-
sided NMR system with four receive channels each of which having a physical reso-
lution of 16 bits and being sampled at 5 MHz. The data rate for this configuration is

r = 4 × 16 bit × 5 MHz ≈ 38.15 MB/s. (10.6)

Note that the convention 1 MB = 1, 0242 bytes has been used. For the output chan-
nels – they include at least the RF pulse data and three independent gradient data
streams – a similar data handling capability is required. Clocking gradient outputs at
5 MHz may seem to be overdone but modern imaging sequences employ more and
more complex waveforms so the assumption may well be justified. For transmission
and reception in combination a processor has to sustain burst data rates in excess of
80 MB/s.

Many DSPs are overwhelmed with this task, even more so if real-time filtering of
the receive signals and digital PSD are taken into account. Currently, a better choice
for the described tasks is FPGAs. They allow parallel processing of the individual
data streams and can therefore operate at lower clock frequencies. Trade-off for this
solution are a lower flexibility and higher expenditures in programming an FPGA.
This can be alleviated to some extent by employing a standard PC for pulse sequence
programming and storing the preprocessed output data in random access memories
(RAMs) with a fast bus interconnection to the FPGA. A possible top-level schematic
of the described architecture is shown in Fig. 10.9.

10 Compare the specifications for the single-sided magnet given earlier in this chapter.
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Fig. 10.9 Possible task sharing between a PC and a dedicated processor, e.g., an FPGA. The archi-
tecture arises from a trade-off between flexibility and fast processing speeds. Connections between
the FPGA and digital hardware are usually realized as first-in-first-out (FIFO) buffers, while the
connection between PC and processor module might well use a standard PCI architecture

10.5.2 Digital Phase Sensitive Detector

Digital baseband detection offers the advantage of high gain and phase balance and
can be implemented in two different ways. The IF is either multiplied by a sin-
gle complex LO with subsequent low-pass filtering or it is shifted to baseband by
means of the Hilbert transformation. The later solution is generally given prefer-
ence because it results in lower distortion of the receive signal. The Hilbert filter
approximates a filter of linear phase in a broad frequency range and consequently
minimizes dispersion because of constant group delay [30]. The common compro-
mise of fourth-order Butterworth filtering is avoided.

The Hilbert filter is best implemented as type III finite impulse response (FIR)
filter by invoking the Parks–McClellan algorithm. Asymmetry and vanishing even
filter coefficients allow a resource-efficient mapping of the filter structure on digital
hardware. The numeric complex oscillator for conversion to baseband can be made
phase coherent with the analog hardware by feeding the reference signal – usually
the OCXO output signal – into the digital processor and using this signal to drive the
numeric oscillator. Thus phase coherence is maintained throughout both the analog
and the digital receiver sections.
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