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Vest, RO1900 Timişoara, Romania.
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Preface

In the summers of 2000 and 2001, we organized two European Summer
Schools in Geometric Mechanics. They were both held in the wonderful
environment provided by the village-cum-international conference centre
at Peyresq in the Alpes de Haute Provence in France, about 100km
North of Nice. Each school consisted of 6 short lecture courses, as well
as numerous short talks given by participants, of whom there were about
40 at each school. The majority of participants were from Europe with a
few coming from West of the Atlantic or East of the Urals, and we were
pleased to se a number of participants from the first year returning in
the second. Several of the courses and short talks led to collaborations
betwen participants and/or lecturers.

The summer schools were funded principally by the European Com-
mission under the High-Level Scientific Conferences section of the Fifth
Framework Programme. Additional funding was very kindly provided
by the Fondation Peiresc. The principal aim of the two schools was to
provide young scientists with a quick introduction to the geometry and
dynamics involved in geometric mechanics and to bring them to a level
of understanding where they could begin work on research problems.
The schools were also closely linked to the Mechanics and Symmetry in
Europe (MASIE) research training network, organized by Mark Roberts,
and several of the participants went on to become successful PhD stu-
dents or postdocs in MASIE.

Of the lecture courses, seven have ben written up for this book—
mostly by the participants themselves with varying degres of collab-
oration from the lecturers. The book is divided into 6 chapters, each
representing a course of 5 or 6 lectures, with the exception of Ratiu’s
which are taken from two courses. The notes on Stability in Hamiltonian
systems by Rink and Tuwankotta based on Meyer’s lectures on N-body

ix



x Preface

problems have ben placed first as they require the least background
knowledge. They cover not only Lyapounov’s and Dirichlet’s stability
theorems but also the instability theorem of Chetaev, with applications
to the restricted 3-body problem. Second are the notes from Ratiu’s
courses which give an introduction to the mathematical formalism of
geometric mechanics, beginning with the Hamiltonian, Lagrangian and
Poisson formalisms, and continuing with aspects of reduction and recon-
struction, the whole being laced with numerous examples, and including
some meterial on Euler-Poincaré equations. This last topic is the basis
of the third set of lecture notes: Holm’s course on the Euler-Poincaré
approach to fluid dynamics, showing especially how this approach helps
to model the multiscale physics involved.

The fourth chapter contains Cushman’s lectures on the global geome-
try of integrable systems, describing particularly the monodromy in such
systems, which has recently proved to be so important in explaining some
features of molecular spectra. When integrability breaks down, one re-
quires kam theory which is described in Broer’s lectures presented in the
following chapter. The theory is described there for dissipative systems,
showing how quasiperiodic attractors persist and bifurcate in families of
systems, but applies also to conservative systems as is described in the
appendix to that chapter.

The final chapter consists of (a slightly expanded version of) Mon-
taldi’s lecture course on Hamiltonian bifurcations in symmetric sys-
tems. These deal firstly with bifurcations near equilibria including
Hamiltonian-Hopf bifurcation, and then with bifurcations of relative
equilibria.

We believe all the participants and lecturers would like to join us
in thanking Mme. Mady Smets and the staff of the Peyresq Foyer
d’Humanisme for their warmth, generosity and hospitality, and for the
smooth running of the centre without which the Schools would not have
had the academic success they did.
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Stability in Hamiltonian Systems:

Applications to the restricted three-body problem

Bob Rink & Theo Tuwankotta

Based on lectures by Ken Meyer
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1 Introduction

As participants in the MASIE-project, we attended the summer school Me-
chanics and Symmetry in Peyresq, France, during the first two weeks of Septem-
ber 2000. These lecture notes are based on the notes we took there from Pro-
fessor Meyer’s lecture series “N-Body Problems”.

The N-body problem is a famous classical problem. It consists in describing
the motion of N planets that interact with a gravitational force. Already in
1772, Euler described the three-body problem in his effort to study the motion
of the moon. In 1836 Jacobi brought forward an even more specific part of
the three body problem, namely that in which one of the planets has a very
small mass. This system is the topic of this paper and is nowadays called the
restricted three-body problem. It is a conservative system with two degrees of
freedom, which gained extensive study in mechanics.

1



2 I Stability in Hamiltonian Systems

The N-body problem has always been a major topic in mathematics and
physics. In 1858, Dirichlet claimed to have found a general method to treat
any problem in mechanics. In particular, he said to have proven the stability
of the planetary system. This statement is still questionable because he passed
away without leaving any proof. Nevertheless, it initiated Weierstrass and his
students Kovalevski and Mittag-Leffler to try and rediscover the method men-
tioned by Dirichlet. Mittag-Leffler even managed to convince the King of
Sweden and Norway to establish a prize for finding a series expansion for co-
ordinates of the N-body problem valid for all time, as indicated by Dirichlet’s
statement. In 1889, this prize was awarded to Poincaré, although he did not
solve the problem. His essay, however, produced a lot of original ideas which
later turned out to be very important for mechanics. Moreover, some of them
even stimulated other branches of mathematics, for instance topology, to be
born and later on gain extensive study. Despite of all this effort, the N-body
problem is still unsolved for N> 21.

This paper focuses on the relatively simple restricted three-body problem.
This describes the motion of a test particle in the combined gravitational field
of two planets and it could serve for instance as a model for the motion of a
satellite in the Earth-Moon system or a comet in the Sun-Jupiter system. The
restricted three-body problem has a number of relative equilibria, which we
compute. The remaining text will mainly be concerned with general Hamilto-
nian equilibria. Stability criteria for these equilibria will be derived, as well as
detection methods for bifurcations of periodic solutions. Classical and more
advanced mathematical techniques are used, such as spectral analysis, Lia-
punov functions, Birkhoff-Gustavson normal forms, Poincaré sections, and
Kolmogorov twist stability. All help to study the motion of the test particle
near the relative equilibria of the restricted problem.

2 The restricted three-body problem

Before introducing the restricted three-body problem, let us study the two-
body problem, the motion of two planets interacting via gravitation. Denote
by X1,X2 ∈ R3 the positions of the planets 1 and 2 respectively. Let us
assume that planet 1 has mass 0 < µ < 1, planet 2 has mass 1 − µ and the
gravitational constant is equal to 1. These assumptions are not very restrictive,
because they can always be arranged by a rescaling of time. The equations of

1 Summarized from [10], [11] and [8]



I. 2 The restricted three-body problem 3

motion for the two-body problem then read:

d2X1

dt2
= − (1−µ)

||X1−X2||3 (X1 − X2)

d2X2

dt2
= − µ

||X1−X2||3 (X2 − X1) .

(2.1)

Let us denote the center of mass

Z := µX1 + (1 − µ)X2 . (2.2)

Then we derive from (2.1) and (2.2) that d2Z
dt2 = 0, expressing that the center

of mass moves with constant speed. Now we transform to co-moving coordi-
nates

Yi = Xi − Z for i = 1, 2, (2.3)

and we write down the equations of motions in these new variables:

d2Y1

dt2
= − (1 − µ)3

||Y1||3 Y1 ,
d2Y2

dt2
= − µ3

||Y2||3 Y2 . (2.4)

Let us analyze these equations a bit more. First of all, we see from the defini-
tions (2.2) and (2.3) that µY1 + (1 − µ)Y2 = 0, so Y1 and Y2 lie on a line
through the origin of R3, both at another side of the origin, and their length ra-
tio ||Y1||

||Y2|| is fixed to the value 1−µ
µ . The line connecting Y1,Y2 and the origin

is called the line of syzygy. Because Y 2 = − µ
1−µY 1, we in fact only need to

study the first equation of (2.4). The motion of the second planet then follows
automatically.

Secondly, by differentiation one finds that the angular momentum Y1× dY1

dt

is independent of time. Indeed, d
dt (Y1× dY1

dt ) = dY1

dt × dY1

dt +Y1× d2Y1

dt2 = 0,
because both terms are the cross-products of collinear vectors.

In the case that Y1 × dY1

dt = 0, and assuming that Y1(0) �= 0, we have
that dY1

dt has the same direction as Y1, so the motion takes place in a one-
dimensional subspace: Y1,

dY1

dt ,Y2,
dY2

dt ∈ Y1(0)R = Y2(0)R. It is not dif-
ficult to derive the following scalar second order differential equation for the
motion in this subspace: d2

dt2 ||Y1|| = −(1 − µ)3/||Y1||2. It turns out that in
this case Y1 and Y2 fall into the origin in a finite time.

In the case that Y1 × dY1

dt �= 0, the motion takes place in the plane per-
pendicular to Y1 × dY1

dt , because both Y1 and dY1

dt are perpendicular to the
constant vector Y1 × dY1

dt . By rotating our coordinate frame, we can arrange
that Y1 × dY1

dt is some multiple of the third basis vector. Thus we can consider
the equations (2.4) as two second order planar equations. It is well-known that

the planar solutions of d2Y1

dt2 = − (1−µ)3

||Y1||3 Y1 with Y1 × dY1

dt �= 0 describe one



4 I Stability in Hamiltonian Systems

of the conic sections: a circle, an ellipse, a parabola or a hyperbola. Y2 clearly
describes a similar conic section.

Let us now assume that a certain solution of the two-body problem is given
to us. We want to study the motion of a test particle in the gravitational field of
the two main bodies, which we call primaries. The test particle is assumed to
have zero mass. Therefore it does not affect the primaries, but it does feel the
gravitational force of the primaries acting on it. The resulting problem is called
the restricted three-body problem. It could serve as a model for a satellite in
the Earth-Moon system or a comet in the Sun-Jupiter system. Let X ∈ R3

denote the position of the test particle. Then the restricted three-body problem
is given by

d2X

dt2
= − µ

||X − X1||3 (X − X1) − (1 − µ)
||X − X2||3 (X − X2) , (2.5)

in which (X1,X2) is the given solution of the two-body problem. One can
again transform to co-moving coordinates, setting Y = X −Z, which results
in the system

d2Y

dt2
= − µ

||Y − Y1||3 (Y − Y1) − (1 − µ)
||Y − Y2||3 (Y − Y2) . (2.6)

At this point we start making assumptions. Let us assume that the primaries
move in a circular orbit around their center of mass with constant angular ve-
locity . This is approximately true for the Earth-Moon system and the Sun-
Jupiter system. We set the angular velocity equal to 1. Without loss of gener-
ality, we can assume that the motion of the primaries takes place in the plane
perpendicular to the third basis-vector. Thus, after translating time if neces-
sary,

Y1 = R(t)


 1 − µ

0
0


 , Y2 = R(t)


 −µ

0
0


 , (2.7)

in which R(t) is the rotation matrix:

R(t) :=


 cos t − sin t 0

sin t cos t 0
0 0 1


 . (2.8)

Note that we have introduced a rotating coordinate frame in which the motion
of the primaries has become stationary. At this point we put in our test particle
and again we make an assumption, namely that it moves in the same plane as
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the primaries do. So we set

Y = R(t)


 x1

x2

0


 . (2.9)

Let (x, 0)T = (x1, x2, 0)T be the coordinates of the test particle in the rotating
coordinate frame. By inserting (2.7), (2.8) and (2.9) into (2.6), multiplying the
resulting equation from the left by R(t)−1 and using two following identities

d2

dt2

(
cos t − sin t

sin t cos t

)
= −

(
cos t − sin t

sin t cos t

)
,

(
cos t − sin t

sin t cos t

)−1
d

dt

(
cos t − sin t

sin t cos t

)
=

(
0 −1
1 0

)
,

we deduce the planar equations of motion for x ∈ R2:

d2x

dt2
− x +

(
0 −2
2 0

)
dx

dt
=

− µ

‖x − (1−µ
0 )‖3

(
x − (1−µ

0 )
)
− 1 − µ

||x − (−µ
0 )||3 (x − (−µ

0 )).

Finally, setting y = dx
dt +(0 −1

1 0 )x, we find that these are Hamiltonian equations
of motion on R4\{x = (1−µ

0 ), (−µ
0 )} with Hamiltonian

H =
1
2

(y2
1 + y2

2) − (x1y2 − x2y1) − µ

||x − (1−µ
0 )|| −

1 − µ

||x − (−µ
0 )|| , (2.10)

where we have equipped R4 with the canonical symplectic form dx1 ∧ dy1 +
dx2 ∧ dy2, i.e. the equations of motion are given by dxi

dt = ∂H
∂yi

, dyi

dt = − ∂H
∂xi

.

3 Relative equilibria

Let us look for equilibrium solutions of the Hamiltonian vector field induced
by (2.10). These correspond to stationary motion of the test particle relative
to the rotating coordinate frame and are therefore called relative equilibria. In
the original coordinates they correspond to the test particle rotating around the
center of mass of the primaries with angular velocity 1.

First of all, to facilitate notation, we introduce the potential energy function

V (x) := − µ

||x − (1−µ
0 )|| −

1 − µ

||x − (−µ
0 )|| .
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To find the equilibrium solutions of (2.10) we set all the partial derivatives of
H equal to zero and find

y1 + x2 = 0 , y2 − x1 = 0 , −y2 +
∂V

∂x1
(x) = 0 , y1 +

∂V

∂x2
(x) = 0 ,

or equivalently,

∂V

∂x1
(x) = x1 ,

∂V

∂x2
(x) = x2 , (3.1)

where y at the equilibrium point can easily be found once we solved (3.1) for x

at the equilibrium point. Note that x solves (3.1) if and only if x is a stationary
point of the function

U(x) :=
1
2

(x2
1 + x2

2) − V (x) ,

called the amended potential.
Let us first look for equilibrium points of the amended potential that lie on

the line of syzygy, i.e. for which x2 = 0. Note that ∂U
∂x2

(x) = 0 is automati-

cally satisfied in this case since ∂V
∂x2

|x2=0 ≡ 0. ∂U
∂x1

(x) = 0 reduces to

d

dx1
U(x1, 0) =

d

dx1

(
1
2
x2

1 +
µ

|x1 + µ− 1| +
1 − µ

|x1 + µ|
)

= 0 . (3.2)

Clearly, U(x1, 0) goes to infinity if x1 approaches −∞,−µ, 1 − µ or ∞, so
U(x1, 0) has at least one critical point on each of the intervals (−∞,−µ),
(−µ, 1 − µ) and (1 − µ,∞). But we also calculate that d2

dx2
1
U(x1, 0) =

1 + 2 µ
|x1+µ−1|3 + 2 1−µ

|x1+µ|3 > 0. So U(x1, 0) is convex on each of these
intervals and we conclude that there is exactly one critical point in each of
the intervals. The three relative equilibria on the line of syzygy are called
the Eulerian equilibria. They are denoted by L1, L2 and L3, where L1 ∈
(−∞,−µ) × {0}, L2 ∈ (−µ, 1 − µ) × {0} and L3 ∈ (1 − µ,∞) × {0}.

Now we shall look for equilibrium points that do not lie on the line of
syzygy. Let us use d1 = ||x − (1−µ

0 )|| =
√

(x1 + µ− 1)2 + x2
2 and d2 =

||x − (−µ
0 )|| =

√
(x1 + µ)2 + x2

2 as coordinates in each of the half-planes
{x2 > 0} and {x2 < 0}. Then U can be written as U = µ

2 d
2
1 + 1−µ

2 d2
2 −

µ(1−µ)
2 + µ

d1
+ 1−µ

d2
. So the critical points of U are given by di = d−2

i i.e.
d1 = d2 = 1. This gives us the two Lagrangean equilibria which lie at the
third vertex of the equilateral triangle with the primaries at its base-points:
L4 = ( 1

2 − µ, 1
2

√
3)T and L5 = ( 1

2 − µ,− 1
2

√
3)T .

This paper discusses some useful tools for the study of the flow of Hamil-
tonian vector fields near equilibrium points. We will for instance establish
stability criteria for Hamiltonian equilibria and study bifurcations of periodic
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solutions near Hamiltonian equilibria. The Eulerian and Lagrangean equilibria
of the restricted three-body problem will serve as an instructive and inspiring
example.

4 Linear Hamiltonian systems

One of the techniques to prove stability for an equilibrium of a system of dif-
ferential equations, is to analyze the linearized system around that equilibrium.
Stability or instability then may follow from the eigenvalues of the matrix of
the linearized system. In Hamiltonian systems, these eigenvalues have a spe-
cial structure which implies that the linear theory can only be used to prove
instability, not stability. We will start by giving a brief introduction to lin-
ear Hamiltonian systems. We then conclude this section with a lemma which
shows why one can not conclude stability from the linear analysis.

Consider a symplectic vector space R2n with coordinates z = (x,y)T and
the symplectic form is dx∧ dy :=

∑n
j=1 dxj ∧ dyj . Then every continuously

differentiable function H : R2n → R induces the Hamiltonian vector field XH

on R2n defined by XH(z) = J(∇H(z))T , in which the 2n× 2n matrix

J =
(

0 In

−In 0

)

is called the standard symplectic matrix. Note that XH gives rise to the Hamil-
tonian system of differential equations dxi

dt = ∂H
∂yi

, dyi

dt = − ∂H
∂xi

. The function
H is called the Hamiltonian function of the vector field XH .

Suppose that for z◦ ∈ R2n we have ∇H(z◦) = 0, then z◦ is called a
rest point, equilibrium point, fixed point, or critical point of H . Note that
XH(z◦) = 0 so z◦ is fixed by the flow of XH . By translating our coordinate
frame, we can arrange that z◦ = 0. We will assume that H is a sufficiently
smooth function in a neighborhood of its equilibrium 0, so that we can write
H(z) = H2(z) + O(||z||3) as z → 0, where H2 is a quadratic form on
R2n. The linearized vector field of XH at 0 is the Hamiltonian vector field
XH2 induced by the quadratic Hamiltonian H2. This encourages us to study
quadratic Hamiltonians and their induced linear Hamiltonian vector fields.

Let H2 : R2n → R be a quadratic form, determined by the symmetric
2n× 2n matrix Q, i.e. H2(z) = 1

2zTQz with QT = Q. H2 generates a linear
Hamiltonian vector field:

XH2(z) = J(∇H2(z))T = JQz . (4.1)

Matrices S of the form S = JQ for some symmetric matrix Q are called
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infinitesimally symplectic or Hamiltonian. The set of all infinitesimally sym-
plectic matrices is denoted by

sp(n) := {S ∈ R2n×2n | S = JQ for some Q = QT}
= {S ∈ R2n×2n | STJ + JS = 0} .

Note that the standard symplectic matrix J satisfies J−1 = JT = −J . Now
take any infinitesimally symplectic matrix S of the form S = JQ, with Q

symmetric. Then the simple calculation

J−1(−ST )J = J−1(−JQ)TJ = −J−1(QJT )J = −J−1Q = JQ = S,

shows that S and −ST are similar. But similar matrices have equal eigenval-
ues. And because S has real coefficients, this observation leads to the follow-
ing lemma:

Lemma 4.1 If S ∈ sp(n) and λ is an eigenvalue of S, then also −λ, λ and
−λ are eigenvalues of S.

Now let us consider the exponential of an infinitesimally symplectic matrix,
exp(S) = exp(JQ), which is the fundamental matrix for the time-1 flow of the
linear Hamiltonian vector field z �→ Sz = JQz. It is a nice exercise to show
that it satisfies (exp(S))TJ exp(S) = J . In general, a matrix P ∈ R2n×2n

satisfying P TJP = J is called symplectic. The set of symplectic matrices is
denoted

Sp(n) := {P ∈ R2n×2n | P TJP = J}.
For a symplectic matrix P one easily derives that J−1P−TJ = P , so P−T

and P are similar. This leads to:

Lemma 4.2 If P ∈ Sp(n) and λ is an eigenvalue of P , then so too are λ−1, λ

and λ
−1

.

We remark here that Sp(n) is a Lie group with matrix multiplication. Its Lie
algebra is exactly sp(n).

Remember that we studied linear Hamiltonian systems to determine stability
or instability of an equilibrium from the spectrum of its linearized vector field.
From lemma 4.1 we see if one eigenvalue has a nonzero real part, then there
must be an eigenvalue with positive real part. In this case the equilibrium is
unstable. The other possibility is that all eigenvalues are purely imaginary. In
this case, adding nonlinear terms could destabilize the equilibrium. So lemma
4.1 states that for Hamiltonian systems, the linear theory can only be useful to
prove instability of an equilibrium.
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Lemma 4.2 states a similar thing for symplectic maps: if Ψ : R2n → R2n

is a symplectic diffeomorphism with a fixed point, then the linearization of Ψ
at that fixed point can only be used to prove instability of the fixed point, not
stability.

The reader should be convinced now that we need more sophisticated math-
ematical techniques if we want to have stability results. Some of them will be
explained in the following section.

5 Liapunov’s and Chetaev’s theorems

We will now describe a direct method to determine stability of an equilibrium.
We will give references for the proofs and explain the interpretation of the
theory instead. In section 6 we shall apply the obtained results to the relative
equilibria of the restricted three-body problem.

Consider a general system of differential equations,

v̇ = f(v) , (5.1)

where f is a Cr vector field on Rm and f(0) = 0. Let V : U → R be a
positive definite C1 function on a neighborhood U of the origin, i.e. V (0) = 0
and V (z) > 0, ∀z ∈ U\{0}. If u is a solution of (5.1), then the derivative of
V along u is d

dtV (u(t)) = ∇V (u(t)) · u̇(t) = ∇V (u(t)) · f(u(t)). So let us
define the orbital derivative V̇ : U → R of V as

V̇ (v) := ∇V (v) · f(v) .

Theorem 5.1 (Liapunov’s theorem) Given such a function V for the system
of equations (5.1), we have:

(i) If V̇ (v) ≤ 0, ∀v ∈ U\{0} then the origin is stable.
(ii) If V̇ (v) < 0, ∀v ∈ U\{0} then the origin is asymptotically stable.

(iii) If V̇ (v) > 0, ∀v ∈ U\{0} then the origin is unstable.

The function V is called a Liapunov function.
Let us see what this means for m = 2. Since V is a positive definite function,

0 is a local minimum of V. This implies that there exists a small neighborhood
U ′ of 0 such that the level sets of V lying in U ′ are closed curves. Recall that
∇V (uc) is a normal vector to the level set C of V at uc pointing outward. If
an orbit u(t) crosses this level curve C at uc, then the velocity vector of the
orbit and the gradient ∇V (uc) will form an angle θ for which

cos(θ) =
V̇ (uc)

||∇V (uc)||||f(uc)|| .
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V̇ (u) < 0 implies that π/2 < θ < 3π/2. It follows that the orbit is moving
inwards the level curve C in this case. If V̇ (u) = 0, the orbit follows C. If
V̇ (u) > 0 we see the orbit moving outwards of C, that is away from the origin.
See [7] for proof of Liapunov’s theorem.

An immediate implication of Liapunov’s theorem is the following. Consider
a Hamiltonian system

ż = J(∇H(z))T . (5.2)

A good candidate for the Liapunov function in this Hamiltonian system would
be the Hamiltonian function itself, because the orbits of a Hamiltonian system
lie in the level set of the Hamiltonian. So V̇ = Ḣ = 0. Thus, if H is lo-
cally positive definite then Liapunov’s theorem applies. And if H is negative
definite, one can choose −H as a Liapunov function. We have:

Theorem 5.2 (Dirichlet’s Theorem) The origin is a stable equilibrium of (5.2),
if it is an isolated local maximum or local minimum of the Hamiltonian H .

The condition for instability in Liapunov’s theorem is very strong since it
requires the orbital derivative to be positive everywhere in U . The following
theorem is a way to conclude instability under somewhat weaker conditions.

Theorem 5.3 (Chetaev’s theorem) Let U be a small neighborhood of the ori-
gin where the C1 Chetaev function V : U → R is defined. Let Ω be an open
subset of U such that

(i) 0 ∈ ∂Ω,
(ii) V (v) = 0,∀ v ∈ ∂Ω ∩ U ,

(iii) V (v) > 0 and V̇ (v) > 0,∀ v ∈ Ω ∩ U .

Then the origin is an unstable equilibrium of (5.2).

The interpretation of this theorem is the following. An orbit u(t; u◦) start-
ing in Ω ∩ U , will never cross ∂Ω due to the properties (2) and (3) of the
Chetaev function. From the second part of property (3) it now follows that
V (u(t; u◦)) is increasing whenever u(t; u◦) lies in Ω ∩ U . This orbit can not
stay in ∂Ω∩U due to the fact that U is open. Thus, u(t) moves away from the
origin. Hence the origin is unstable.

6 Applications to the restricted problem

In this section we apply the theory of the previous sections to the relative equi-
libria of the restricted three-body problem.
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Consider a Hamiltonian system with Hamiltonian

H =
1
2
ω(x1

2 + y1
2) + λx2y2 + O(||z||3), (6.1)

where ω, λ �= 0 are reals. One can calculate that the Hamiltonians of the
restricted three-body problem at the Eulerian equilibria L1,L2 and L3 can be
written in this form for all values of the parameter µ. The eigenvalues of the
linearized system are ±iω and ±λ, so the origin is an unstable equilibrium for
the system induced by (6.1). But we can say more about the flow near this
equilibrium.

We will first make a little excursion to a theorem on the existence of periodic
solutions, known as Liapunov’s center theorem.

Theorem 6.1 (Liapunov’s center theorem) Consider a Hamiltonian system
of differential equations on R2m, u̇ = f(u) with f(0) = 0. Suppose that
the eigenvalues of the linearized system around 0 are nonzero and given as
±iω, λ3, . . . , λ2m, where ω ∈ R and λj ∈ C. If λj/iω /∈ Z for all j, then
there is a smooth 2−dimensional surface through the origin, tangent to the
eigenspace corresponding to ±iω, filled with periodic solutions with period
close to 2π/ω (as u → 0).

This surface of periodic solutions is called the Liapunov center. Consider
now the Hamiltonian system (6.1), for which m = 4. The eigenvalues of the
linearized system are ±iω, and ± λ where λ is real. Therefore Liapunov’s
Center Theorem holds: there exists such a Liapunov center through the origin
of the system (6.1). In fact, we have the following result.

Proposition 6.2 The equilibrium at the origin for the Hamiltonian system with
Hamiltonian (6.1) is unstable. There is a Liapunov Center through the origin.
Furthermore, there is a neighborhood of the origin such that every solution
which begins at an initial position away from the Liapunov center, leaves this
neighborhood in either positive or negative time.

It remains to prove the last statement. First of all, let us write H = H2+Hr,
where Hr represents the higher order terms of H near 0. Hr starts with third
order terms in z. Secondly, to make life easier, let us assume that the Liapunov
center is located at x2 = 0, y2 = 0. This implies that

∂Hr

∂x2
(x1, 0, y1, 0) =

∂Hr

∂y2
(x1, 0, y1, 0) = 0 . (6.2)

Define V (z) = (x2
2 − y2

2)/2. The orbital derivative of V is

V̇ = λ(x2
2 + y2

2) + W (z)
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where

W (z) := x2
∂Hr

∂y2
− y2

∂Hr

∂x2
.

From (6.2) we have that W (z) is at least quadratic in (x2, y2). As a conse-
quence we can choose a neighborhood U of 0 such that |W (z)| ≤ λ(x2

2 +
y2

2)/2 on U . Taking Ω = {z | x2
2 > y2

2} and applying Chetaev’s theo-
rem, we conclude that every solution starting in (U\{x2 = y2 = 0}) ∩ Ω
will leave U in positive time. Reversing the time, we conclude that taking
Ω = {z | x2

2 < y2
2}, every solution starting in (U\{x2 = y2 = 0}) ∩ Ω will

leave U in negative time.
Modulo small modifications if the Liapunov center is not flat, this concludes

the proof of proposition 6.2. Recall that proposition 6.2 also completely de-
scribes the flow of the restricted three-body problem near the Eulerian equilib-
ria L1,L2 and L3.

Secondly, consider the Hamiltonian

H = α(x1y1 + x2y2) + β(y1x2 − x1y2) + O(||z||3), (6.3)

where α, β �= 0 are real. The Hamiltonian of the restricted three-body problem
at L4 and L5 is of this type for the parameter values µ1 < µ < 1 − µ1. The
eigenvalues of the linearized system are ±α ± iβ, so the origin is unstable.
Moreover, choosing V (z) = (x1

2+x2
2−y1

2−y2
2)/2 as a Liapunov function

we can verify the following result:

Proposition 6.3 The Lagrangean equilibria L4 and L5 of the restricted three-
body problem are unstable for µ1 < µ < 1 − µ1. Furthermore there is a
neighborhood of these points with the property that every nonzero solution
starting in this neighborhood, will eventually leave it in positive time.

By now we determined the stability of the equilibria of the restricted three-
body problem except for the Lagrangean points at the parameter values 0 <

µ ≤ µ1 and 1−µ1 ≤ µ < 1. In the cases that 0 < µ < µ1 and 1−µ1 < µ < 1,
the Hamiltonian can be expanded around the Lagrangean points as

H =
1
2
ω1(x1

2 + y1
2) +

1
2
ω2(x2

2 + y2
2) + O(||z||3),

for certain nonzero reals ω1 and ω2. The eigenvalues of the linearized vector
field are ±iω1,±iω2, so we can not conclude stability or instability from the
eigenvalues. An extra problem arises because ω1 and ω2 turn out to have dif-
ferent signs, whatever the value of µ. So unfortunately, Dirichlet’s theorem is
not applicable. More sophisticated tools are needed here.
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The solution is to take into account also the nonlinear terms in the expan-
sion of the system around its equilibrium. That is to take a closer look at the
O(||z||3)-terms of the Hamiltonian. A common way to do that is using the
theory of normal forms.

7 Normal forms

The idea behind normal forms is to construct a transformation of phase-space
that brings a given system of differential equations into the ‘simplest possible’
form up to a certain order of accuracy. This idea will be made more precise in
this section.

Let Pk be the space of homogeneous polynomials of degree k in the canon-
ical variables (x1, . . . , xn, y1 , . . . , yn), so

Pk := span
R


xk1

1 · · ·xkn
n y

kn+1
1 · · · yk2n

n |
2n∑

j=1

kj = k


 .

The space of all convergent power series without linear part, P ⊂ ⊕
k≥2 Pk,

is a Lie algebra with the Poisson bracket

{·, ·} : P × P → P, (f, g) �→ {f, g},
where

{f, g} := dx ∧ dy(Xf ,Xg) =
n∑

j=1

(
∂f

∂xj

∂g

∂yj
− ∂f

∂yj

∂g

∂xj

)
.

For each h ∈ P , its adjoint adh : P → P is the linear operator defined by
adh(H) = {h,H}. Note that whenever h ∈ Pk, then adh : Pl → Pk+l−2.

Let us take an h ∈ P . It can be shown that for this h there is an open
neighborhood U of the origin such that for every |t| ≤ 1 each time-t flow
etXh : U → R2n of the Hamiltonian vector field Xh induced by h is a sym-
plectic diffeomorphism on its image. These time-t flows define a family of
mappings (etXh)∗ : P → P by sending H ∈ P to (etXh)∗H := H ◦ etXh .
Differentiating the curve t �→ (etXh)∗H with respect to t we find that it satis-
fies the linear differential equation d

dt (etXh)∗H = dH ·Xh = −adh(H) with

initial condition (e0Xh)∗H = H . The solution reads (etXh)∗H = e−tadhH .
In particular the symplectic transformation e−Xh transforms H into

H ′ := (e−Xh)∗H = eadhH = H + {h,H} +
1
2!
{h, {h,H}} + . . . . (7.1)

The diffeomorphism e−Xh sends 0 to 0 (because Xh(0) = 0). If h ∈ ⊕
k≥3 Pk,
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then De−Xh(0) = Id. A diffeomorphism with these two properties is called a
near-identity transformation.

An element H ∈ P can be written as H =
∑∞

k=2 Hk, where Hk ∈ Pk.
Assume now, as will usually be the case for the problems we consider in this
paper, that adH2 : Pk → Pk is semisimple (i.e. complex-diagonalizable) for
every k ≥ 3. Then Pk = ker adH2 ⊕ im adH2 , as is clear from the diago-
nalizability. In particular H3 is uniquely decomposed as H3 = f3 + g3, with
f3 ∈ ker adH2 , g3 ∈ im adH2 . Now choose an h3 ∈ P3 such that adH2(h3) =
g3. One could for example choose h3 = g̃3 := (adH2 |im adH2

)−1(g3). But
clearly the choice h3 = g̃3 + p3 suffices for any p3 ∈ ker adH2 ∩ P3. For
the transformed Hamiltonian H ′ = (e−Xh3 )∗H we calculate from (7.1) that
H ′

2 = H2, H ′
3 = f3 ∈ ker adH2 , H ′

4 = H4 + {h3,H3 − 1
2g3}, etc. The

reader should verify this! But now we can again write H ′
4 = f4 + g4 with

f4 ∈ ker adH2 , g4 ∈ im adH2 and it is clear that by a suitable choice of
h4 ∈ P4 the Lie-transformation e−Xh4 transforms our H ′ into H ′′ for which
H ′′

2 = H2, H ′′
3 = f3 ∈ ker adH2 and H ′′

4 = f4 ∈ ker adH2 . Continuing in this
way, we can for any finite r ≥ 3 find a sequence of symplectic near-identity
transformations e−Xh3 , . . . , e−Xhr with the property that e−Xhk only changes
the Hl with l ≥ k, whereas the composition e−Xh3 ◦ . . . ◦ e−Xhr transforms
H into H with the property that Hk Poisson commutes with H2 for every
2 ≤ k ≤ r. The previous analysis culminates in the following

Theorem 7.1 (Birkhoff-Gustavson) Let r > 2 be a given natural number.
If H =

∑∞
k=2 Hk ∈ P is such that adH2 : Pk → Pk is semisimple for

each k ≥ 3, then there is an open neighborhood U ∈ R2n of the origin and
an analytic symplectic diffeomorphism Ψ : U → Ψ(U) ⊂ R2n such that
Ψ(0) = 0, DΨ(0) = Id and H := H ◦ Ψ =

∑∞
k=2 Hk ∈ P has the

properties that H2 = H2 and {H2,Hk} = 0 for all 2 ≤ k ≤ r.

The near-identity transformation Ψ is the composition of r− 2 time-1 flows
of Hamiltonian vector fields, which can subsequently be determined. Note that
it need not be unique.

The transformed Hamiltonian H is called a normal form of H of order r.
It can explicitly be determined following the procedure of the paragraph that
precedes theorem 7.1 and using formula (7.1). The study of H can give us
useful information on solutions of the original Hamiltonian H near its equi-
librium point 0. It helps for instance to detect bifurcations and to construct
approximations of solutions. More on normalization by Lie-transformations
can be found in [3].

It is very common to study the truncated Hamiltonian system induced by
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H2 + H3 + . . . Hr. Its solutions approximate the solutions of the original
system induced by H . But the truncated system has an advantage: it admits at
least two integrals. Not only the truncated Hamiltonian itself, but also H2 is an
integral of motion. Therefore the truncated normal form has an S1-symmetry
which allows us to make a reduction to a lower-dimensional Hamiltonian sys-
tem. We will not treat these techniques.

Remark 7.2 Near-identity transformations Ψ with the properties of theorem
7.1 can be found in various ways. Lie-transformations, i.e. compositions of
time-1 flows of Hamiltonian vector fields, are just one method. Other methods
use power series expansions or averaging techniques. The method of Lie-
transformations has the big advantage that the formula for the transformed
Hamiltonian, (7.1), is fairly simple.

Normal form techniques also exist for critical points of non-Hamiltonian
vector fields. Nothing changes dramatically, except that the near-identity trans-
formations are of course no longer symplectic.

Remark 7.3 Let S : R2n → R2n be a linear symmetry of the Hamiltonian
H ∈ P , that is S is a linear symplectic transformation keeping H invariant:
S∗(dx ∧ dy) = dx ∧ dy and S∗H = H ◦ S = H . It is not hard to show that
this implies that the Hamiltonian vector field XH induced by H is equivariant
under S : S · XH = XH ◦ S. In other words: if γ : R → R2n is an integral
curve of XH , then S ◦ γ : R → R2n is also an integral curve of XH . This
explains the name symmetry.

Similarly, let R : R2n → R2n be a linear reversing symmetry of the Hamil-
tonian H , i.e. R is a linear anti-symplectic transformation that keeps H invari-
ant: R∗(dx∧dy) = −dx∧dy and R∗H = H ◦R = H . One now shows that
XH is anti-equivariant under R : R ·XH = −XH ◦R. Thus, if γ : R → R2n

is an integral curve of XH , then R ◦ γ ◦ −Id : R → R2n is also an integral
curve of XH . This explains the name reversing symmetry.

The group generated by the linear symmetries and linear reversing symme-
tries of the Hamiltonian H ∈ P , is called the reversing symmetry group of H .
It can be shown (cf. [3]) that the near-identity transformation Ψ in theorem 7.1
can always be chosen in such a way that H = H ◦ Ψ is again invariant under
the elements of the reversing symmetry group of H . Alternatively stated: one
can construct normal forms H of H which have the same linear symmetries
and linear reversing symmetries as H .
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8 The Poincaré section

In this section we summarize the most important properties of the so-called
Poincaré map. Although the Poincaré map is a very useful tool for the study
of any ordinary differential equation, we will introduce it here for Hamiltonian
systems only. More extensive information can be found in [1], ch. 7-8.

Theorem 8.1 Let H be a Hamiltonian on a 2n-dimensional symplectic man-
ifold M with symplectic form ω. Suppose that γ : R → M is a periodic
solution of the Hamiltonian vector field XH induced by H and that γ lies in
a regular energy-surface of H , i.e. H−1({γ(0)}) is a manifold. Then there is
a codimension 1 submanifold S ⊂ H−1({γ(0)}) and open submanifolds S1

and S2 of S with the following properties:

• XH(m) /∈ TmS for all m ∈ S.

• γ(0) ∈ S1 ∩ S2

• S1 and S2 are codimension 2 symplectic submanifolds of M . If ιi : Si → M

are the inclusions, then the symplectic forms ωi of Si are given by ωi = ι∗i ω.

• For every m ∈ S1 there is a time t(m) > 0 such that m is mapped to S2

by the time-t(m) flow of XH , i.e. et(m)XH (m) ∈ S2. There exists a unique
smallest positive number d(m) with this property. d is a smooth function on
S1.

• The flow of XH defines a unique symplectic diffeomorphism P : S1 → S2.
P is given by sending m ∈ S1 to ed(m)XH (m) ∈ S2.

The proof is highly based on the implicit function theorem, cf. [1]. The prop-
erty XH(m) /∈ TmS implies that Tm(H−1({m})) = XH(m) ⊕ TmS. This
explains why S is sometimes called a local transversal section to the flow of
XH at γ. But usually we call S a Poincaré section at γ. The mapping P is
called a Poincaré map or first return map. We remark that any two Poincaré
maps P1 : S1

1 → S1
2 and P2 : S2

1 → S2
2 at γ are locally conjugate, i.e. there

is an open neighborhood U of γ(0) in S1
1 and a symplectic diffeomorphism

Φ : U → S2
1 such that Φ ◦ P1 = P2 ◦ Φ. For Φ one could take the mapping

that takes m ∈ U and let it follow XH until it hits S2
1 at Φ(m).

It is clear that a study of the Poincaré map could provide us with very use-
ful information on the flow of XH in a neighborhood of the periodic solu-
tion γ, like stability and instability. First of all, let us study the derivative
of the Poincaré map, Tγ(0)P : Tγ(0)S → Tγ(0)S. Note that, since any two
Poincaré maps are locally conjugate, their derivatives are similar linear map-
pings. Hence they have the same eigenvalues. This allows us to make the
following definition:
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Definition 8.2 Let γ : R → M be a periodic solution of a Hamiltonian vec-
tor field on a symplectic manifold. The characteristic multipliers of γ are the
eigenvalues of Tγ(0)P , where P is any Poincaré map at γ.

In local Darboux coordinates, Tγ(0)P can be represented by a symplectic
matrix. Thus, the characteristic multipliers of γ come in quadruples: if λ is a
multiplier, then so are λ−1, λ̄ and λ̄−1. Whenever one of the multipliers does
not lie on the unit circle in C, there must be a multiplier outside the unit circle.
It is not very surprising that this can be used to prove that γ is an unstable
periodic orbit. So γ can only be stable if all its multipliers have complex
modulus 1. As usual, this is not sufficient to prove the stability of γ. Stability
can sometimes be proved using variants of Liapunov’s theorem. We will not
go into this idea here.

Instead, we will focus on two-degrees of freedom Hamiltonian systems. In
local Darboux coordinates, a Poincaré map near a periodic orbit γ in this case
is an area-preserving planar map leaving the origin fixed. There are only two
multipliers. γ is unstable if one of them does not lie on the unit circle. So
suppose the multipliers are of the form e±iω , with ω ∈ R. This expresses that
the Poincaré map is, up to linear approximation, simply a rotation around 0
over an angle ω. This doesn’t say anything yet about the stability of γ. But we
shall see that under certain assumptions on the higher order approximations of
P around 0, one can indeed prove that γ is stable. It turns out that P has to
be a so-called twist map. The resulting type of stability goes under the name
Moser twist stability.

9 The twist map and Arnold’s stability theorem

Let F : R2 → R2 be a diffeomorphism of R2. Note that it defines a discrete
dynamical system. As an example, we have seen the Poincaré map of a two-
degrees of freedom system. In this section we will be concerned with a special
type of diffeomorphism, so called twist maps.

For α, ω ∈ R with α �= 0, consider the 2-dimensional diffeomorphism given
by (

I

θ

)
�→

(
I

θ + ω + αI,

)
(9.1)

where we have used the polar coordinates notation x =
√

2I cos(θ), y =√
2I sin(θ), so I ∈ R≥0, θ ∈ R/2πZ. It is easy to see that (9.1) rotates

every circle x2 + y2 = 2I◦ over an angle δ := (ω + αI◦) that depends on
the radius of the circle. Such a map is called a twist map. Note that if δ/2π is
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rational, then the motion on this circle is periodic. If δ/2π /∈ Q, then the orbit
of any point on the circle x2 + y2 = 2I◦ is dense in the circle. The latter type
of dynamics is called quasi-periodic. So we see that R2 is densely filled with
periodic and quasiperiodic orbits of the twist map.

Let us now look at perturbations of twist maps. Let F : R2 → R2 be given
by (

I

θ

)
�→

(
I + εr+sf1(I, θ, ε)

θ + ω + εsg(I) + εs+rf2(I, θ, ε),

)
(9.2)

where I ∈ R≥0, θ ∈ R/2πZ, ω ∈ R. We require the following properties:

(i) f1 and f2 are smooth functions for 0 ≤ a ≤ I < b < ∞, 0 ≤ ε ≤ ε◦,
and θ ∈ R/2πZ.

(ii) r ≥ 1 and s ≥ 0 are two integers.

(iii) g is a smooth function on 0 ≤ a ≤ I < b < ∞.

(iv) dg(I)/dI �= 0 for 0 ≤ a ≤ I < b < ∞.

Theorem 9.1 (Moser Twist Stability) Given such a map F with the following
additional property. If Ξ is any closed curve of the form

Ξ = {(I, θ) | I = Θ(θ),Θ : R/2πZ → [a, b] continuous }

then Ξ ∩ F (Ξ) �= ∅. Then, for sufficiently small ε, there is a continuous F -
invariant curve Γ of the form Γ = {(I, θ) | I = Φ(θ),Φ : R/2πZ → [a, b]
continuous}.

This theorem was proposed by Kolmogorov and proved by Moser [9]. Note
that the unperturbed map is just a rotation, its eigenvalues are e±iω . Up to
order εs, we have a pure twist map, according to assumption 4. So we are
looking here at a perturbation of a twist map restricted to an annulus. An-
other important remark is about the additional condition in the theorem. This
condition excludes the situation where a closed curve of the prescribed form
is mapped completely inside or outside itself. This is an important restriction
and it prevents the perturbation from being arbitrary. The condition is satisfied
for area-preserving maps.

We may now ask the question of stability of the fixed point 0 of the perturbed
map F . Theorem 9.1 states now that if the restriction of F to any small annulus
of the form a ≤ I < b satisfies the conditions of theorem 9.1, then there is an
invariant curve in that annulus. In particular, we can choose this annulus as
small as we like, so 0 is a stable fixed point of F .



I. 9 The twist map and Arnold’s stability theorem 19

We want to apply this to Poincaré maps in order to prove the stability of pe-
riodic solutions of two-degrees of freedom Hamiltonian systems. As was ex-
plained in the previous section, one can construct such a Poincaré map around
a periodic solution and it is represented by an area-preserving map in R2 with
a fixed point. If the two multipliers of γ lie on the unit circle, then γ could be
stable. Once we can show that the Poincaré map is in fact a perturbed twist
map (in the sense of the previous theorem), this stability is indeed proved.

We will use normal form theory to view the Poincaré map as a perturbed
twist map. Let us assume that around 0 our Hamiltonian can be expanded as

H =
1
2
ω1(x2

1 + y2
1) − 1

2
ω2(x2

2 + y2
2) + H3 + H4 + . . . ,

with ωj �= 0 real numbers. The following result is pure ‘algebra of normal
forms’:

Theorem 9.2 (Birkhoff) Let H be of the above form and suppose that ω1
ω2

= p
q

where p and q are relatively prime. Then any normal form of H of order
smaller then or equal to p + q − 1 is of the following simple form:

H(x,y) = H2(x,y) + H4(x2
1 + y2

1 , x
2
2 + y2

2) + · · ·
· · · + H2m(x2

1 + y2
1 , x

2
2 + y2

2) + O(||z||2m+1),
(9.3)

with m < (p + q)/2.

Proof: We want to investigate the eigenvalues of adH2 . For this purpose we
diagonalize it by transforming to complex coordinates: zj = xj + iyj , j =
1, 2. The symplectic form in these coordinates reads i

2 (dz1 ∧dz1 +dz2 ∧dz2)
and the corresponding Poisson bracket is

{f, g} = 4
2∑

j=1

(
∂f

∂zj

∂g

∂zj
− ∂f

∂zj

∂g

∂zj

)
,

It is easy to check that H2 = ω1
2 z1z1 − ω2

2 z2z2 and thus adH2 acts diagonally
on monomials as follows:

adH2 : z1
α1z2

α2z1
β1z2

β2 �→ 2 ((α1 − β1)ω1 − (α2 − β2)ω2) ×
z1

α1z2
α2z1

β1z2
β2 .

So a monomial z1
α1z2

α2z1
β1z2

β2 can only occur in Hα1+α2+β1+β2 if

(α1 − β1)ω1 − (α2 − β2)ω2 = 0.

There are two possibilities. First of all it can happen that α1 = β1, α2 = β2.



20 I Stability in Hamiltonian Systems

In this case, z1
α1z2

α2z1
β1z2

β2 = (z1z1)α1(z2z2)α2 = (x2
1 + y2

1)α1(x2
2 +

y2
2)α2 , so Hα1+α2+β1+β2 is of the form prescribed in the theorem. The second

possibility is that p
q = ω1

ω2
= α2−β2

α1−β1
. But p and q are relatively prime, so this is

impossible if |α2 − β2| < p or |α1 − β1| < q. In particular. this is impossible
if α1 + α2 + β1 + β2 < p + q. ✷

A Hamiltonian of the form in Birkhoff’s theorem is said to be in Birkhoff
normal form. Birkhoff’s theorem has the following consequence: if ω1/ω2

is irrational, then H can be brought into Birkhoff normal form up to any de-
sired order. Birkhoff wanted to use this observation to construct a coordinate
transformation that brought H into an integrable form, the x2

j + y2
j being the

integrals. Unfortunately, one can not expect that the involved infinite sequence
of normalization transformations is convergent. So in general, if ω1/ω2 /∈ Q,
H still need not be integrable.

Now let us describe how the Birkhoff normal form helps us constructing a
Poincaré map. First of all, we introduce the so-called symplectic polar coordi-
nates by transforming

xj =
√

2Ij cos(ϕj) and yj =
√

2Ij sin(ϕj) .

For Ij > 0, ϕj ∈ R/2πZ this is a symplectic transformation, i.e. dx ∧ dy =
dϕ∧dI . Note that 2Ij = x2

j +y2
j so up to high order, Hamiltonians in Birkhoff

normal form depend only on I , that is they are integrable up to this order. By an
appropriate rescaling of the variables, one can also introduce a small parameter
ε in the system. The resulting Hamiltonian system (9.3) then reads:

İj = O(ε2m−1) , ϕ̇j = ωj+ε2 ∂H4(I)
∂Ij

+. . .+ε2m−2 ∂H2m(I)
∂Ij

+O(ε2m−1) .

(9.4)
From these simple equations, an approximation for the Poincaré map is eas-

ily constructed. Briefly, this runs as follows. First of all one restricts to a level
set of H , which is approximately defined by H2(I) + . . . ε2m−2H2m(I) = h.
In this surface one chooses the set {ϕ1 = 0} as a transversal section to the
flow. It is possible to use (I2, ϕ2) as coordinates for this section. With the help
of equations (9.4) one can now approximate the return time to the section and
finally also the Poincaré map.

So a combination of normal form theory and Moser’s stability theorem can
be used to prove stability of periodic solutions in a neighborhood of an equi-
librium point. The surprise is now, that the theory can be extended in order to
actually prove the stability of the equilibrium itself:

Theorem 9.3 (Arnold’s Stability Theorem) Consider the Hamiltonian sys-
tem with Hamiltonian (9.3). If there exists a 2 ≤ k ≤ m such that D2k :=
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H2k(ω2, ω1) �= 0 then the origin is stable. Moreover, arbitrarily close to the
origin in R4 there are invariant tori filled with quasi-periodic solutions.

The proof is based on normal form theory and the idea of Poincaré maps. It
is rather hard though and we refer the reader to [2] or [7].

For the restricted three-body problem with parameter values 0 < µ < µ1

(with µ �= µ2 := 0.0242938 . . ., µ3 := 0.0135116 . . . 1) Deprit and Deprit-
Bartholomé in 1967 calculated the normal form of the Hamiltonian at L4 and
L5. They found that D4 �= 0 except for µ ≈ 0.010. Nowadays we know
that D6 �= 0 at this parameter value. Thus, by Arnold’s theorem we have the
following result.

Proposition 9.4 In the restricted three-body problem, the Lagrangean equi-
libria L4 and L5 are stable for 0 < µ < µ1 and 1 − µ1 < µ < 1 with
µ �∈ {µ2, µ3, 1 − µ2, 1 − µ3}.

Thus, the stability of the equilibria of the restricted three-body problem has
been established except for L4 and L5 if µ ∈ {µ1, µ2, µ3, 1 − µ1, 1 − µ2, 1 −
µ3}. We refer to [6] for the analysis of these cases.

In the Sun-Jupiter system, the result of proposition 9.4 can really be ob-
served: if we draw the equilateral triangles with the sun and Jupiter at its base
points, then we find two groups of asteroids at the third vertex. They are called
the Trojans and the Greeks.
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1 Introduction

These lecture notes are the direct result of presentations held in two consecu-
tive years (2000 and 2001) at the Peyresq Conference Center, in the Alpes de
Haute Provence, North of Nice. These summer schools were organized in con-
junction with the Research Training Network MASIE (Mechanics and Sym-
metry in Europe) of the Fifth Framework Program of the European Commis-
sion and were intended for graduate students and postdocs who needed a crash
course in geometric mechanics. They were also tailored to link with the other
lectures and provide the necessary background for them. There are already
many books on this subject and its links to symplectic and Poisson geome-
try (e.g. [AbMa78], [Arnold79], [GuSt84], [JoSa98], [LiMa87], [MaRa94],
[McDSal95]) and the literature on this subject is overwhelming. So the goal of
these two one-week intensive lecture courses was to find a quick way through
this subject and give the young researchers enough tools to be able to sift and
sort through the books and papers necessary for their own work. This is why
these lectures present occasionally detailed proofs and sometimes only quick
surveys of more extensive subjects that are, however, explained with care. The
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24 II A Crash Course in Geometric Mechanics

examples, on the other hand, are all carried out with detailed computations in
order to show how one applies the theory in concrete cases. There are, es-
sentially, four main examples that reappear throughout these lectures: particle
dynamics, the free and heavy tops, the motion of a charged particle in a mag-
netic field, and ideal incompressible fluid flow as well as related systems such
as the Korteweg-de Vries and the Camassa-Holm equations. Each example il-
lustrates several different constructions prevalent in geometric mechanics and
is at the root of many developments and generalizations.

There is nothing original in these lectures and they are entirely based on
three main sources: [MaRa94], the yet unfinished book [MaRa03], and some
unpublished notes [MaRa95] on the geometric theory of fluid dynamics. When
carrying out reduction, several strong regularity hypotheses will be made. The
singular case is considerably more involved and we refer to [OR04] for an in-
depth analysis of this case. All the missing proofs of results quoted here can
be found in these works as well as the books referred to before.

The reader is assumed to be familiar with calculus on manifolds and the ele-
mentary theory of Lie groups and Lie algebras, as found in e.g. [AbMa78],
[AMR88], [DFN95], [Jost], [Lang], [MaRa94], [Sp79], [Serre], or [W83].
[Bou71, Bou89] is always helpful when a quick recall of the statement of a
theorem is needed.

The authors would like to take this opportunity to thank Olivier Brahic for
allowing them to use his notes from Ratiu’s second lecture course.

1.1 Lagrangian and Hamiltonian Formalism

Let us start with Newton’s equations for N particles q := (q1, . . . ,qN ) ∈
R3N with masses m1, . . . ,mN ∈ R. If F = (F1, ..., FN ) are the forces acting
on these particles then Newton’s equations are

ma = F, (1.1)

where a = q̈ is the acceleration of the system. Assuming that the forces are
induced by a potential V : R3N → R, that is,

F(q) = −∇V (q), (1.2)

equations (1.1) become

miq̈i = − ∂V

∂qi
, i = 1, . . . , N, (1.3)

where ∂V/∂qi denotes the gradient relative to the variable qi.
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A straightforward verification shows that if one defines the Lagrangian
function L : R6N = {(q, q̇) | q, q̇ ∈ R3N} → R by

L(q, q̇) :=
1
2

N∑
i=1

mi‖q̇i‖2 − V (q). (1.4)

and assumes that q̇ = dq/dt, then Newton’s equations (1.2) are equivalent to
Lagrange’s equations

d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi
= 0, i = 1, . . . , N, (1.5)

where ∂L/∂q̇i, ∂L/∂qi ∈ R3 denote the gradients in R3 of L relative to
q̇i,qi ∈ R3.

On other hand, the Lagrange equations (1.5) are equivalent with the varia-
tional principle of Hamilton: the solutions of (1.5) are critical points of the
action functional defined on the space of smooth paths with fixed endpoints.
More precisely, let Λ([a, b],R3N ) be the space of all possible smooth trajecto-
ries q : [a, b]→ R3N with fixed endpoints qa = γ(a), qb = γ(b). The action
functional is defined by:

A[q(·)] :=
∫ b

a

L(q(t), q̇(t)) dt, (1.6)

where q̇ = dq(t)/dt. In Λ([a, b],R3N ) consider a deformation q(t, s), s ∈
(−ε, ε), ε > 0, with fixed endpoints qa, qb, of a curve q0(t), that is, q(t, 0) =
q0(t) for all t ∈ [a, b] and q(a, s) = q0(a) = qa, q(b, s) = q0(b) = qb for
all s ∈ (−ε, ε). Define a variation of the curve q0(·) in Λ([a, b],R3N ) by

δq(·) :=
d

ds

∣∣∣∣
s=0

q(·, s) ∈ Tq0(·)Λ([a, b],R3N ),

and the first variation of A at q0(t) to be the following derivative:

DA[q0(·)](δq(·)) :=
d

ds

∣∣∣∣
s=0

A[q(·, s)]. (1.7)

Note that δq(a) = δq(b) = 0. With these notations, the variational principle
of Hamilton states that the curve q0(t) satisfies the Lagrange equations (1.5) if
and only if q0(·) is a critical point of the action functional, that is, DA[q0(·)] =
0. Indeed, using the equality of mixed partials, integrating by parts, and taking
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into account that δq(a) = δq(b) = 0, we get

DA[q0(·)](δq(·)) =
d

ds

∣∣∣∣
s=0

A[q(·, s)] =
d

ds

∣∣∣∣
s=0

∫ b

a

L(q(t, s), q̇(t, s)) dt

=
∫ b

a

[
∂L

∂qi
δq(t, s) +

∂L

∂q̇i
δq̇i

]
dt

= −
∫ b

a

[
d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi

]
δqidt = 0

for all smooth δqi(t) satisfying δqi(a) = δqi(b) = 0, which proves the claim.
Next, introduce the conjugate momenta

pi :=
∂L

∂q̇i
= miq̇i ∈ R

3, i = 1, . . . , N. (1.8)

Define the change of variables (q, q̇) �→ (q,p), called the Legendre trans-
form, and the Hamiltonian

H(q,p) : = p · q̇(q,p)− L(q, q̇(q,p))

=
1
2

N∑
i=1

mi‖q̇i‖2 + V (q)

=
1
2

N∑
i=1

1
mi
‖pi‖2 + V (q) (1.9)

which is the total energy of the system, expressed in the variables (q,p). Then
one has

∂H

∂pi
=

1
mi

pi = q̇i =
dqi
dt

and
∂H

∂qi
=

∂V

∂qi
= − ∂L

∂qi
.

Therefore, by the Lagrange equations (1.5) we have

ṗi =
dpi

dt
=

d

dt

(
∂L

∂q̇i

)
=

∂L

∂qi
= −∂H

∂qi
.

This shows that Lagrange’s equations (1.5) are equivalent to Hamilton’s equa-
tions

q̇i =
∂H

∂pi
ṗi = −∂H

∂qi
, (1.10)

where, as before, ∂H/∂qi, ∂H/∂pi ∈ R3 are the gradients of H relative to
qi,pi ∈ R3.
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Note that, whereas Lagrange’s equations are of second order and concern
curves in the configuration space (the space of q’s), Hamilton’s equations are
of first order and describe the dynamics of curves belonging to phase space,
a space of dimension twice the dimension of the configuration space whose
points are pairs formed by configurations q and conjugate momenta p.

An easy verification shows that Hamilton’s equations (1.10) can be equiva-
lently written as

Ḟ = {F,H} for all F ∈ F(P ), (1.11)

where F(P ) denotes the smooth functions on the phase space P := R6N , and
the Poisson bracket is defined by

{G,K} :=
N∑
i=1

(
∂G

∂qi
· ∂K
∂pi
− ∂G

∂pi
· ∂K
∂qi

)
for all G,K ∈ F(P ).

(1.12)
Indeed, from (1.12) and (1.10) we have, for any F ∈ F(P ),

N∑
i=1

(
∂F

∂qi
· q̇i +

∂F

∂pi
· ṗi
)

=
dF

dt

= {F,H} =
N∑
i=1

(
∂F

∂qi
· ∂H
∂pi
− ∂F

∂pi
· ∂H
∂qi

)

which is equivalent to (1.10) since F ∈ F(P ) is arbitrary.
Summarizing, for classical mechanical systems in Euclidean space describ-

ing particle motion, whose total energy is given by kinetic plus potential en-
ergy, we have shown that Newton’s equations are equivalent to:

• Lagrange’s equations

• Hamilton’s variational principle

• Hamilton’s equations of motion

• Hamilton’s equations in Poisson bracket formulation.

In the course of these lectures we shall focus on each one of these four
pictures and shall explain the geometric structure underlying them when the
configuration space is a general manifold. It turns out that, in general, they
are not equivalent and, moreover, some of these formulations have very useful
generalizations, particularly appropriate for systems with symmetry, the case
we shall consider next by means of an example.
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1.2 The Heavy Top

In these lectures we shall discuss the equivalences just described in the context
of systems with symmetry when one can eliminate variables. To see what is
involved in this case, let us consider in detail an example, namely the motion
of a heavy top moving about a fixed point; the exposition below is mostly
based on [MaRa94, MaRaWe84a, MaRaWe84b, HMR98]. In this case, all
computations can be easily carried out explicitly. We shall describe this system
both in the Lagrangian and Hamiltonian picture and shall find two additional
equivalent formulations that take into account the symmetries of this system.
This example will serve then as model for the reduction theory presented in
these lectures.

The Lie algebra so(3) and its dual. To be efficient in the computations that
follow we briefly recall the main formulas regarding the special orthogonal
group SO(3) := {A | A a 3 × 3 orthogonal matrix ,det(A) = 1}, its Lie al-
gebra so(3) formed by 3×3 skew symmetric matrices, and its dual so(3)∗. All
these formulas will be proved in §5.1 and §6.3. The Lie algebra (so(3), [·, ·]),
where [·, ·] is the commutator bracket of matrices, is isomorphic to the Lie al-
gebra (R3,×), where × denotes the vector product in R3, by the isomorphism

u := (u1, u2, u3) ∈ R
3 �→ û :=

 0 −u3 u2

u3 0 −u1

−u2 u1 0

 ∈ so(3). (1.13)

Equivalently, this isomorphism is given by

ûv = u× v for all u,v ∈ R
3. (1.14)

The following properties for u,v,w ∈ R3 are easily checked:

(u× v)ˆ = [û, v̂] (1.15)

[û, v̂]w = (u× v)×w (1.16)

u · v = −1
2

trace(ûv̂). (1.17)

If A ∈ SO(3) and û ∈ so(3) denote, as usual, by AdA û := AûA−1 the
adjoint action of SO(3) on its Lie algebra so(3). Then

(Au)ˆ = AdA û := AûAT (1.18)

since A−1 = AT , the transpose of A. Also

A(u× v) = Au×Av (1.19)
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for any u,v ∈ R3 and A ∈ SO(3). It should be noted that this relation is
not valid if A is just an orthogonal matrix; if A is not in the component of the
identity matrix, then one gets a minus sign on the right hand side.

The dual so(3)∗ is identified with R3 by the isomorphism Π ∈ R3 �→ Π̃ ∈
so(3)∗ given by Π̃(û) := Π · u for any u ∈ R3. Then the coadjoint action of
SO(3) on so(3)∗ is given by (see §5.1 for the explicit computation)

Ad∗
A−1 Π̃ = (AΠ)˜ . (1.20)

The coadjoint action of so(3) on so(3)∗ is given by (see §6.3 for the detailed
computation)

ad∗
û Π̃ = (Π× u)˜. (1.21)

Euler angles. The Lie group SO(3) is diffeomorphic to the real three dimen-
sional projective space RP(3). The Euler angles that we shall review below
provide a very convenient chart for SO(3).

Let E1,E2,E3 be an orthonormal basis of R3 thought of as the reference
configuration. Points in the reference configuration, called material or La-
grangian points, are denoted by X and their components, called material or
Lagrangian coordinates by (X1,X2,X3). Another copy of R3 is thought
of as the spatial or Eulerian configuration; its points, called spatial or Eu-
lerian points are denoted by x whose components (x1, x2, x3) relative to an
orthonormal basis e1, e2, e3 are called spatial or Eulerian coordinates. A
configuration is a map from the reference to the spatial configuration that will
be assumed to be an orientation preserving diffeomorphism. If the config-
uration is defined only on a subset of R3 with certain good properties such
as being a submanifold, as will be the case for the heavy top, then it is as-
sumed that the configuration is a diffeomorphism onto its image. A motion
x(X, t) is a time dependent family of configurations. In what follows we
shall only consider motions that are given by rotations, that is, we shall as-
sume that x(X, t) = A(t)X with A(t) an orthogonal matrix. Since the motion
is assumed to be smooth and equal to the identity at t = 0, it follows that
A(t) ∈ SO(3).

Define the time dependent orthonormal basis ξ1, ξ2, ξ3 by ξi := A(t)Ei,
for i = 1, 2, 3. This basis is anchored in the body and moves together with
it. The body or convected coordinates are the coordinates of a point relative
to the basis ξ1, ξ2, ξ3. Note that the components of a vector V relative to the
basis E1,E2,E3 are the same as the components of the vector A(t)V relative
to the basis ξ1, ξ2, ξ3. In particular, the body coordinates of x(X, t) = A(t)X
are X1,X2,X3.



30 II A Crash Course in Geometric Mechanics

The Euler angles encode the passage from the spatial basis e1, e2, e3 to the
body basis ξ1, ξ2, ξ3 by means of three consecutive counterclockwise rotations
performed in a specific order: first rotate around the axis e3 by the angle ϕ and
denote the resulting position of e1 by ON (line of nodes), then rotate about
ON by the angle θ and denote the resulting position of e3 by ξ3, and finally
rotate about ξ3 by the angle ψ. Note that, by construction, 0 ≤ ϕ,ψ < 2π
and 0 ≤ θ < π and that the method just described provides a bijective map
between (ϕ,ψ, θ) variables and the group SO(3). However, this bijective map
is not a chart since its differential vanishes at ϕ = ψ = θ = 0. So for 0 <

ϕ,ψ < 2π, 0 < θ < π the Euler angles (ϕ,ψ, θ) form a chart. If one carries
out explicitly the rotation just described the resulting linear map performing
the motion x(X, t) = A(t)X has the matrix relative to the bases ξ1, ξ2, ξ3

and e1, e2, e3 equal to

A =[
cos ψ cos ϕ − cos θ sin ϕ sin ψ cos ψ sin ϕ + cos θ cos ϕ sin ψ sin θ sin ψ

− sin ψ cos ϕ − cos θ sin ϕ cos ψ − sin ψ sin ϕ + cos θ cos ϕ cos ψ sin θ cos ψ
sin θ sin ϕ − sin θ cos ϕ cos θ

]
;

(1.22)

this computation is carried out in practically any mechanics book such as
[Arnold79] or [MaRa94].

The total energy of the heavy top. A heavy top is by definition a rigid body
moving about a fixed point in R3. Let B be an open bounded set whose closure
is a reference configuration. Points on the reference configuration are denoted,
as before, by X = (X1,X2,X3), with X1,X2,X3 the material coordinates
relative to a fixed orthonormal frame E1,E2,E3. The map η : B → R3,
with enough smoothness properties so that all computations below make sense,
which is, in addition, orientation preserving and invertible on its image, is a
configuration of the top. The spatial points x := η(X) ∈ η(B) have coordi-
nates x1, x2, x3 relative to an orthonormal basis e1, e2, e3. Since the body is
rigid and has a fixed point, its motion ηt : B → R3 is necessarily of the form

ηt(X) := x(X, t) = A(t)X

with A(t) ∈ SO(3); this is a 1932 theorem of Mazur and Ulam which states
that any isometry of R3 that leaves the origin fixed is necessarily a rotation.
If ξ1, ξ2, ξ3 is the orthonormal basis of R3 defined by ξi := A(t)Ei, for i =
1, 2, 3, then the body coordinates of a vector are its components relative to this
basis anchored in the body an moving together with it.
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The material or Lagrangian velocity is defined by

V(X, t) :=
∂x(X, t)

∂t
= Ȧ(t)X. (1.23)

The spatial or Eulerian velocity is defined by

v(x, t) := V(X, t) = Ȧ(t)X = Ȧ(t)A(t)−1x. (1.24)

The body or convective velocity is defined by

V(X, t) : = −∂X(x, t)
∂t

= A(t)−1Ȧ(t)A(t)−1x

= A(t)−1V(X, t) = A(t)−1v(x, t). (1.25)

Denote by ρ0 the density of the top in the reference configuration. Then the
kinetic energy at time t in material, spatial, and convective representation is
given by

K(t) =
1
2

∫
B
ρ0(X)‖V(X, t)‖2d3X (1.26)

=
1
2

∫
A(t)B

ρ0(A(t)−1x)‖v(x, t)‖2d3x (1.27)

=
1
2

∫
B
ρ0(X)‖V(X, t)‖2d3X (1.28)

If we denote

ω̂S(t) := Ȧ(t)A(t)−1 (1.29)

ω̂B(t) := A(t)−1Ȧ(t) (1.30)

and take into account (1.24), (1.25), and (1.14), we conclude that

v(x, t) = ωS(t)× x

V(X, t) = ωB(t)×X

which shows that ωS and ωB are the spatial and body angular velocities re-
spectively. Using the Euler angles representation (1.22), the expressions for
ωS and ωB are

ωS =

 θ̇ cosϕ + ψ̇ sinϕ sin θ

θ̇ sinϕ− ψ̇ cosϕ sin θ

ϕ̇ + ψ̇ cos θ

 (1.31)

ωB =

 θ̇ cosψ + ϕ̇ sinψ sin θ

−θ̇ sinψ + ϕ̇ cosψ sin θ

ϕ̇ cos θ + ψ̇

 . (1.32)



32 II A Crash Course in Geometric Mechanics

Thus, by (1.28), the kinetic energy in convective representation has the ex-
pression

K(t) =
1
2

∫
B
ρ0(X)‖ωB(t)×X‖2d3X =:

1
2
〈〈ωB(t), ωB(t)〉〉. (1.33)

This is the quadratic form associated to the bilinear symmetric form on R3

〈〈a,b〉〉 :=
∫
B
ρ0(X)(a×X) · (b×X)d3X = Ia · b, (1.34)

where I : R3 → R3 is the symmetric isomorphism (relative to the dot product)
whose components are given by Iij := IEj ·Ei = 〈〈Ej ,Ei〉〉, that is,

Iij = −
∫
B
ρ0(X)XiXjd3X if i �= j

and

Iii =
∫
B
ρ0(X)

(
‖X‖2 − (Xi)2

)
d3X.

These are the expressions of the moment of inertia tensor in classical mechan-
ics, that is, I is the moment of inertia tensor. Since I is symmetric, it can be
diagonalized. The basis in which it is diagonal is called in classical mechanics
the principal axis body frame and the diagonal elements I1, I2, I3 of I in this
basis are called the principal moments of inertia of the top. From now on, we
choose the basis E1,E2,E3 to be a principal axis body frame.

Identify in what follows the linear functional 〈〈ωB , ·〉〉 on R3 with the vector
Π := IωB ∈ R3. In Euler angles this equals

Π =

 I1(ϕ̇ sinψ sin θ + θ̇ cosψ)
I2(ϕ̇ cosψ sin θ − θ̇ sinψ)

I3(ϕ̇ cos θ + ψ̇)

 . (1.35)

Using (1.33) and (1.34), and noting that ωB = I−1Π, the expression of the
kinetic energy on the dual of so(3)∗ identified with R3, is

K(Π) =
1
2
Π · I−1Π =

1
2

(
Π2

1

I1
+

Π2
2

I2
+

Π2
3

I3

)
. (1.36)

The kinetic energy on R3 given by (1.33) can be expressed as a function on
so(3) using (1.17), namely

K(ωB) =
1
2
ωB · IωB = −1

4
trace (ω̂B(IωB)ˆ)

= −1
4

trace (ω̂B(ω̂BJ + Jω̂B)) , (1.37)
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where J is a diagonal matrix whose entries are given by the relations I1 =
J2 + J3, I2 = J3 + J1, and I3 = J1 + J2, that is, J1 = (−I1 + I2 + I3)/2,
J2 = (I1 − I2 + I3)/2, and J3 = (I1 + I2 − I3)/2. The last equality in
(1.37) follows from the identity (IωB)ˆ = ω̂BJ + Jω̂B , proved by a direct
verification. Formulas (1.37) and (1.30) immediately yield the expression of
the kinetic energy on the tangent bundle TSO(3):

K(A, Ȧ) = −1
4

trace((JA−1Ȧ + A−1ȦJ)A−1Ȧ). (1.38)

Since left translation of SO(3) on itself lifts to the left action B · (A, Ȧ) :=
(BA,BȦ) on TSO(3), the expression (1.38) of K(A, Ȧ) immediately implies
that K is invariant relative to this action. Thus, the kinetic energy of the heavy
top is left invariant.

Left translating the inner product 〈〈·, ·〉〉 from the tangent space to the identity
to the tangent space at an arbitrary point of SO(3), defines a left invariant
Riemannian metric on SO(3) whose kinetic energy is (1.38). Relative to this
metric, the Legendre transformation gives the canonically conjugate variables

pϕ :=
∂K

∂ϕ̇
, pψ :=

∂K

∂ψ̇
, pθ :=

∂K

∂θ̇
.

We shall summarize at the end of this discussion various formulas in terms
of the Euler angles, including this one. Expressing now the kinetic energy
in the variables (ϕ,ψ, θ, pϕ, pψ, pθ) will give thus a left invariant function on
T ∗SO(3).

Next we turn to the expression of the potential energy. It is given by the
height of the center of mass over the horizontal plane perpendicular to the
direction of gravity. Let , denote the length of the segment between the fixed
point and the center of mass and let χ be the unit vector supported by this line
segment. Let M =

∫
B ρ0(X)d3X be the total mass of the top, g the value of

the gravitational acceleration, and k the spatial unit vector pointing in opposite
direction to gravity. Then the potential energy at time t equals

V (t) = Mgk ·A,χ = Mg,k · λ = Mg,Γ · χ (1.39)

where λ := Aχ and Γ := A−1k. The three expressions represent the potential
energy in material, spatial, and body representation, respectively. It is clear that
the potential energy is invariant only with respect to rotations about the axis of
gravity, which shows that the total energy

H(A, Ȧ) = −1
4

trace((JA−1Ȧ + A−1ȦJ)A−1Ȧ) + Mg,k ·Aχ (1.40)

is also invariant only under this circle subgroup of SO(3). In Euler angles and
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their conjugate momenta, (1.40) becomes

H =
1
2

[
[(pϕ − pψ cos θ) sinψ + pθ sin θ cosψ]2

I1 sin2 θ

+
[(pϕ − pψ cos θ) cosψ − pθ sin θ sinψ]2

I2 sin2 θ
+

p2
ψ

I3

]
+ Mg, cos θ, (1.41)

where, without loss of generality, we assumed that χ in body coordinates is
equal to (0, 0, 1).

Since ṗϕ = −∂H/∂ϕ = 0, it follows that pϕ = Π · Γ is conserved.
On R3 × R3 the expression of the total energy is hence

H(Π,Γ) =
1
2
Π · I−1Π + Mg,Γ · χ. (1.42)

In addition to the conservation of Π · Γ, we also have ‖Γ‖ = 1. The signif-
icance of these two conserved quantities in body representation will become
clear only after understanding the Poisson geometry underlying the motion
given by (1.42).

For completeness we summarize in Table 1.1 the relationship between the
variables introduced till now.

The equations of motion of the heavy top. In a chart on T ∗SO(3) given by
the Euler angles and their conjugate momenta, the equations of motion are

ϕ̇ = ∂H
∂pϕ

, ψ̇ = ∂H
∂pψ

, θ̇ = ∂H
∂pθ

ṗϕ = −∂H∂ϕ , ṗψ = −∂H∂ψ , ṗθ = −∂H∂θ

with H given by (1.41).
Consider now the map

J : (ϕ,ψ, θ, pϕ, pψ, pθ) �→ (Π,Γ) (1.43)

given by the formulas above. This is not a change of variables because ‖Γ‖ =
1. A lengthy direct computation, using the formulas above, shows that these
equations imply the Euler-Poisson equations

Π̇ = Π×Ω + Mg,Γ× χ, Γ̇ = Γ×Ω (1.44)

where Ω := ωB = I−1Π.

These equations can be obtained in two ways.
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Π1 = [(pϕ − pψ cos θ) sin ψ + pθ sin θ cos ψ]/ sin θ

= I1(ϕ̇ sin θ sin ψ + θ̇ cosψ)

Π2 = [(pϕ − pψ cos θ) cosψ − pθ sin θ sin ψ]/ sin θ

= I2(ϕ̇ sin θ cos ψ − θ̇ sin ψ)

Π3 = pψ = I3(ϕ̇ cos θ + ψ̇)

Γ1 = sin θ sin ψ

Γ2 = sin θ cos ψ

Γ3 = cos θ

pϕ = Π · Γ
= I1(ϕ̇ sin θ sin ψ + θ̇ cosψ) sin θ sin ψ

+ I2(ϕ̇ sin θ cosψ − θ̇ sin ψ) sin θ cosψ

+ I3(ϕ̇ cos θ + ψ̇) cos θ

pψ = Π3 = I3(ϕ̇ cos θ + ψ̇)

pθ = (Γ2Π1 − Γ1Π2)/
√

1 − Γ2
3

= I1(ϕ̇ sin θ sin ψ + θ̇ cosψ) cosψ

− I2(ϕ̇ sin θ cosψ − θ̇ sin ψ) sin ψ

ϕ̇ =
1

I1

Π1Γ1

1 − Γ2
3

+
1

I2

Π2Γ2

1 − Γ2
3

ψ̇ =
Π3

I3
− Π1Γ1Γ3

I1(1 − Γ2
3)

− Π2Γ2Γ3

I2(1 − Γ2
3)

θ̇ =
Π1Γ2

I1

√
1 − Γ2

3

− Π2Γ1

I2

√
1 − Γ2

3

Table 1.1. Summary of the variables for the heavy top

(i) The canonical Poisson bracket of two functions f, h : T ∗SO(3)→ R in
a chart given by the Euler angles and their conjugate momenta is

{f, h} =
∂f

∂ϕ

∂h

∂pϕ
− ∂f

∂pϕ

∂h

∂ϕ
+

∂f

∂ψ

∂h

∂pψ
− ∂f

∂pψ

∂h

∂ψ
+

∂f

∂θ

∂h

∂pθ
− ∂f

∂pθ

∂h

∂θ
.

A direct long computation shows that if F,H : R3 × R3 → R, then

{F ◦ J,H ◦ J} = {F,H}− ◦ J,

where J is given by (1.43) and

{F,H}−(Π,Γ) =−Π · (∇ΠF ×∇ΠH)

− Γ · (∇ΠF ×∇ΓH +∇ΓF ×∇ΠH); (1.45)
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∇ΠF and ∇ΓF denote the partial gradients relative to the variables Π and Γ
respectively. An additional long computation shows that this defines a Poisson
bracket, that is, it is bilinear, skew symmetric, and satisfies both the Jacobi and
the Leibniz identities. Finally, if H is given by (1.42), it is easy to see that
the equation Ḟ = {F,H} for any F : R3 × R3 → R is equivalent to the
Euler-Poisson equations (1.44).

Note that the bracket of any function with an arbitrary function of ‖Γ‖2 and
Π · Γ is zero. The functions ‖Γ‖2 and Π · Γ are the Casimir functions of the
bracket (1.45).

(ii) Equations (1.44) can also be obtained from a variational principle. Given
is the Lagrangian

L(Ω,Γ) :=
1
2

IΩ ·Ω−Mg,Γ · χ (1.46)

and the second Euler-Poisson equation Γ̇ = Γ ×Ω whose solution is Γ(t) =
A(t)−1k, where Ω(t) = A(t)−1Ȧ(t). Consider the variational principle for L

δ

∫ b

a

L(Ω,Γ)dt = 0

but only subject to the restricted variations of the form

δΩ := Σ̇ + Ω×Σ δΓ := Γ×Σ (1.47)

where Σ(t) is an arbitrary curve vanishing at the endpoints a and b, i.e

Σ(a) = Σ(b) = 0. (1.48)

Using integration by parts together with the vanishing conditions at the end-
points,∇ΩL(Ω,Γ) = IΩ = Π, and∇ΓL(Ω,Γ) = −Mg,χ, we get

0 = δ

∫ b

a

L(Ω,Γ)dt =
∫ b

a

∇ΩL(Ω,Γ) · δΩdt +
∫ b

a

∇ΓL(Ω,Γ) · δΓdt

=
∫ b

a

Π · δΩdt−Mg,

∫ b

a

χ · δΓdt

=
∫ b

a

Π · (Σ̇ + Ω×Σ)dt−Mg,

∫ b

a

χ · (Γ×Σ)dt

= −
∫ b

a

Π̇ ·Σdt +
∫ b

a

Π · (Ω×Σ)dt−Mg,

∫ b

a

Σ · (χ× Γ)dt

=
∫ b

a

(
−Π̇ + Π×Ω + Mg,Γ× χ

)
·Σdt.

The arbitrariness of Σ yields the first of the Euler-Poisson equations (1.44).
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Remark. If g, = 0, then the heavy top becomes a free rigid body. In this case
there is only one equation, namely the Euler equation Π̇ = Π×Ω, the Poisson
bracket of two smooth functions F,H : R3 → R is given by {F,H}(Π) =
−Π · (∇F ×∇H), and the variational principle is δ

∫ b
a
L(Ω)dt = 0 for vari-

ations δΩ = Σ̇ + Ω × Σ where Σ(a) = Σ(b) = 0. The Poisson bracket
of any function with an arbitrary smooth function of ‖Π‖2 vanishes and thus
the motion of the rigid body takes place on Π-spheres of constant radius. For
the free rigid body, both the Lagrangian and the total energy coincide with the
kinetic energy L(Ω) = H(Π) = Π · Ω/2, where Π = IΩ, and thus the
solutions of the free rigid body motion are geodesics on SO(3) relative to the
left invariant metric whose value at the identity is (1.34). The solutions of the
Euler equation Π̇ = Π ×Ω are therefore obtained by intersecting concentric
spheres {Π | ‖Π‖ = R} with the family of ellipsoids {Π | Π · I−1Π = C}
for any constants R,C ≥ 0. In this way one immediately sees that there are
six equilibria, four of them stable and two of them unstable. The stable ones
correspond to rotations about the short and long axes of the moment of inertia
and the unstable one corresponds to rotations about the middle axis.

One of the goals of these lectures is to explain the geometry behind all these
phenomena that have appeared here as computational accidents. As we shall
see, none of them are arbitrary occurrences and they all have a symplectic
geometrical underpinning.

2 Hamiltonian Formalism

In this lecture we recall the fundamental concepts on symplectic manifolds and
canonical transformations, as found, for example in, [Arnold79], [AbMa78],
[MaRa94], [LiMa87], or [McDSal95].

2.1 Symplectic Manifolds

Definition 2.1 A symplectic manifold is a pair (P,Ω) where P is a Banach
manifold and Ω is a closed (weakly) nondegenerate two-form on P . If Ω is
strongly nondegenerate, (P,Ω) is called a strong symplectic manifold.

Recall that Ω is weakly, respectively strongly, nondegenerate if the smooth
vector bundle map covering the identity 3 : TP → T ∗P given by v �→ v� :=
Ω(v, ·) is injective, respectively bijective, on each fiber. If P is finite dimen-
sional, there is no distinction between these concepts and nondegeneracy im-
plies that P is even dimensional.
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If the manifold is a Banach space V and the two-form is constant on V , then
(V,Ω) is called a symplectic Banach space. For example, R2n endowed with
the canonical symplectic structure

Ω((u,v), (u′,v′)) = u · v′ − u′ · v,

for u,v,u′,v′ ∈ Rn, is a symplectic finite dimensional vector space. Another
standard example is a complex Hilbert space with the symplectic form given
by the negative of the imaginary part of the Hermitian inner product. For
example, Cn has Hermitian inner product given by z·w :=

∑n
j=1 zjwj , where

z = (z1, . . . , zn),w = (w1, . . . , wn) ∈ Cn. The symplectic form is thus given
by Ω(z,w) := − Im(z ·w) and it is identical to the one given before on R2n

by identifying z = u + iv ∈ Cn with (u,v) ∈ R2n and w = u′ + iv′ ∈ Cn

with (u′,v′) ∈ R2n.

The local structure of strong symplectic manifolds is given by the following
basic result.

Theorem 2.2 (Darboux) If (P,Ω) is a strong symplectic manifold then each
point of P admits a chart in which Ω is constant. If P is finite dimensional
then around each point there are coordinates (q1, . . . , qn, p1, . . . , pn), where
2n = dimP , such that Ω = dqi∧dpi (with the usual summation convention).

The Darboux theorem for 2n-dimensional symplectic manifolds hence states
that, locally, the two-form Ω is given by the matrix

J =
[

0 I
− I 0

]
where I denotes the n× n identity matrix, that is, locally the symplectic form
is the one given above on R2n.

Remark 2.3 (i) The Darboux theorem is false for weak symplectic manifolds.
For a counterexample, see Exercise 5.1-3 in [MaRa94].

(ii) There is a relative version of the Darboux theorem, namely, if S is a sub-
manifold of P and Ω0, Ω1 are two strong symplectic forms on P that coincide
when evaluated at points of S, then there is an open neighborhood V of S and
a diffeomorphism ϕ : V → ϕ(V ) such that ϕ|S = id and ϕ∗Ω1 = Ω0.

(iii) There is a generalization of the Darboux theorem for G-equivariant
forms if G is a compact Lie group. It is still true that every point admits a G-
invariant neighborhood on which the symplectic form is constant. However,
the constant symplectic forms are no longer equivalent under G-equivariant



II. 2 Hamiltonian Formalism 39

changes of coordinates and the number of inequivalent symplectic forms de-
pends on the representation type of the compact Lie group G, i.e., if it is real,
complex, or quaternionic; see [DeMe93] and [MD93] for details.

Denote by X(P ) the set of vector fields on P and by Ωk(P ) the set of k-
forms on P . The map 3 induces a similar map between X(P ) and Ω1(P ),
namely

X(P ) � X �→ iXΩ := Ω(X, ·) =: X� ∈ Ω1(P ).

If Ω is strongly nondegenerate, this map is an isomorphism, so for any smooth
map H : P → R there exists a vector field XH , called the Hamiltonian vector
field defined by H , such that

iXH
Ω = dH,

where d : Ωk(P ) → Ωk+1(P ) denotes the exterior differential. If P is only
weakly nondegenerate, the uniqueness but not the existence of the Hamilto-
nian vector field is guaranteed. So for weak symplectic manifolds, not every
function defines a Hamiltonian vector field. See [ChMa74] for an approach to
infinite dimensional Hamiltonian systems.

If P is 2n-dimensional, the local expression of XH in Darboux coordinates
is

XH =
∂H

∂pi

∂

∂qi
− ∂H

∂qi
∂

∂pi

and Hamilton’s equations ż = XH(z) are given by

q̇i =
∂H

∂pi
, ṗi = −∂H

∂qi
i = 1, . . . , n.

The two-form Ω induces the volume Liouville form

Λ :=
(−1)n(n−1)/2

n!
(Ω ∧ · ∧ Ω)︸ ︷︷ ︸

n times

, (2.1)

where 2n = dimP , which has the local expression

Λ = dq1 ∧ · · · ∧ dqn ∧ dp1 ∧ · · · ∧ dpn.

In particular, any symplectic manifold is oriented.

2.2 Symplectic Transformations

Given two symplectic manifolds (P1,Ω1), (P2,Ω2), a C∞ mapping

φ : (P1,Ω1)→ (P2,Ω2)
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is said to be a symplectic transformation if φ∗Ω2 = Ω1, that is,

Ω2(φ(z))(Tzφ(v1), Tzφ(v2)) = Ω1(z)(v1, v2)

for all z ∈ P1 and v1, v2 ∈ TzP1, where Tzφ : TzP1 → TzP2 is the tangent
map of φ at z ∈ P1. Any symplectic map has injective derivative due to the
weak nondegeneracy of the symplectic forms.

Proposition 2.4 Let (P,Ω) be a symplectic manifold. The flow φt of X ∈
X(P ) consists of symplectic transformations if and only if it is locally Hamil-
tonian, that is, £XΩ = 0, where £X denotes the Lie derivative operator
defined by X .

Remark 2.5 There is a general formula relating the Lie derivative and the
dynamics of a vector field. If T is an arbitrary (time independent) tensor field
on P and Ft the flow of the (time independent) vector field X , then

d

dt
F ∗
t T = F ∗

t £XT (2.2)

where £XT denotes the Lie derivative of T along X . We shall use this for-
mula in the proof below.

Proof Note that

φ∗
t (Ω) = Ω⇐⇒ d

dt
φ∗
t (Ω) = 0,

which by (2.2) is equivalent to

φ∗
t£XΩ = 0⇐⇒ £XΩ = 0

since φ∗
t is an isomorphism. �

The name “locally Hamiltonian vector field” is justified by the following
fact. Since £XΩ = iXdΩ + diXΩ and dΩ = 0, the condition £XΩ = 0 is
equivalent to diXΩ = 0, that is, iXΩ is closed. The Poincaré lemma implies
the existence of a local function H such that iXΩ = dH .

Proposition 2.6 (Energy conservation) Let φt be the flow of the Hamiltonian
vector field XH . Then H ◦ φt = H .

Proof Since

d

dt
φt(z) = XH (φt(z))
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and

Ω(z)(XH(z), u) = 〈dH(z), u〉 for all z ∈ P and u ∈ TzP,

where 〈·, ·〉 is the pairing between one-forms and vectors, we have by the chain
rule

d

dt
H(φt(z)) =

〈
dH(φt(z)),

dφt(z)
dt

〉
= 〈dH(φt(z)),XH(φt(z))〉

= Ω(φt(z))(XH(φt(z)),XH(φt(z))) = 0,

which means that H ◦ φt is constant relative to t. Since φ0(z) = z for any
z ∈ P , the result follows. �

Proposition 2.7 A diffeomorphism φ : P1 → P2 between strong symplectic
manifolds is symplectic if and only if φ∗XH = XH◦φ for any H : U → R,
where U is an arbitrary open subset of P2.

Proof For a strong symplectic manifold (P,Ω), the tangent space TzP equals
the collection of all vectors of the form XK(z), for all smooth functions K :
U → R and all open neighborhoods U of z.

With this observation in mind and using the fact that φ is a diffeomorphism
and the symplectic form Ω2 strong, we have for all V open in P1, z ∈ V ,
v ∈ TzP1, and all H : φ(V )→ R the following equivalence

φ∗Ω2 = Ω1 ⇐⇒Ω2(φ(z)) (Tzφ(XH◦φ(z)), Tzφ(v))

= Ω1(z) (XH◦φ(z), v) (2.3)

However,

Ω1(z) (XH◦φ(z), v) = 〈d(H ◦ φ)(z), v〉
= 〈dH(φ(z)), Tzφ(v)〉
= Ω2(φ(z)) (XH(φ(z)), Tzφ(v)) . (2.4)

By (2.3) and (2.4) the relation φ∗Ω2 = Ω1 is thus equivalent to

Ω2(φ(z)) (Tzφ(XH◦φ(z)), Tzφ(v)) = Ω2(φ(z)) (XH(φ(z)), Tzφ(v))

for any smooth function H : U → R, U ⊂ P2 open, φ(z) ∈ U , and v ∈ TzP1.
By nondegeneracy of Ω2 this is equivalent to

Tzφ ◦XH◦φ = XH ◦ φ⇐⇒ φ∗XH = XH◦φ

which proves the statement. �
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2.3 Poisson Brackets

Given a strong symplectic manifold (P,Ω), define the Poisson bracket of two
smooth functions F,G : P → R by

{F,G} := Ω(XF ,XG). (2.5)

In this section all symplectic manifolds are assumed to be strong. As a
consequence of Proposition 2.7 and of the Poisson bracket definition we have
the following.

Proposition 2.8 A diffeomorphism φ : P1 → P2 is symplectic if and only if

{F,G}2 ◦ φ = {F ◦ φ,G ◦ φ}1

for all smooth functions F,G : U → R, where U is any open subset of P2.

Combined with Proposition 2.4 this yields the following statement.

Corollary 2.9 The flow φt is that of a locally Hamiltonian vector field if and
only if

φ∗
t {F,G} = {φ∗

tF, φ
∗
tG}

for all smooth functions F,G : U → R, where U is an arbitrary open subset
of P2.

Proposition 2.10 The vector space of smooth functions on the strong symplec-
tic manifold (P,Ω) is a Lie algebra under the Poisson bracket.

Proof The definition of {F,G} immediately implies that it is bilinear, skew-
symmetric, and it satisfies the Leibniz identity in each factor. To prove the
Jacobi identity, note that

{F,G} = 〈iXF
Ω,XG〉 = 〈dF,XG〉 = XG[F ]

and so

{{F,G} , H} = XH [{F,G}] .

Thus the Jacobi identity is equivalent to

XH [{F,G}] = {XH [F ] , G}+ {F , XH [G]} (2.6)

which is obtained by differentiating in t at t = 0 the identity

φ∗
t {F,G} = {φ∗

tF, φ
∗
tG},
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where φt is the flow of XH (see Corollary 2.9). Indeed,

XH [{F,G}] =
d

dt

∣∣∣∣
t=0

φ∗
t {F,G} =

d

dt

∣∣∣∣
t=0

{φ∗
tF, φ

∗
tG}

=
d

dt

∣∣∣∣
t=0

Ω
(
Xφ∗

tF
, Xφ∗

tG

)
= Ω

(
XXH [F ] , XG

)
+ Ω

(
XF , XXH [G]

)
= {XH [F ] , G}+ {F , XH [G]}

which proves the derivation identity (2.6). �

Corollary 2.11 The set of Hamiltonian vector fields on P is a Lie subalgebra
of the set of the vector fields on P because

[XF ,XG] = X−{F,G}.

Proof As derivations,

[XF ,XG][H] = XF [XG[H]]−XG[XF [H]] = XF [{H,G}]−XG [{H,F}]
= {{H,G}, F} − {{H,F}, G} = −{H, {F,G}}
= −X{F,G}[H],

where we have applied the Jacobi identity in the fourth equality. �

The next corollary gives Hamilton’s equations in Poisson bracket form.

Corollary 2.12 If φt is the flow of XH and F : U → R is an arbitrary smooth
function defined on the open subset U of P then

d

dt
(F ◦ φt) = {F ◦ φt,H} = {F,H} ◦ φt. (2.7)

Proof We have

d

dt
(F ◦ φt)(z) =

〈
dF (φt(z)),

dφt(z)
dt

〉
= 〈dF (φt(z)),XH(φt(z))〉

= {F,H}(φt(z)).

As φt is symplectic, this is just {F ◦ φt,H ◦ φt}(z). Conservation of energy
gives {F ◦ φt,H ◦ φt}(z) = {F ◦ φt,H}(z) which proves (2.7). �

Equation (2.7) is often written in the compact form

Ḟ = {F,H}.
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Corollary 2.13 The smooth function F is a constant of motion for XH if and
only if {F,H} = 0.

2.4 Cotangent Bundles

In mechanics, the phase space is very often the cotangent bundle T ∗Q of a
configuration space Q. A cotangent bundle has a weak canonical symplectic
structure and so any cotangent bundle is symplectic. The canonical two-form
Ω on T ∗Q is constructed from the canonical one-form Θ in the following way.
Define Ω = −dΘ where Θ is the one-form given by

Θαq

(
wαq

)
:= 〈αq, Tαq

π(wαq
)〉, (2.8)

where αq ∈ T ∗
qQ, wαq

∈ Tαq
(T ∗Q), π : T ∗Q → Q is the projection, and

Tπ : T (T ∗Q)→ TQ is the tangent map of π. The structure is called “canoni-
cal” because all the elements occurring in the definition are naturally associated
to any cotangent bundle.

In local coordinates (qi, pi) on T ∗Q the expressions of the canonical one-
and two-forms are

Θ = pidqi, Ω = −dΘ = dqi ∧ dpi.

Thus the natural cotangent bundle coordinates are Darboux coordinates for the
canonical symplectic form.

Given a diffeomorphism f : Q → S define the cotangent lift of f as the
map T ∗f : T ∗S → T ∗Q given by

T ∗f(αs)
(
vf−1(s)

)
:= αs

(
Tf(vf−1(s))

)
, (2.9)

where αs ∈ T ∗
s S and vf−1(s) ∈ Tf−1(s)Q.

Theorem 2.14 The cotangent lift T ∗f of a diffeomorphism f : Q → S pre-
serves the canonical one-form Θ.

Proof For simplicity, we give the proof in finite dimensions. Denote by
(q1, . . . , qn, p1, . . . , pn) and (s1, . . . , sn, r1, . . . , rn) canonical coordinates on
T ∗Q and T ∗S, respectively. If (s1, ..., sn) = f(q1, ..., qn), the cotangent lift
T ∗f is given by

(s1, . . . , sn, r1, . . . , rn) �→ (q1, . . . , qn, p1, . . . , pn), (2.10)

where

pj =
∂si

∂qj
ri. (2.11)
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To see that the lift (2.10) of f preserves the one-form is only a matter of using
the chain rule and (2.11), that is,

rids
i = ri

∂si

∂qj
dqj = pjdq

j .

Therefore (T ∗f)∗ΘQ = ΘS where ΘQ and ΘS are the canonical one-forms
on Q and S respectively. �

The converse of theorem 2.14 is also true, that is, if ϕ : T ∗S → T ∗Q is
a diffeomorphism such that ϕ∗ΘQ = ΘS then there exists a diffeomorphism
f : Q → S such that φ = T ∗f . The proof of this fact is more involved; see
Proposition 6.3.2 in [MaRa94].

2.5 Magnetic Terms

If A ∈ Ω1(Q) define the fiber translation map tA : T ∗Q→ T ∗Q by

tA(αq) := αq + A(q) αq ∈ T ∗
qQ.

Proposition 2.15 Let Θ be the canonical one-form on T ∗Q and tA : T ∗Q→
T ∗Q the fiber translation by A ∈ Ω1(Q). Then

t∗A(Θ) = Θ + π∗A

where π : T ∗Q→ Q is the canonical projection. Hence

t∗AΩ = Ω− π∗dA,

where Ω = −dΘ is the canonical symplectic form on T ∗Q. Thus tA is a
symplectic transformation if and only if dA = 0.

Proof We do the proof in finite dimensions. In local coordinates we have

tA(qi, pj) = (qi, pj + Aj(q))

so

t∗AΘ = t∗A(pidqi) = (pi + Ai(q))dqi = pidqi + Ai(q)dqi,

which is the coordinate expression of Θ + π∗A. �

Let Ω be the canonical two-form on T ∗Q. If B ∈ Ω2(Q) is closed (i.e
dB = 0) then

ΩB := Ω− π∗B
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is a (weak) symplectic form on T ∗Q. Indeed, the matrix form of ΩB is[
−B I
−I 0

]
, (2.12)

which shows that ΩB is nondegenerate since (2.12) is nonsingular. The extra
term −B in the symplectic form ΩB is called a magnetic term.

Proposition 2.16 Let B and B
′

be closed two-forms on Q such that B−B′
=

dA. Then the map

tA : (T ∗Q,ΩB)→ (T ∗Q,ΩB′)

is a symplectic diffeomorphism of (T ∗Q,ΩB) with (T ∗Q,ΩB′).

Proof As

t∗AΩ = Ω− π∗dA = Ω− π∗B + π∗B
′

and π ◦ tA = π we have

t∗A(Ω− π∗B
′
) = Ω− π∗B

which proves the statement. �

Example: A particle in a magnetic field. Consider the motion of a charged
particle in a given time independent magnetic field B := Bxi + Byj + Bzk,
where i, j,k is the usual orthonormal basis of R3. As customary in electro-
magnetism, we assume that divB = 0. The divergence free vector field B
uniquely defines a closed two-form B on R3 by

B := iB(dx ∧ dy ∧ dz) = Bxdy ∧ dz + Bydz ∧ dx + Bzdx ∧ dy.

The Lorentz force law for a particle with charge e and mass m is

m
dv
dt

=
e

c
v ×B, (2.13)

where q = (x, y, z) is the position of the particle, v = (ẋ, ẏ, ż) its velocity, e
its charge, m its mass, and c the speed of light. What is the Hamiltonian for-
mulation of these equations? As we shall see, there are two different answers.

First, let (px, py, pz) := p := mv, consider on (q,p)-space, that is, T ∗R3,
the magnetic symplectic form

ΩB = dx ∧ dpx + dy ∧ dpy + dz ∧ dpz −
e

c
B

= m(dx ∧ dẋ + dy ∧ dẏ + dz ∧ dż)− e

c
B,
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and the Hamiltonian given by the kinetic energy of the particle

H =
1

2m
‖p‖2 =

m

2
(ẋ2 + ż2 + ẏ2).

Let us show that (2.13) is given by the Hamiltonian vector field XH deter-
mined by the equation

dH = iXH
ΩB . (2.14)

If XH(q,p) = (u, v, w, u̇, v̇, ẇ), then (2.14) is equivalent to

m(ẋdẋ + ẏdẏ + żdż) = m(udẋ− u̇dx + vdẏ − v̇dy + wdż − ẇdz)

−e

c
[Bxvdz −Bxwdy −Byudz + Bywdx + Bzudy −Bzvdx].

Comparing coefficients we get

u = ẋ

v = ẏ

w = ż

mu̇ = e
c (Bzv −Byw)

mv̇ = e
c (Bxw −Bzu)

mẇ = e
c (Byu−Bxv),

which are equivalent to (2.13). Thus Hamilton’s equations for the Lorentz force
law need to be taken relative to the magnetic symplectic form and the kinetic
energy of the particle.

Second, write B = dA (always possible on R3), or equivalently, B =
∇×A, where A� = A, that is A = Axi+Ayj+Azk and A = Axdx+Aydy+
Azdz. Then the map tA : (x,p) �→ (x,p+ e

cA), pulls back the canonical two-
form Ω of T ∗R3 to ΩB by Proposition 2.15. So, the Lorentz equations are also
Hamiltonian relative to the canonical two-form Ω and Hamilton’s function

HA(x,p) =
1

2m

∥∥∥p− e

c
A
∥∥∥2

.

(See also [MaRa94] and [Jost]). It is not always possible to write B = dA if
the domain on which one considers these equations is not simply connected,
the magnetic monopole being such a case. We shall return to this example in
the context of the Lagrangian formalism in §3.3.

3 Lagrangian Formalism

This lecture describes the local geometry of the Lagrangian formalism and
ends with some remarks on global Lagrangian variational principles. The ref-
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erences for this material continue to be [Arnold79], [AbMa78], [MaRa94],
[LiMa87].

3.1 Lagrangian Systems

The Legendre transformation. A smooth function L : TQ → R is called a
Lagrangian. The Legendre transformation FL : TQ → T ∗Q is the smooth
vector bundle map covering the identity defined by

〈FL(vq), wq〉 :=
d

dε

∣∣∣∣
ε=0

L(vq + εwq).

In the finite dimensional case, the local expression of FL is

FL(qi, q̇i) =
(
qi,

∂L

∂q̇i

)
= (qi, pi).

Given a Lagrangian L, the action of L is the map A : TQ→ R given by

A(v) := 〈FL(v), v〉, (3.1)

and the energy of L is

E(v) := A(v)− L(v). (3.2)

Let Θ and Ω be the canonical one and two-forms on T ∗Q, respectively. The
Legendre transformation FL induces a one-form ΘL and a closed two-form
ΩL on TQ by

ΘL = (FL)∗Θ

ΩL = −dΘL = (FL)∗Ω.

In finite dimensions, the local expressions are

ΘL :=
∂L

∂q̇i
dqi

ΩL :=
∂2L

∂q̇i∂qj
dqi ∧ dqj +

∂2L

∂q̇i∂q̇j
dqi ∧ dq̇j .

The closed two-form ΩL can be written as the 2n×2n skew-symmetric matrix

ΩL =

(
A ∂2L

∂q̇i∂q̇j

− ∂2L
∂q̇i∂q̇j 0

)
(3.3)

where A is the skew-symmetrization of the n× n matrix
(
∂2L
∂q̇i∂qj

)
. The non-

degeneracy of ΩL is equivalent to the invertibility of the matrix
(
∂2L
∂q̇i∂q̇j

)
. If
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(3.3) is invertible, the Lagrangian L is said to be regular. In this case, by the
implicit function theorem, FL is locally invertible. If FL is a diffeomorphism,
L is called hyperregular.

Lagrangian systems. Lagrangian systems are special vector fields on the tan-
gent bundle that are naturally associated to a function L : TQ→ R.

Definition 3.1 A vector field Z on TQ is called a Lagrangian vector field if

ΩL(v)(Z(v), w) = 〈dE(v), w〉,

for all v ∈ TqQ, w ∈ Tv(TQ).

Proposition 3.2 The energy is conserved along the flow of a Lagrangian vec-
tor field Z.

Proof Let v(t) ∈ TQ be an integral curve of Z. Skew-symmetry of ΩL
implies

d

dt
E(v(t)) = 〈dE(v(t)), v̇(t)〉 = 〈dE(v(t)), Z(v(t))〉

= ΩL(v(t)) (Z(v(t)), Z(v(t))) = 0.

Thus E(v(t)) is constant in t. �

Second order equations. Lagrangian vector fields are intimately tied to sec-
ond order equations.

Definition 3.3 Let τQ : TQ → Q be the canonical projection. A vector field
Z ∈ X(TQ) is called a second order equation if

TτQ ◦ Z = idTQ .

If c(t) is an integral curve of Z, the curve τQ(c(t)) on Q is called a base
integral curve of Z.

Let V be the model of Q. In a canonical tangent bundle chart U ×V of TQ,
U open in V, the vector field Z can be written as

Z(q, q̇) = (q, q̇, Z1(q, q̇), Z2(q, q̇)),

for some smooth maps Z1, Z2 : U ×V→ V. Thus,

TτQ(Z(q, q̇)) = (q, Z1(q, q̇))).
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Since Z is a second order equation, this implies that Z1(q, q̇) = q̇. That is, in
a local chart, the vector field is given by

Z(q, q̇) = (q, q̇, q̇, Z2(q, q̇)).

So the dynamics is determined by

dq
dt

= Z1(q, q̇) = q̇

dq̇
dt

= Z2(q, q̇)

which is equivalent to the usual second order equation

d2q
dt2

= Z2(q, q̇).

The relationship between second order equations and Lagrangian vector fields
is given by the following statement, whose proof is a straightforward (but
somewhat lengthy) computation.

Theorem 3.4 Let Z be the Lagrangian vector field on Q defined by L and
suppose that Z is a second order equation. Then, in a canonical chart U ×
V of TQ, an integral curve (q(t), q̇(t)) of Z satisfies the Euler-Lagrange
equations

dqi

dt
= q̇i

d

dt

∂L

∂q̇i
=

∂L

∂qi
, i = 1, . . . , n.

Furthermore, if L is regular then Z is always second order.

3.2 Geodesics

An important example of a Lagrangian vector field is the geodesic spray of a
pseudo-Riemannian metric. Recall that a pseudo-Riemannian manifold is a
smooth manifold Q endowed with a symmetric nondegenerate covariant tensor
g. Thus, on each tangent space TqQ there is a nondegenerate (but indefinite,
in general) inner product g(q). If g is positive definite, then the pair (Q, g) is
called a Riemannian manifold.

If (Q, g) is a pseudo-Riemannian manifold, there is a natural Lagrangian on
it given by the kinetic energy K of the metric g, namely,

K(v) :=
1
2
g(q)(vq, vq),
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for q ∈ Q and vq ∈ TqQ. In finite dimensions, in a local chart,

K(qk, q̇l) =
1
2
gij(qk)q̇iq̇j .

The Legendre transformation is in this case FK(vq) = g(q)(vq, ·), for vq ∈
TqQ. The Euler-Lagrange equations become the geodesic equations for the
metric g, given (for finite dimensional Q in a local chart) by

q̈i + Γijk q̇
j q̇k = 0, i = 1, . . . n,

where

Γhjk =
1
2
ghl
(
∂gjl
∂qk

+
∂gkl
∂qj
− ∂gjk

∂ql

)
are the Christoffel symbols. The Lagrangian vector field associated to K is
called the geodesic spray. Since the Legendre transformation is a diffeomor-
phism (in finite dimensions or in infinite dimensions if the metric is assumed
to be strong), the geodesic spray is always a second order equation.

Let us link this approach to geodesics to the classical formulation using
covariant derivatives. The covariant derivative ∇ : X(Q) × X(Q) → X(Q),
(X,Y ) �→ ∇X(Y ), of the Levi-Civita connection on (Q, g) is given in local
charts by

∇X(Y ) = XiY jΓkij
∂

∂qk
+ Xi ∂Y

j

∂qi
∂

∂qj
.

If c(t) is a curve on Q and X ∈ X(Q), the covariant derivative of X along c(t)
is defined by

DX

Dt
:= ∇ċX,

or locally, (
DX

Dt

)i
= Γijk(c(t))ċ

j(t)Xk(c(t)) +
d

dt
Xi(c(t)).

A vector field is said to be parallel transported along c(t) if DXDt = 0. Thus
ċ(t) is parallel transported along c(t) if and only if

c̈i + Γijk ċ
j ċk = 0.

In classical differential geometry a geodesic is defined to be a curve c(t) in Q

whose tangent vector ċ(t) is parallel transported along c(t). As the expression
above shows, geodesics are base integral curves of the Lagrangian vector field
defined by the kinetic energy of g.

A classical mechanical system is given by a Lagrangian of the form L(vq) =
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K(vq) − V (q), for vq ∈ TqQ. The smooth function V : Q → R is called the
potential energy. The total energy of this system is given by E = K + V and
the Euler-Lagrange equations (which are always second order) are

q̈i + Γijkq̇
j q̇k + gil

∂V

∂ql
= 0, i = 1, . . . n,

where gij are the entries of the inverse matrix of (gij). If Q = R3 and the
metric is given by gij = δij , these equations are Newton’s equations of motion
(1.3) of a particle in a potential field with which we began our discussion in
the Introduction.

3.3 Hyperregular Lagrangians

We shall summarize here the precise equivalence between the Lagrangian and
Hamiltonian formulation for hyperregular Lagrangians and Hamiltonians. The
proofs are easy lengthy verifications; see [AbMa78] or [MaRa94].

(a) Let L be a hyperregular Lagrangian on TQ and H = E ◦ (FL)−1,
where E is the energy of L. Then the Lagrangian vector field Z on TQ

and the Hamiltonian vector field XH on T ∗Q are related by the identity

(FL)∗XH = Z.

Furthermore, if c(t) is an integral curve of Z and d(t) an integral curve
of XH with FL(c(0)) = d(0), then FL(c(t)) = d(t) and their base
integral curves coincide, that is, τQ(c(t)) = πQ(d(t)) = γ(t), where
τQ : TQ → Q and πQ : T ∗Q → Q are the canonical bundle projec-
tions.

(b) A Hamiltonian H : T ∗Q→ R is said to be hyperregular if the smooth
vector bundle map covering the identity, FH : T ∗Q → TQ, defined
by

〈FH(αq), βq〉 :=
d

dε

∣∣∣∣
ε=0

H(αq + εβq), αq, βq ∈ T ∗
qQ,

is a diffeomorphism. Define the action of H by G := 〈Θ , XH〉. If
H is a hyperregular Hamiltonian then the energies of L and H and the
actions of L and H are related by

E = H ◦ (FH)−1, A = G ◦ (FH)−1.

In addition, the Lagrangian L = A − E is hyperregular and FL =
FH−1.
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(c) The constructions above define a bijective correspondence between hy-
perregular Lagrangians and Hamiltonians.

Example. Let us return to the example in §2.5 of a particle of charge e and
mass m moving in a magnetic field B. Recall that if B = ∇ ×A is a given
magnetic field on R3, then with respect to the canonical variables (q,p) on
T ∗R3, the canonical symplectic form dq ∧ dp, and the Hamiltonian

H(q,p) =
1

2m

∥∥∥p− e

c
A
∥∥∥2

, (3.4)

Hamilton’s equations coincide with Newton’s equations for the Lorentz force
law (2.13). It is obvious that H is hyperregular since

q̇ = FH(q,p) =
1
m

(
p− e

c
A
)

has the inverse

p = mq̇ +
e

c
A.

The Lagrangian is given by

L(q, q̇) = p · q̇−H(q,p)

=
(
mq̇ +

e

c
A
)
· q̇− 1

2m

∥∥∥p− e

c
A
∥∥∥2

= m‖q̇‖2 +
e

c
A · q̇− 1

2m
‖mq̇‖2

=
m

2
‖q̇‖2 +

e

c
A · q̇. (3.5)

Lagrange’s equations for this L can be directly verified to yield mq̈ = e
c q̇×B,

that is, Newton’s equations for the Lorentz force (2.13).
These equations are not geodesic because the Lagrangian is not given by the

kinetic energy of a metric. Can one enlarge the space such that these equations
are induced by some geodesic equations on a higher dimensional space? The
answer is positive and is given by the Kaluza-Klein construction. We shall
return once more to this example after we have presented the basic elements
of reduction theory. The direct construction proceeds as follows. Define the
manifold QKK := R3×S1 with variables (q, θ). On QKK introduce the one-
form A+dθ (a connection one-form on the trivial circle bundle R3×S1 → R3)
and define the Kaluza-Klein Lagrangian

LKK(q, θ, q̇, θ̇) =
1
2
m‖q̇‖2 +

1
2

∥∥∥〈A + dθ, (q, q̇, θ, θ̇)
〉∥∥∥2

=
1
2
m‖q̇‖2 +

1
2

(
A · q̇ + θ̇

)2

. (3.6)



54 II A Crash Course in Geometric Mechanics

Note that LKK is positive definite in (q̇, θ̇) so it is the kinetic energy of a
metric, the Kaluza-Klein metric on QKK . Thus the Euler-Lagrange equations
for LKK are the geodesic equations of this metric on R3×S1. (For the readers
who know a little about connections and Lie algebras, it is obvious that this
construction can be generalized to a principal bundle with compact structure
group endowed with a connection; one gets in this way Yang-Mills theory.)
The Legendre transformation for LKK gives the momenta

p = mq̇ + (A · q̇ + θ̇)A and π = A · q̇ + θ̇. (3.7)

Since LKK does not depend on θ, the Euler-Lagrange equation

d

dt

∂LKK

∂θ̇
=

∂LKK
∂θ

= 0

shows that π = ∂LKK/∂θ̇ is conserved. The charge is now defined by e :=
cπ. The Hamiltonian HKK associated to LKK by the Legendre transformation
(3.7) is

HKK(q, θ,p, π) = p · q̇ + πθ̇ − LKK(q, q̇, θ, θ̇)

= p · 1
m

(p− πA) + π(π −A · q̇)

− 1
2
m‖q̇‖2 − 1

2
π2

= p · 1
m

(p− πA) +
1
2
π2

− πA · 1
m

(p− πA)− 1
2m
‖p− πA‖2

=
1

2m
‖p− πA‖2 +

1
2
π2. (3.8)

Since π = e/c is a constant, this Hamiltonian, regarded as a function of only
the variables (q,p), is up to a constant equal to the Lorentz force Hamiltonian
(3.4). This fact is not an accident and is due to the geometry of reduction. This
example will be redone in §7.3 from the point of view of reduction theory.

3.4 Variational Principles

We now sketch the variational approach to mechanics.

Theorem 3.5 (Variational Principle of Hamilton) Let L be a Lagrangian on
TQ. A C2 curve c : [a, b] → Q joining q1 = c(a) to q2 = c(b) satisfies the
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Euler-Lagrange equations if and only if

δ

∫ b

a

L(c(t), ċ(t))dt = 0.

Proof The meaning of the variational derivative in the statement is the follow-
ing. Consider a family of C2 curves cλ(t) for |λ| < ε satisfying c0(t) = c(t),
cλ(a) = q1, and cλ(b) = q2 for all λ ∈ (−ε, ε). Then

δ

∫ b

a

L(c(t), ċ(t))dt :=
d

dλ

∣∣∣∣
λ=0

∫ b

a

L(cλ(t), ċλ(t))dt.

Differentiating under the integral sign, working in local coordinates (covering
the curve c(t) by a finite number of coordinate charts), integrating by parts,
denoting

v(t) :=
d

dλ

∣∣∣∣
λ=0

cλ(t),

and taking into account that v(a) = v(b) = 0, yields∫ b

a

(
∂L

∂qi
vi +

∂L

∂q̇i
v̇i
)
dt =

∫ b

a

(
∂L

∂qi
− d

dt

∂L

∂q̇i

)
vidt.

This vanishes for any C1 function v(t) if and only if the Euler-Lagrange equa-
tions hold. �

The integral appearing in this theorem

A(c(·)) :=
∫ b

a

L(c(t), ċ(t))dt

is called the action integral. It is defined on C2 curves c : [a, b] → Q with
fixed endpoints, c(a) = q1 and c(b) = q2.

The next theorem emphasizes the role of the Lagrangian one- and two-forms
in the variational principle. It is a direct corollary of the previous theorem.

Theorem 3.6 Given a Ck Lagrangian L : TQ → R for k ≥ 2, there exists a
unique Ck−2 map EL(L) : Q̈→ T ∗Q, where

Q̈ :=
{
d2q

dt2
(0) ∈ T (TQ)

∣∣∣ q(t) is a C2 curve in Q

}
is a submanifold of T (TQ) (second order submanifold), and a unique Ck−1
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one-form ΘL ∈ Ω1(TQ), such that for all C2 variations qε(t) (defined on a
fixed t-interval) of q0(t) := q(t), we have

dA[q(·)] · δq(·) =
∫ b

a

EL(L)
(
d2q

dt2

)
· δq dt + ΘL

(
dq

dt

)
δ̂q

∣∣∣∣b
a

where

δq(t) =
d

dε

∣∣∣∣
ε=0

qε(t), δ̂q(t) =
d

dε

∣∣∣∣
ε=0

dqε(t)
dt

.

The map EL : Q̈ → T ∗Q is called the Euler-Lagrange operator and its
expression in local coordinates is

EL(qj , q̇j , q̈j)i =
∂L

∂qi
− d

dt

∂L

∂q̇i
,

where it is understood that the formal time derivative is taken in the second
summand and everything is expressed as a function of (qj , q̇j , q̈j). The one-
form ΘL, whose existence and uniqueness is guaranteed by this theorem, ap-
pears as the boundary term of the derivative of the action integral if the end-
points of the curves on the configuration manifold are free; it coincides with
(FL)∗Θ, where Θ is the canonical one-form on T ∗Q, defined in §3.1 as an
easy verification in coordinates shows.

Remark. From the variational principle one can recover well-known results
for regular Lagrangians; for proofs of these statements see e.g. [MaRa94],
§8.2.

(i) If Ft is the flow of the Lagrangian vector field, then F ∗
t ΩL = ΩL,

where ΩL = −dΘL.
(ii) If L is time dependent, for |t − t0| small, and qi(s) the solution of

the Euler-Lagrange equation subject to the condition qi(t0) = q̄i, the
convex neighborhood theorem guarantees that the action integral

S(qi, q̄i, t) =
∫ t

t0

L(qi(s), q̇i(s), s) ds,

satisfies the Hamilton-Jacobi equation

∂S

∂t
+ H

(
q,

∂S

∂q
, t

)
= 0. (3.9)

There is another classical variational principle involving the Hamiltonian,
known under the name of Hamilton’s phase space principle. Denote in what
follows by πQ : T ∗Q→ Q the cotangent bundle projection.
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Theorem 3.7 Let H : T ∗Q → R a smooth Hamiltonian. A C1 curve z :
[a, b]→ T ∗Q joining z(a) to z(b) satisfies Hamilton’s equations if and only if

δ

∫ b

a

(
〈Θ, ż(t)〉 −H(z(t))

)
dt = 0,

where the variations δz satisfy TπQ(δα(a)) = TπQ(δα(b)) = 0.

Proof One follows the method of proof of Theorem 3.5. The meaning of the
variational derivative is the following. Consider a family of C1 curves zλ(t)
for |λ| < ε satisfying z0(t) = z(t), zλ(a) = z1, and zλ(b) = z2 for all
λ ∈ (−ε, ε). Then

δ

∫ b

a

(
〈Θ, ż(t)〉 −H(z(t))

)
dt :=

d

dλ

∣∣∣∣
λ=0

∫ b

a

(
〈Θ, żλ(t)〉 −H(zλ(t))

)
dt.

Differentiating under the integral sign, working in local coordinates (covering
the curve z(t) by a finite number of coordinate charts), integrating by parts,
denoting

δz(t) :=
d

dλ

∣∣∣∣
λ=0

zλ(t),

writing in coordinates δz(t) = (δqi(t), δpi(t)), and taking into account that
δqi(a) = δqi(b) = 0, yields

d

dλ

∣∣∣∣
λ=0

∫ b

a

(
(pλ)i(t)(q̇λ)i −H((qλ)i(t), (pλ)i(t))

)
dt

=
∫ b

a

(
(δp)i(t)q̇i(t) + pi(t)(δq̇)i(t)−

∂H(qi(t), pi(t))
∂qi

(δq)i(t)

−∂H(qi(t), pi(t))
∂pi

(δp)i(t)
)
dt

=
∫ b

a

[(
q̇i(t)− ∂H(qi(t), pi(t))

∂pi

)
(δp)i(t)

−
(
ṗi +

∂H(qi(t), pi(t))
∂qi

)
(δq)i(t)

]
dt.

This vanishes for any functions δqi, δpi if and only if Hamilton’s equations
hold. �

Critical point theory. We have seen that under appropriate regularity assump-
tions, the vanishing of the first variation of the action integral is equivalent to
the Euler-Lagrange equations. That is, critical points of the action integral
are solutions of the equations of motion. Now, critical points of a function
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are connected to the topology of its level sets and are described by Morse
and Ljusternik-Schnirelman theory. For functions on finite dimensional spaces
see e.g. [DFN95] or [Milnor] for an exposition of this theory. For the action
integral, which is defined on the infinite dimensional manifold of admissible
motions, see e.g. [MawWil989] for the development of the relevant Morse and
Ljusternik-Schnirelman theory.

Here is an example of a strategy for the search of periodic orbits in La-
grangian systems. Let Q be a n-dimensional configuration manifold. We
search a trajectory γ(t) ∈ Q, such that γ(t) = γ(T + t) for a certain number
T > 0 (the period), where γ(t) is a solution of the Euler-Lagrange equations.
To do this, we study the action integral A, where

A[q] =
∫ T

0

L(q̇(t), q(t)) dt,

is defined on a space of T -periodic trajectories lying in Q of a certain differ-
entiability class.

Since we want to consider continuous paths, by the Sobolev Embedding
Theorem, we take

H1([0, T ];Q) := {q(·) : [0, T ]→ Q | q(·) of class H1, q(0) = q(T )}

which is an infinite dimensional Hilbert manifold; it is a simple example of
a manifold of maps from a compact manifold with boundary to an arbitrary
smooth paracompact manifold (see [Palais68] or [EbMa70] for example). How-
ever, in this case, there is simpler more direct construction (see e.g. [Ben86]).
Embed Q into some RN and consider the space of loops H1([0, T ];RN ) of pe-
riod T with values in RN , obtained as the completion of the space of smooth
loops C∞([0, T ];Rn) relative to the norm

‖q‖21 :=
∫ T

0

‖q̇(t)‖2dt +
∫ T

0

‖q(t)‖2dt.

Therefore, q(·) ∈ H1([0, T ];Rn) is an absolutely continuous loop with L2

derivative; H1([0, T ];RN ) is compactly immersed in C0([0, T ];RN ) (see e.g.
[BlBr92]). Then H1([0, T ];Q) is the submanifold of H1([0, T ];RN ) consist-
ing of all loops with values in Q.

Critical points of the action integral A are trajectories where the homology
of the level sets ofA changes. For the sake of simplicity we can consider them
to be minimal. Therefore, given a subsetM ⊂ H1([0, T ];Q) we could look
for γ∗(·) ∈M subject to the condition

γ∗ = min
γ∈M
A[γ].
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Typical conditions that guarantee the existence of a minimum γ∗ for A are:

(i) M is weakly closed in H1([0, T ];Q),
(ii) A is C1 onM and bounded from below,

(iii) the set {γ ∈ H1([0, T ];Q) | A[γ] < ∞,dA[γ] = 0} is compact in
H1([0, T ];Q).

Points (i) and (iii) imply that γ∗ solves the equations of motion, that is,

dA[γ∗](u) = 0,

for all u(·) ∈ Tγ∗H
1([0, T ];Q). We refer, as general references, to [BlBr92],

[Jost], and [MawWil989], and for applications of this theory to the N -body
problem to [AmCZ96].

The judicious choice of the domain M, where one searches for critical
points of A, involves a lot of geometrical, analytical, and physical informa-
tion, intimately tied to the problem under consideration. In fact, the form of
the potential provides severe restrictions; for example, in the N -body problem
one has to take into account all the trajectories leading to collisions of two
or more bodies. Also, when a system is symmetric then the symmetry group
gives additional structure toM and leads to topological constraints; for exam-
ple, restrictions on the homotopy type for the trajectories enter in this case.

Regarding the connection between global variational methods and geome-
try we want to mention an interesting problem. We have seen that the Euler
equations Π̇ = Π × Ω for the free rigid body motion can be formulated in
a variational setting assuming a particular class of variations. This construc-
tion can be generalized to any Lie group, as we shall see in Theorem 6.6. It
would be very interesting to exploit the geometrical structure and to extend the
powerful methods of the calculus of variations to formulate results about the
existence of critical points of such types of restricted variational principles.

4 Poisson Manifolds

This lecture quickly reviews the basic theory of Poisson manifolds. Very little
will be proved here and we refer to standard books (such as [GuSt84, LiMa87,
Marsden92, MaRa94, McDSal95, V96]) and [W] for the detailed discussion
of the topics below. Unless otherwise specified, all manifolds in this chapter
are finite dimensional. Whenever infinite dimensional manifolds will be used
the results presented here are formal. A theory for infinite dimensional Pois-
son manifolds generalizing that of strong symplectic manifolds can be found
in [OdzRa03] (for more examples see [OdzRa004] and [BelRa04]). No gen-
eral satisfactory theory for infinite dimensional general Poisson manifolds has
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been developed yet, even though there are many significant examples, some
of which will be presented in these lectures. Remarks regarding the infinite
dimensional situation will be made throughout the text.

4.1 Fundamental Concepts

Definition 4.1 A Poisson bracket on a manifold P is a bilinear operation { , }
on the space F(P ) := {F : P → R | F is smooth} verifying the following
conditions:

(i) (F(P ), { , }) is a Lie algebra, and
(ii) { , } satisfies the Leibniz identity on each factor.

A manifold endowed with a Poisson bracket is called a Poisson manifold and
is denoted by (P, { , }). The elements of the center C(P ) of the Poisson algebra
are called Casimir functions.

A smooth map ϕ : (P1, { , }1) → (P2, { , }2) between the Poisson man-
ifolds (P1, { , }1) and (P2, { , }2) is called a canonical or Poisson map, if
ϕ∗{F,H}2 = {ϕ∗F,ϕ∗H}1 for any F,H ∈ F(P2).

Note that (i) is equivalent to the statement that the Poisson bracket is real, bi-
linear, antisymmetric, and satisfies the Jacobi identity. Furthermore, (ii) states
that the linear map F �→ {F,H} (and H �→ {F,H}) is a derivation, that is,

{FK,H} = {F,H}K + F {K,H}

for all F,H,K ∈ F(P ).
As in the case of strong symplectic manifolds, we can define Hamiltonian

vector fields on a finite dimensional Poisson manifold.

Definition 4.2 Let (P, { , }) be a finite dimensional Poisson manifold and H ∈
F(P ). The unique vector field XH on P that satisfies XH [F ] = {F,H}
for all F ∈ F(P ), is called the Hamiltonian vector field associated to the
Hamiltonian function H .

Note that the Jacobi identity is equivalent to

[XF ,XH ] = −X{F,H}

for all F,H ∈ F(P ).

Any symplectic manifold (P,Ω) is Poisson. First, recall that there is a
Poisson bracket naturally defined on P , namely, {F,H} = Ω(XF ,XH),
where XH is defined by the identity dH = Ω(XH , ·). Second, the relation
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XH [F ] = 〈dF,XH〉 = Ω(XF ,XH), shows that the Hamiltonian vector field
defined via the symplectic form coincides with the Hamiltonian vector field
defined using the Poisson bracket.

If P is a Poisson manifold, note that F ∈ C(P ) if and only if XF = 0.

If φt is the flow of XH , then H ◦ φt = H , that is, H is conserved. Indeed,

d

dt
(H ◦ φt) =

〈
dH,

d

dt
φt

〉
= 〈dH,XH〉 = {H,H} = 0.

Thus H ◦φt is constant in t and since φ0 is the identity, it follows that H ◦φt =
H , for all t.

Hamilton’s equations ż = XH(z) for the function H ∈ F(P ) can be equiv-
alently written as

d

dt
(F ◦ φt) = {F,H} ◦ φt or, in shorthand notation, Ḟ = {F,H}

for any F ∈ F(P ). To see this, note first that if φt is the flow of XH , we have
φ∗
tXH = XH , or, equivalently, Tφt ◦XH = XH ◦ φt. Thus, for any z ∈ P

we have

d

dt
(F ◦ φt)(z) =

〈
dF (φt(z)),

d

dt
φt(z)

〉
= 〈dF (φt(z)),XH(φt(z))〉

= 〈dF (φt(z)), Tzφt(XH(z))〉 = 〈d(F ◦ φt)(z),XH(z)〉
= {F ◦ φt,H}(z).

Since H ◦ φt = H we conclude that Hamilton’s equations on a Poisson mani-
fold can be written as

d

dt
(F ◦ φt) = {F,H} ◦ φt = {F ◦ φt,H} = {F ◦ φt,H ◦ φt}. (4.1)

Proposition 4.3 The flows of Hamiltonian vector fields are Poisson diffeomor-
phisms.

Proof Let φt be the flow of the Hamiltonian vector field XH , that is, ddtφt =
XH ◦ φt. We need to prove {F,K} ◦ φt = {F ◦ φt,K ◦ φt} for any F,K ∈
F(P ). To see this, note that for any z ∈ P ,

d

dt
{F,K}(φt(z)) =

〈
d{F,K}(φt(z)),

d

dt
φt(z)

〉
= 〈d{F,K}(φt(z)),XH(φt(z))〉 = {{F,K},H}(φt(z)),

that is,

d

dt
({F,K} ◦ φt) = {{F,K},H} ◦ φt = {{F,K} ◦ φt,H} (4.2)
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by (4.1). On the other hand, the bilinearity of the Poisson bracket gives

d

dt
{F ◦ φt,K ◦ φt} =

{
d

dt
(F ◦ φt) ,K ◦ φt

}
+
{
F ◦ φt,

d

dt
(K ◦ φt)

}
.

This equality, the Jacobi identity, and (4.1) imply that

d

dt
{F ◦ φt,K ◦ φt} = {{F ◦ φt,H} ,K ◦ φt}+ {F ◦ φt, {K ◦ φt,H}}

= {{F ◦ φt,K ◦ φt} ,H} . (4.3)

Comparing (4.2) and (4.3) one sees that both {F,K}◦φt and {F ◦φt,K ◦φt}
satisfy the same equation, namely, L̇ = {L,H}. Since for t = 0, the functions
{F,K} ◦ φt and {F ◦ φt,K ◦ φt} are both equal to {F,K}, it follows that
{F,K} ◦ φt = {F ◦ φt,K ◦ φt} for all t. �

The same strategy of proof is used to show the following statement.

Proposition 4.4 A smooth map φ : (P1, { , }1)→ (P2, { , }2) is Poisson if and
only if for any H ∈ F(V ), V open in P2, we have Tφ ◦XH◦φ = XH ◦ φ on
φ−1(V ).

Canonical maps are the key ingredient in the definition of the notion of a
Poisson submanifold.

Definition 4.5 Let (P1, {·, ·}1) and (P2, {·, ·}2) be two Poisson manifolds,
P1 ⊂ P2, such that the inclusion i : P1 ↪→ P2 is an immersion. The Pois-
son manifold (P1, {·, ·}1) is called a Poisson submanifold of (P2, {·, ·}2) if i
is a canonical map.

An immersed submanifold P1 of P2 is called a quasi Poisson submanifold
of (P2, {·, ·}2) if for any p ∈ P1, any open neighborhood U of p in P2, and
any F ∈ C∞(U) we have

XF (i(p)) ∈ Tpi(TpP1),

where XF is the Hamiltonian vector field of F on U with respect to the Poisson
bracket {·, ·}2 restricted to smooth functions defined on U .

The proofs of the following statements can be found in, e.g., [OR04], §4.1.

• If (P1, {·, ·}1) is a Poisson submanifold of (P2, {·, ·}2) then there is no other
bracket {·, ·}′ on P1 making the inclusion i : P1 ↪→ P2 into a canonical map.
• If P1 is a quasi Poisson submanifold of (P2, {·, ·}2) then there exists a

unique Poisson bracket on P1 making it into a Poisson submanifold of P2.



II. 4 Poisson Manifolds 63

• Proposition 4.4 implies that any Poisson submanifold is quasi Poisson. How-
ever, a quasi Poisson submanifold P1 of (P2, {·, ·}2) could carry a Poisson
structure that has nothing to do with the one induced from P2, so it won’t be
a Poisson submanifold of P2 relative to this a priori given structure.
• If (P1,Ω1) and (P2,Ω2) are two symplectic manifolds such that P1 ⊂ P2,

then P1 is said to be a symplectic submanifold of P2 if i∗Ω2 = Ω1, where
i : P1 ↪→ P2 is the inclusion. In this case, the inclusion is necessarily an
immersion (P1 and P2 are assumed finite dimensional).
• Symplectic submanifolds of a symplectic manifold are, in general, neither

Poisson nor quasi Poisson submanifolds.
• The only quasi Poisson submanifolds of a symplectic manifold are its open

sets which are, in fact, Poisson submanifolds.

4.2 Structure Theorems

The derivation property of a Poisson bracket { , } implies that the value XF (z)
of the Hamiltonian vector field of F at z ∈ P depends on F only through
dF (z). Thus there is a contravariant antisymmetric two-tensor Λ on P , called
the Poisson tensor, defined by

Λ(z)(dF (z),dH(z)) = {F,H} (z)

for any F,H ∈ F(U), U open in P , z ∈ U .
In finite dimensions, if (z1, z2, . . . , zn) are local coordinates, Λ is deter-

mined by the matrix
[
Λij
]
, where Λij = {zi, zj}, and hence the expression of

the Poisson bracket of the two functions F,H ∈ F(P ) is given in terms of Λ
by

{F,H} = Λij
∂F

∂zi
∂H

∂zj
.

The rank of the Poisson structure at a point z ∈ P is defined to be the rank of
the matrix

[
Λij
]
.

The Poisson tensor defines a vector bundle map Λ/ : T ∗P → TP by

Λ(z)(αz, βz) = 〈αz,Λ/(βz)〉, αz, βz ∈ T ∗
z P.

Since

{F,H} (z) = Λ(z)(dF (z),dH(z)) = 〈dF (z),Λ/z(dH(z))〉,

it follows that the Hamiltonian vector field XH is given by

XH(z) = Λ/z(dH(z)),
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that is, Λ/z : dH(z) �→ XH(z). Thus the image of Λ/z is the set of all Hamilto-
nian vector fields evaluated at z.

Note that if the Poisson tensor is nondegenerate, that is Λ/ : T ∗
z P → TzP

is a isomorphism for all z ∈ P , then P is symplectic with the symplectic
form Ω(XF ,XH) := {F,H} for all locally defined Hamiltonian vector fields
XF ,XH (the closeness of Ω is equivalent to the Jacobi identity of the Poisson
bracket).

The image Im(Λ/) ⊂ TP of Λ/ defines a smooth generalized distribution
on P , i.e., Im(Λ/z) ⊂ TzP is a vector subspace for each z ∈ P and for every
point z0 ∈ P and every vector v ∈ Im(Λ/z0), there exists an open neighborhood
U of z0 and smooth vector field X ∈ X(U) such that X(u) ∈ Im(Λ/u) for all
u ∈ U and X(z0) = v.

If the rank of the Poisson tensor is constant then Im(Λ/) is a smooth vec-
tor subbundle of TP . Furthermore, the Jacobi identity gives [XF ,XH ] =
X−{F,H} which shows that the distribution Im(Λ/) is involutive. The Frobe-
nius theorem guarantees then its integrability.

If Im(Λ/) is not a subbundle then integrability and involutivity (as used in
the Frobenius theorem) are not equivalent. Recall that if D ⊂ TP is a smooth
generalized distribution, an immersed connected submanifold S of P , S ⊂ P ,
is said to be an integral manifold of D if for every z ∈ S, Tzi(TzS) ⊂
D(z), where i : S → P is the inclusion. The integral submanifold S is said
to be of maximal dimension at a point z ∈ S if Tzi(TzS) = D(z). The
smooth generalized distribution D is integrable if for every point z ∈ P there
is an integral manifold of D everywhere of maximal dimension containing z.
The smooth generalized distribution D is involutive if it is invariant under the
(local) flows associated to differentiable sections of D. Note that this definition
of involutivity is weaker than the one used in the Frobenius theorem and that it
only coincides with it when the dimension of D(z) is the same for any z ∈ P .

Theorem 4.6 (Stefan-Sussmann) The smooth generalized distribution D on
a finite dimensional manifold P is integrable if and only if it is involutive.

Thus P carries a generalized foliation, all of whose integral manifolds are
injectively immersed.

If P is a Poisson manifold, Im(Λ/) is an involutive smooth generalized dis-
tribution so each of its integral submanifolds has its tangent space at every
point equal to the vector space of all Hamiltonian vector fields evaluated at
that point. Thus, these integral submanifolds are symplectic and the Poisson
bracket defined by their symplectic structure coincides with the original Pois-
son bracket on P . These integral manifolds are called the symplectic leaves
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of P . It turns out that the symplectic leaves are the equivalence classes of
the following equivalence relation: z1Rz2 if and only if there is a piecewise
smooth curve in P joining z1 and z2 each segment of which is an integral
curve of some Hamiltonian vector field. The following theorem summarizes
this discussion.

Theorem 4.7 (Symplectic Stratification Theorem) Let P be a finite dimen-
sional Poisson manifold. Then P is the disjoint union of its symplectic leaves.
Each symplectic leaf in P is an injectively immersed Poisson submanifold and
the induced Poisson structure on the leaf is symplectic. The dimension of a leaf
through a point z equals the rank of the Poisson structure at that point.

Note that if C is a Casimir function, then Λ/(dC) = 0, which shows that
Casimir functions are constant on symplectic leaves. However, one should not
conclude that the symplectic leaves are level sets of Casimir functions. This
is not even true for the maximal dimensional ones, which are generic. For
example, symplectic leaves may be open or they may all have a common ac-
cumulation point. Worse, there are Poisson manifolds with no global Casimir
functions. Locally, Casimir functions always exist generically as the next local
structure theorem shows.

Theorem 4.8 (Weinstein) Let P be a finite dimensional Poisson manifold and
z ∈ P . There exists a neighborhood U of z and an isomorphism φ = φS×φN :
U → S ×N where S is symplectic, N is Poisson and the rank of N at φN (z)
is zero. The factors S,N are unique up to a local isomorphism.

In this theorem S can be chosen to be an open set in the symplectic leaf
through z and N any submanifold of P transverse to it such that S∩N = {z}.
While there is no canonical choice of N in general, the Poisson structure on it
is uniquely determined up to a Poisson isomorphism. This Poisson structure is
called the transverse Poisson structure at z.

Assume that the Poisson structure has rank 0 ≤ 2k ≤ dim(P ) = 2k + l at
the point z ∈ P . Then there are coordinates (q1, . . . , qk, p1, . . . , pk, y

1, . . . , yl)
in a chart around z such that

{qi, qj} = {pi, pj} = {qi, yj} = {pi, yj} = 0, {qi, pj} = δij

and the brackets {yi, yj} depend only on y1, . . . , yl and vanish at the point z.
In this chart, the transverse Poisson structure is given by the subspace defining
these coordinates y1, . . . , yl. If, in addition, there is a neighborhood of z such
that the rank of the Poisson structure is constant on it then, shrinking if nec-
essary the above chart such that it lies in this neighborhood, the coordinates
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y1, . . . , yl can be chosen such that {yi, yj} = 0 for all i, j = 1, . . . , l. In this
case, the yi are the local Casimir functions in a chart about z.

Comments on Banach Poisson manifolds. Definition 4.1 presents several
problems in the infinite dimensional case that will be briefly reviewed here. Let
(P, { , }) be a Banach Poisson manifold. The Leibniz property insures, as in
finite dimensions, that the value of the Poisson bracket at z ∈ P depends only
on the differentials dF (z), dH(z) ∈ T ∗

z P which implies that there is a smooth
section Λ of the vector bundle

∧2
T ∗∗P satisfying {F,H} = Λ(dFdH).

If the Poisson tensor is strongly nondegenerate, that is Λ/ : T ∗
z P → TzP

is a isomorphism of Banach spaces for all z ∈ P , then P is strong symplec-
tic with the symplectic form Ω(XF ,XH) := {F,H} for all locally defined
Hamiltonian vector fields XF ,XH (the closedness of Ω is equivalent to the
Jacobi identity of the Poisson bracket). However if Λ/ is one-to-one but not
surjective, that is, the Poisson tensor is weakly nondegenerate, then P is not,
in general, symplectic (see example of page 344 of [MaRa94]). Worse, a weak
symplectic manifold is not a Poisson manifold since not every locally defined
function defines a Hamiltonian vector field.

On a Banach Poisson manifold the rule XF := Λ/(dF ) defines a smooth
section of T ∗∗P and hence is not, in general, a vector field on P . In anal-
ogy with the finite dimensional and the strong symplectic case, we need to
require that XF be a Hamiltonian vector field. In order to achieve this, we
are forced to make the assumption that the Poisson bracket on P satisfies the
condition Λ/(T ∗P ) ⊂ TP ⊂ T ∗∗P . The study of such Banach Poisson mani-
folds was begun in [OdzRa03] with special emphasis on the Lie-Poisson case.
See [OdzRa004] and [BelRa04] for further examples of such Banach Poisson
manifolds.

While these manifolds are important in quantum mechanics, most infinite
dimensional examples in classical continuum mechanics do not satisfy this
hypothesis on Λ/; in fact, most of them have weak symplectic phase spaces.
In this case, the beginning of a systematic theory of weak symplectic man-
ifolds and the associated Hamiltonian dynamics can be found in [ChMa74].
For (weak) Poisson manifolds, not even a proposal of a theory is available to-
day and the rigorous study of several examples coming from fluid dynamics,
elasticity theory, and plasma physics should shed light on the general abstract
case.

4.3 Examples of Poisson Brackets

1. Symplectic Bracket. As we mentioned before, a strong symplectic form Ω
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on a manifold P gives the Poisson bracket

{F,H} := Ω(XF ,XH).

If C is a Casimir function on a connected strong symplectic manifold P ,
i.e., {C,F} = 0 for all F ∈ F(P ), then XC = 0. Strong nondegeneracy of
Ω implies then that dC = 0, which in turn shows that C is constant on the
connected manifold P . Thus, on a connected strong symplectic manifold
the Casimir functions are the constants, i.e., the center of F(P ) is R.

2. Lie-Poisson Bracket. Let g be a Lie algebra with Lie bracket [ , ] and g∗ its
dual. Define the functional derivative of the smooth function F : g∗ → R at
µ ∈ g∗ to be the unique element δFδµ ∈ g given by

DF (µ) · δµ = lim
ε→0

F (µ + εδµ)− F (µ)
ε

=
〈
δµ,

δF

δµ

〉
where 〈 , 〉 denotes the duality pairing between g∗ and g. Note that DF (µ)
is the usual Fréchet derivative , i.e., DF (µ) ∈ L(g∗,R) = g∗∗. If g is finite
dimensional, then g∗∗ ∼= g naturally and δF/δµ ∈ g is the element of g

representing the functional DF (µ) ∈ g∗∗ on g∗.

The Banach space g∗ is a Poisson manifold for each of the Lie-Poisson
brackets { , }+ and { , }− defined by

{F,H}± (µ) = ±
〈
µ ,

[
δF

δµ
,
δH

δµ

]〉
(4.4)

for all µ ∈ g∗ and F,H ∈ F(g∗). The bilinearity and skew-symmetry
are obvious from the definition. The derivation property follows from the
Leibniz rule for functional derivatives. For the direct proof of the Jacobi
identity see [MaRa94], pg. 329.

In general, if g is a Banach Lie algebra, g∗ is not a Banach Poisson man-
ifold that satisfies the condition Λ/(T ∗g∗) ⊂ Tg∗ discussed at the end of
§4.2. It was shown in [OdzRa03] that a Banach space b is a Banach Lie-
Poisson space (b, { , }) if and only if its dual b∗ is a Banach Lie algebra
(b∗, [ , ]) satisfying

ad∗
x b ⊂ b ⊂ b∗∗ for all x ∈ b∗, (4.5)

where adx : b∗ → b∗ is the adjoint representation adx y := [x, y] for any
x, y ∈ b∗. Of course, the Poisson bracket of F,H ∈ F(b) is given in this
case by

{F,H}(b) = 〈[DF (b),DH(b)], b〉, (4.6)
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where b ∈ b and D denotes the Fréchet derivative. If H is a smooth function
on b, the associated Hamiltonian vector field is given by

XH(b) = − ad∗
DH(b) b. (4.7)

Note that if the condition ad∗
x b ⊂ b does not hold for every x ∈ b∗, then

(4.7) does not make sense, in general. We shall encounter below such sit-
uations, in which case formulas (4.6) and (4.7) will be taken formally, or
subject to the condition that only functions for which (4.7) makes sense will
be used.

3. Rigid body bracket. As a particular case of the previous example, consider
the Lie algebra g = so(3) of the rotation group consisting of 3 × 3 skew-
symmetric matrices. This Lie algebra is isomorphic to (R3,×), where × is
the cross product of vectors, via the isomorphism (1.13), that is (u×v)ˆ =
[û, v̂] for any u,v ∈ R3.

We identify so(3)∗ with R3 using as pairing the Euclidean inner product.
The Fréchet derivative and the functional derivative of a function defined on
R3 coincide and are both equal to the usual gradient of the function. Thus
the Lie-Poisson bracket (4.4) or (4.6) take the form

{F,H}± (µ) = ±µ · (∇F ×∇H) .

Let us show that C(µ) = Φ
(

1
2‖µ‖2

)
is a Casimir function, where Φ :

R → R is an arbitrary differentiable function. Indeed, since ∇C(µ) =
Φ′ ( 1

2‖µ‖2
)
µ, for any F ∈ F(R3) we have

{C,F}± (µ) = ±µ · (∇C ×∇F ) = ±Φ′
(

1
2
‖µ‖2

)
µ · (µ×∇F ) = 0.

4. Frozen Lie-Poisson Bracket. Let g be a finite dimensional Lie algebra. For
ν ∈ g∗ define for any F,H ∈ F(g∗) the brackets

{F,H}νg∗ (µ) = ±
〈
ν ,

[
δF

δµ
,
δH

δµ

]〉
. (4.8)

A computation almost identical to the one needed to prove the Jacobi iden-
tity for the Lie-Poisson bracket shows that (4.8) also satisfies the Jacobi
identity. This Poisson bracket on g∗ is called the frozen Lie-Poisson bracket
at ν ∈ g∗. A discussion similar to that at the end of the second example leads
to a condition on (4.8) (like (4.5)) that makes it into a rigorous functional
analytic Poisson bracket for any smooth functions F and H .

It is worth noting that { , } + s{ , }ν is also a Poisson bracket on g∗ for
any ν ∈ g∗ and any s ∈ R. One says that these two Poisson brackets are
compatible. The verification of this statement is direct, using the previously
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alluded proofs of the Jacobi identity for the Lie-Poisson and frozen Lie-
Poisson brackets.

5. Ideal Fluid Bracket in Velocity Representation. In this infinite dimen-
sional example we shall work formally or with the understanding that we
restrict the class of functions to those admitting functional derivatives.

Let Xdiv(D) be the Lie algebra of smooth divergence free vector fields
tangent to the boundary ∂D defined on an oriented Riemannian manifold D

with Riemannian metric g and Riemannian volume form µ. Consider the
weakly nondegenerate pairing 〈 , 〉 : Xdiv(D)× Xdiv(D)→ R given by the
L2 pairing

〈u, v〉 =
∫
D

g(u, v)µ.

Thus, we formally regard Xdiv(D)∗ as being Xdiv(D) and apply the formu-
las from the general theory. The plus Lie-Poisson bracket is

{F,H} (v) = −
∫
D

g

(
v,

[
δF

δv
,
δH

δv

])
µ, (4.9)

where the functional derivative δFδv is the element of Xdiv(D) defined by

lim
ε→0

F (v + εδv)− F (v)
ε

=
∫
D

g

(
δF

δv
, v

)
µ.

The minus sign in front of the right hand side of (4.9) appears because
the usual Lie bracket of vector fields is the negative of the left Lie alge-
bra bracket of the diffeomorphism group, whose Lie algebra has underlying
vector space X(D); this will be shown explicitly in Section 5.1, Example 2.

6. Ideal Fluid Bracket in Vorticity Representation. We continue the previ-
ous example realizing the dual of Xdiv(D) in a different manner; this ap-
proach is due to [MaWei83]. The natural dual of X(D) is the space of one-
forms Ω1(D) via the weak pairing (u, α) ∈ X(D)×Ω1(D) �→

∫
D
α(u)µ ∈

R. However, restricted to Xdiv(D) this pairing is degenerate. By the Hodge
decomposition theorem, the kernel of the linear map sending α ∈ Ω1(D) to
the element of X(D)∗ given by u ∈ X(D) �→

∫
D
α(u)µ ∈ R is dF(D) and

thus we can identify, formally, X(D)∗ with Ω1(D)/dF(D).
Next, note that the linear map [α] ∈ Ω1(D)/dF(D) �→ dα ∈ dΩ1(D)

is well defined and has kernel the first de Rham cohomology group of D.
Assuming that this first cohomology group is zero, the above map becomes
an isomorphism. Thus, under this topological assumption on D, we can
formally identify X(D)∗ with dΩ1(D). Summarizing, the weak pairing
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between Xdiv(D) and dΩ1(D) is given by

(u, ω) ∈ Xdiv(D)× dΩ1(D) �→
∫
D

α(u)µ ∈ R, for ω := dα.

Therefore, the functional derivative δF/δω ∈ Xdiv(D) of F : X(D)∗ =
dΩ1(D)→ R is defined by the identity

DF (ω) · δω =
∫
D

δα

(
δF

δω

)
µ, for δω := d(δα).

Thus, the plus Lie-Poisson bracket of F,H : dΩ1(D) → R has the expres-
sion

{F,H}(ω) = −
∫
D

α

([
δF

δω
,
δH

δω

])
µ, where ω = dα.

However, since dα(u, v) = u[α(v)] − v[α(u)] − α([u, v]), this formula
becomes

{F,H}(ω) =
∫
D

ω

(
δF

δω
,
δH

δω

)
µ−

∫
D

δF

δω

[
α

(
δH

δω

)]
µ

+
∫
D

δH

δω

[
α

(
δF

δω

)]
µ.

The following argument shows that the last two terms vanish. For u ∈
Xdiv(D) and f ∈ F(D) we have by the Stokes theorem∫

D

u[f ]µ =
∫
D

£u(fµ) =
∫
D

diu(fµ) =
∫
∂D

iu(fµ) =
∫
∂D

f iuµ.

The definition of the boundary volume form µ∂D induced by the volume
form µ implies that iuµ = g(u, n)µ∂D, where n is the outward unit nor-
mal to the boundary ∂D (see e.g. [AMR88] §7.2). Since u is tangent to
the boundary, this term is zero. Thus the plus Lie-Poisson bracket has the
expression

{F,H}(ω) =
∫
D

ω

(
δF

δω
,
δH

δω

)
µ.

The term “vorticity representation” appears because of the following in-
terpretation of the variable ω. Define the vorticity of a vector field u by
ωu := du�, where u� := g(u, ·) ∈ Ω1(D). Regard now u �→ ωu as a change
of variables to be implemented in the velocity representation of the Lie-
Poisson bracket. To this end, if F : dΩ1(D)→ R, define F̃ : Xdiv(D)→ R
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by F̃ (u) := F (ωu). Then, if δω := d(δu�) , we get by the chain rule

∫
D

g

(
δF̃

δu
, δu

)
µ = DF̃ (u) · δu = DF (ω) · δω

=
∫
D

δu�
(
δF

δω

)
µ =

∫
D

g

(
δu,

δF

δω

)
µ

and thus δF̃ /δu = δF/δω which shows that the vorticity representation of
the Lie-Poisson bracket is obtained from the velocity representation of the
Lie-Poisson bracket by the linear change of variables u �→ ωu.

7. Poisson-Vlasov Bracket. For a Poisson manifold (P, { , }P ) endowed with
a volume form µ, the algebraF(P ) is also a Lie algebra with Lie bracket the
Poisson bracket. Consider the weak pairing between F(P ) and the smooth
densities F(P )∗ on P given by

〈ϕ, f〉 =
∫
P

ϕf̄µ, where f̄µ := f ∈ F(P )∗, f̄ ∈ F(P ).

The plus Lie-Poisson bracket in F(P )∗ is thus given by

{F,G} (f) =
∫
P

f

{
δF

δf
,
δG

δf

}
P

.

This formal Poisson bracket is known as the Poisson-Vlasov bracket since
the Poisson-Vlasov equations form a Hamiltonian system for it if P = T ∗R3

and the Hamiltonian is given by

H(f) =
1
2

∫∫
‖v‖2f(x, v, t)d3x d3v +

1
2m

∫
‖∇φf‖2d3x.

This system describes the motion of a collisionless plasma consisting of a
single species of particles with mass m and charge e in the electrostatic
limit (that is, one lets the speed of light c → ∞). The physical significance
of f ≥ 0 is the plasma density that depends on the position x ∈ R3, the
velocity v ∈ R3, and evolves in time t ∈ R. The charge density is given
by ρf (x) := e

∫
f(x, v)d3v and the electric potential φf (x) by the Poisson

equation −∆φf = ρf .

Let us carry out a formal computation to determine δH/δf assuming that
correct decay at infinity conditions are put on the relevant functions so that
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all integration by parts below are justified. We have〈
δH

δf
, δf

〉
=
∫∫
‖v‖2δf(x, v)d3x d3v +

1
m

∫
∇φf (x) · ∇φδf (x)d3x

=
∫∫
‖v‖2δf(x, v)d3x d3v − 1

m

∫
(∆φδf (x))φf (x)d3x

=
∫∫
‖v‖2δf(x, v)d3x d3v +

1
m

∫
ρδf (x)φf (x)d3x

=
∫∫
‖v‖2δf(x, v)d3x d3v +

e

m

∫∫
δf(x, v)φf (x)d3x d3v,

which shows that
δH

δf
= ‖v‖2 +

e

m
φf .

Thus Hamilton’s equations Ḟ = {F,H} for an arbitrary functional F of
f become ḟ + {f, δHδf } = 0 (where the Poisson bracket is now the one
on T ∗R3). Replacing here the formula for δH/δf just found yields the
Poisson-Vlasov equations

∂f

∂t
+ v · ∇xf −

e

m
∇xφf · ∇vf = 0.

8. Korteweg-de Vries Bracket. Let F(R) be a space of smooth functions on
R that satisfy together with their derivatives all necessary decay conditions
at infinity guaranteeing that all integrals as well as the integrations by parts
that will be carried out below make sense and the boundary terms appearing
in these computations vanish.

The KdV bracket on F(R) is given by

{F,G} (u) =
∫ +∞

−∞

δF

δu

d

dx

(
δG

δu

)
dx,

where the functional derivatives are taken relative to the L2 product on real
valued functions. Let us work out Hamilton’s equations Ḟ = {F,H} for
this bracket. We have∫ +∞

−∞

δF

δu
u̇ dx = DF (u(t)) · u̇(t) =

d

dt
F (u(t)) = {F,H}(u(t))

=
∫ +∞

−∞

δF

δu

d

dx

δH

δu
dx,

so Hamilton’s equation are

ut =
d

dx

(
δH

δu

)
=
(
δH

δu

)
x

,
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where ut := ∂u
∂t and ux := ∂u

∂x .

In particular, if we take the Hamiltonian function

H1 = −1
6

∫ ∞

−∞
u3dx,

Hamilton’s equations for the KdV bracket become the one dimensional trans-
port equation ut + uux = 0. Indeed, since∫ +∞

−∞

δH1

δu
δu dx = DH1(u) · δu = −1

2

∫ +∞

−∞
u2δudx,

it follows that δH1
δu = − 1

2 u2 and so the equation of motion is

ut =
∂

∂x

(
−1

2
u2

)
= −uux.

If one takes the Hamiltonian equal to

H2(u) =
∫ ∞

−∞

(
1
2
u2
x − u3

)
dx

then δH2
δu = −uxx − 3u2 and Hamilton’s equation is the Korteweg-de Vries

(KdV) equation

ut + 6uux + uxxx = 0. (4.10)

The KdV equation has infinitely many independent integrals Fi in involu-
tion (that is, {Fi Fj} = 0) and is a completely integrable system in infinite
dimensions. Here are the first integrals:

F0(u) =
∫ +∞
−∞ u(x) dx

F1(u) = 1
2

∫ +∞
−∞ u2(x) dx

F2(u) = H2(x) =
∫ +∞
−∞

(
−u3(x) + 1

2 u2
x(x)

)
dx

F3(u) =
∫ +∞
−∞

(
1
2u

2
xxx(x)− 5u(x)u2

x(x) + 5
2 u4
x(x)

)
dx.

The existence of such integrals is believed to be closely related to the pres-
ence of solitons, that is, “solitary waves which interact pairwise by passing
through each other without changing shape” (see e.g. [AbMa78] and refer-
ences therein).

Let us look for traveling wave solutions of the KdV equation (4.10), that
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is, solutions of the form u(t, x) = φ(x − ct), for c > 0 and φ ≥ 0. Substi-
tuting into (4.10) we get

cφ′ − 6φφ′ − φ′′′ = 0.

Integrating once this equation gives

cφ− 3φ2 − φ′′ = C, (4.11)

where C ∈ R is a constant. This equation is equivalent to{
dφ
dx = φ′ = ∂h

∂φ′
dφ′

dx = φ′′ = cφ− 3φ2 − C = − ∂h∂φ
(4.12)

where

h(φ, φ′) =
1
2
(φ′)2 − c

2
φ2 + φ3 + Cφ. (4.13)

Thus (4.12) is Hamiltonian in the variables (φ, φ′) ∈ R2 with Hamiltonian
function (4.13). In particular, h can be viewed to be of the form kinetic
energy K(φ, φ′) = 1

2 (φ
′)2 plus potential energy V (φ) = −c

2 φ2 + φ3 +Cφ.
Since energy is conserved, we have h(φ, φ′) = D, for some constant D ∈ R,
which implies

φ′ = ±
√

cφ2 − 2φ3 + 2Cφ + 2D.

Integrating we have

s = ±
∫

dφ√
cφ2 − 2φ3 + 2Cφ + 2D

where s = x− ct.

We seek solutions which together with their derivatives vanish at ±∞.
Then D = 0 by (4.13) and C = 0 by (4.11). Thus we get

s = ±
∫

dφ√
cφ2 − φ3

= ± 1√
c
log
∣∣∣∣√c− 2φ−

√
c√

c− 2φ +
√
c

∣∣∣∣+ K. (4.14)

The Hamiltonian system (4.12) has two equilibria when C = D = 0,
namely (φe, φ′

e) = (0, 0) and (φe, φ′
e) = (c/3, 0). The matrix of the lin-

earized system at (φe, φ′
e) = (0, 0) and (φe, φ′

e) = (c/3, 0) is[
0 1
c 0

]
and

[
0 1
−c 0

]
,

respectively. So (0, 0) is a saddle point while (c/3, 0) is spectrally stable
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(the eigenvalues are on the imaginary axis). To see if (c/3, 0) is stable or
not we can use the second variation of the potential energy criterion. Since

δ2V

δφ2
(c/3, 0) = c > 0

it follows that (c/3, 0) is a Lyapunov stable point.
Consider (φ(s), φ′(s)) to be a homoclinic orbit emanating and ending at

(0, 0) to which (c/3, 0) belongs. Both equilibria belong to the zero level set
of the energy and the homoclinic orbit is given by (4.14). Furthermore when
C = 0 we have h(c/2, 0) = 0 that is (c/2, 0) belongs also to this homoclinic
orbit. Let us take (c/2, 0) as initial condition (φ(0), φ′(0)). Then by (4.14)
we get K = 0 and the homoclinic orbit is given

±
√
cs = log

∣∣∣∣∣
√

c− 2φ(s)−
√
c√

c− 2φ(s) +
√
c

∣∣∣∣∣ .
As φ > 0 the value inside the modulus is negative and the homoclinic orbit
has the expression

e±
√
cs = −

√
c−2φ(s)−√

c√
c−2φ(s)+

√
c
⇐⇒ φ(s) = 2ce±

√
cs

(1+e±
√

cs)2

= c
2 sech2(

√
cs/2),

which gives the soliton: u(x, t) = φ(x− ct) = c
2 sech2(

√
c

2 (x− ct)).
9. Operator Algebra Brackets. This example is taken from the papers [Bo00]

and [OdzRa03]. Let H be a complex Hilbert space. Denote by S(H),
HS(H), and B(H) the involutive Banach algebras of the trace class op-
erators, the Hilbert-Schmidt operators, and the bounded operators on H,
respectively. Recall that S(H) and HS(H) are self adjoint ideals in B(H).
Let K(H) ⊂ B(H) denote the ideal of all compact operators onH. Then

S(H) ⊂ HS(H) ⊂ K(H) ⊂ B(H)

and the following remarkable dualities hold:

K(H)∗ ∼= S(H), HS(H)∗ ∼= HS(H), and S(H)∗ ∼= B(H);

the right hand sides are all Banach Lie algebras. These dualities are imple-
mented by the strongly nondegenerate pairing

〈x, ρ〉 = trace (xρ)

where x ∈ S(H), ρ ∈ K(H) for the first isomorphism, ρ, x ∈ HS(H)
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for the second isomorphism, and x ∈ B(H), ρ ∈ S(H) for the third iso-
morphism. Thus condition (4.5) holds and hence the Banach spaces S(H),
HS(H), and K(H) are Banach Lie-Poisson spaces in a rigorous functional
analytic sense (see the discussion at the end of §4.2). The Lie-Poisson
bracket (4.6) becomes in this case

{F,H}(ρ) = ± trace ([DF (ρ),DH(ρ)]ρ) (4.15)

where ρ is an element of S(H), HS(H), or K(H), respectively. The bracket
[DF (ρ),DH(ρ)] denotes the commutator bracket of operators. The Hamil-
tonian vector field associated to H is given by

XH(ρ) = ±[DH(ρ), ρ]. (4.16)

4.4 Generalities on Lie-Poisson Structures

We shall collect here some of the most important properties of Lie-Poisson
structures. Let g∗ be the dual of the finite dimensional Lie algebra g of a Lie
group G, adξη := [ξ, η] for ξ, η ∈ g, and [ , ] the Lie bracket on g.

Proposition 4.9 The equations of motion for the Hamiltonian H : g∗ → R

with respect to the (±) Lie-Poisson bracket on g∗ are

dµ

dt
= XH(µ) = ∓ ad∗

δH/δµµ. (4.17)

Proof For an arbitrary function F ∈ F(g∗) and µ ∈ g∗ we have:

dF

dt
= DF (µ) · µ̇ =

〈
δF

δµ
, µ̇

〉
. (4.18)

On the other hand,

{F,H}± (µ) = ±
〈
µ ,
[
δF
δµ , δHδµ

]〉
= ±

〈
µ , − ad δH/δµ δFδµ

〉
= ∓

〈
ad ∗
δH/δµ µ , δFδµ

〉
.

This last equality and (4.18) gives the result. �
Let {ξa}, a = 1, 2, . . . , n, be a basis of g and {ξa} its dual basis. The

structure constants Cdab of g are defined by [ξa, ξb] =
∑
d

Cdabξd.

For µ =
∑
a

µaξ
a the Lie-Poisson brackets become

{F,G}± = ±µd
δF

δµa

δG

δµb
Cdab,
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where summation on repeated indices is understood. In particular,

{µa, µb}± = ±µdCdab.

So the equations of motion for H are

µ̇a = ∓µdCdab
δH

δµb
.

Next we study linear Poisson maps.

Proposition 4.10 Let g and h be Lie algebras and α : g → h a linear map.
Then α is a homomorphism of Lie algebras if and only if its dual α∗ : h∗

± → g∗±
is a Poisson map.

Proof By definition of the Lie-Poisson bracket on h∗ we have

{F ◦ α∗ , H ◦ α∗}± (µ) = ±
〈
µ ,

[
δ(F ◦ α∗)

δµ
,
δ(H ◦ α∗)

δµ

]〉
(4.19)

for any F,H ∈ F(g∗), µ ∈ h.
By definition of the functional derivative, the chain rule, and the definition

of the dual map one has〈
δ(F ◦ α∗)

δµ
, δµ

〉
= D (F ◦ α∗) · δµ = DF (α∗(µ)) · α∗(δµ)

=
〈
δF

δν
, α∗(δµ)

〉
=
〈
α

(
δF

δν

)
, δµ

〉
,

where ν := α∗(µ) ∈ g∗. Thus equation (4.19) becomes

{F ◦ α∗,H ◦ α∗}± (µ) = ±
〈
µ,

[
δ(F ◦ α∗)

δµ
,
δ(H ◦ α∗)

δµ

]〉
= ±

〈
µ,

[
α

(
δF

δν

)
, α

(
δH

δν

)]〉
. (4.20)

If α is a Lie algebra homomorphism then (4.20) is equal to

±
〈
µ , α

([
δF

δν
,
δH

δν

])〉
= ±

〈
α∗(µ) ,

[
δF

δν
,
δH

δν

]〉
= {F,H}±(α∗(µ)),

which shows that α∗ is a Poisson map.
Conversely, if α∗ is a Poisson map, by (4.20) we get

±
〈
µ ,

[
α

(
δF

δν

)
, α

(
δH

δν

)]〉
= {F,H}±(α∗(µ))

= ±
〈
α∗(µ) ,

[
δF

δν
,
δH

δν

]〉
= ±

〈
µ , α

([
δF

δν
,
δH

δν

])〉
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for any F,H ∈ F(g∗). In particular, taking F (ρ) := 〈ρ, ξ〉 and H(ρ) :=
〈ρ, η〉 for arbitrary ξ, η ∈ g, we get 〈µ, [α(ξ), α(η)]〉 = 〈µ, α([ξ, η])〉 for any
µ ∈ h, which implies [α(ξ), α(η)] = α([ξ, η]), that is, α is a Lie algebra
homomorphism. �

The last key property of Lie-Poisson brackets is that they are the only linear
ones in the following sense. Consider a finite dimensional vector space V , V ∗

its dual, and let 〈 , 〉 be the duality pairing between V ∗ and V . One can then
think of elements of V to be the linear functionals on V ∗. A Poisson bracket
in V ∗ is said to be linear if the bracket of two any linear functionals on V ∗ is
a linear functional. Thus, if X ′, Y ′ are functionals on V ∗ then, as the pairing
〈 , 〉 is nondegenerate, there exist unique elements X,Y ∈ V such that

X ′(µ) = 〈µ,X〉 and Y ′(µ) = 〈µ, Y 〉.

The linearity assumption on the Poisson bracket in V ∗ implies the existence of
a unique element of V , say [X,Y ], such that

{X ′ , Y ′} (µ) = [X , Y ]′ (µ) = 〈µ , [X , Y ]〉 .

It is easy to prove that [ , ] so defined on V is a Lie algebra bracket and so the
given linear Poisson bracket is the Lie-Poisson bracket for the Lie algebra V .

In the infinite dimensional case the same proof works if 〈 , 〉 : V ∗ × V → R

is a weak pairing between Banach spaces and one makes the extra hypothesis
that the Poisson bracket of any two linear functionals on V ∗ belongs to the
range of the Poisson tensor Λ(µ) : V → V ∗ for all µ ∈ V ∗.

Proposition 4.11 Let V and V ∗ be two Banach spaces, 〈 , 〉 a weak nondegen-
erate pairing of V ∗ with V , and assume that V ∗ has a linear Poisson bracket.
If the Poisson bracket of any two linear functionals in V ∗ belongs to the range
of 〈µ, ·〉 for all µ ∈ V ∗, then V is a Banach Lie algebra and the Poisson
bracket on V ∗ is the corresponding Lie-Poisson bracket.

5 Momentum Maps

In this lecture we shall introduce the concept of momentum map and study
its properties. We shall address the issue of existence and equivariance of
momentum maps, give an explicit formula for the case of a cotangent bundle,
and present several basic examples. The full power of the momentum map will
appear only in the next chapter when dealing with reduction.
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5.1 Actions and Infinitesimal Generators

Let Φ : G×P → P be a smooth left action of the Lie group G on the Poisson
manifold P . The action is canonical if the map Φg : z �→ Φ(g, z) = Φg(z) is
a Poisson map for all g ∈ P , that is

{F ◦ Φg, G ◦ Φg} = {F,G} ◦ Φg for all F,G ∈ F(P ). (5.1)

Denote by g the Lie algebra of G. Let us recall the following standard facts.

(i) ADg : G→ G given for each g ∈ G by

ADg(h) = ghg−1 = (Lg ◦Rg−1)(h) (5.2)

is an inner automorphism. Lg and Rg denote, respectively, the left and
right translations of G on itself.

(ii) Differentiating ADg with respect to h at h = e we get the adjoint
representation Adg = Tg−1Lg ◦ TeRg−1 : g → g of G on g. The
inverse of the dual map defines the coadjoint representation Ad∗

g−1 of
G on g∗.

(iii) Differentiating Adg with respect to g at e in the direction ξ yields

TeAd(ξ) =
d

dt

∣∣∣∣
t=0

Adexp tξ = [ξ, ·] =: adξ : g→ g, (5.3)

the adjoint representation of g on g.

(iv) In these lectures, all Lie algebras are left Lie algebras. This means
that g = TeG as a vector space and the Lie bracket on g is given by
the identity [ξ, η] = [Xξ,Xη](e), where Xξ,Xη ∈ X(G) are the left
invariant vector fields whose values at the identity are ξ and η, respec-
tively, that is, Xξ(g) = TeLg(ξ) and Xη(g) = TeLg(η) for any g ∈ G.
The vector fields Xξ are complete, that is, each integral curve exists for
all time.

(v) If ξ ∈ g, there is a unique integral curve γξ(t) of Xξ with initial con-
dition γξ(0) = e. Then γξ(s + t) = γξ(s)γξ(t) for any s, t ∈ R,
that is, γξ : R → G is a one-parameter subgroup of G. Conversely,
any Lie group homomorphism γ : R → G is of the form γξ, where
ξ = γ′(0). The exponential map is defined by exp(ξ) := γξ(1). Then
exp(tξ) = γξ(t) and the flow of Xξ is given by (t, g) �→ g exp(tξ).

(vi) If F : G→ H is a homomorphism of Lie groups then TeF : g→ h is
a Lie algebra homomorphism, that is,

TeF ([ξ , η]) = [TeF (ξ) , TeF (η)] . (5.4)
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In particular, Adg : g → g is a Lie algebra isomorphism for every
g ∈ G. In addition,

expH ◦TeF = F ◦ expG, (5.5)

where expG : g→ G and expH : h→ H are the exponential maps. If
one takes G = H and F = ADg , this identity becomes

exp(Adgξ) = ADg(exp ξ) = g exp(ξ)g−1. (5.6)

If one takes H = Iso(g), the Lie group of Lie algebra isomorphisms of
g, then its Lie algebra is the Lie algebra Der(g) of derivations relative
to the bracket [·, ·]. Choosing in (5.5) F = Ad : G→ H = Iso(g), we
get for any ξ ∈ g

eadξ = Adexp ξ . (5.7)

(vii) Given a Lie algebra element ξ ∈ g, exp(tξ) defines a one-parameter
subgroup in G and hence t �→ Φexp tξ is a flow on the manifold P .
The vector field defined by this flow is denoted by ξP and is called the
infinitesimal generator of the action determined by ξ. Thus we have

ξP (z) =
d

dt

∣∣∣∣
t=0

Φexp(tξ)(z).

The infinitesimal generator has the following properties

(Adgξ)P = Φ∗
g−1ξP and [ξP , ηP ] = − [ξ , η]P (5.8)

for any g ∈ G and ξ, η ∈ g.

Examples 1. We deduce the formulas stated in §1.2. Let G = SO(3) acting
on R3 by matrix multiplication. The Lie algebra so(3) is the set of 3 × 3
skew symmetric matrices with Lie bracket the commutator. It is isomorphic to(
R3 , ×

)
via the map u ∈ R �→ û ∈ so(3) given by (1.13). The adjoint action

is hence

AdAû = AûA−1 = (Au)̂ .

Therefore,

[û, v̂] = adû v̂ =
d

dt

∣∣∣∣
t=0

(
etûv

)̂
= (ûv)ˆ = (u× v)ˆ .

The dual so(3)∗ is identified with R3 by the isomorphism Π ∈ R3 �→ Π̃ ∈
so(3)∗ given by Π̃(û) := Π · u for any u ∈ R3. Then the coadjoint action of
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SO(3) on so(3)∗ is given by(
Ad∗

A−1 Π̃
)

(û) = Π̃ ·AdA−1 û = Π̃ · (A−1u)̂ = Π ·ATu

= AΠ · u = (AΠ)˜(û),

that is, Ad∗
A−1 Π̃ = (AΠ)˜ , thereby recovering formula (1.20) in §1.2.

The infinitesimal generator corresponding to u ∈ R3 has the expression

uR3(x) =
d

dt

∣∣∣∣
t=0

etûx = û x = u× x. (5.9)

2. Let G = Diffvol(D) be the group of volume preserving diffeomorphisms
of the oriented Riemannian manifold (D, g). On D there is a unique volume
form µ which equals 1 on all positively oriented g-orthonormal bases of tan-
gent vectors at all points of D; this volume form µ is called the Riemannian
volume of (D, g) and we shall assume from now on that the orientation of D
is given by µ.

Let us show formally that the Lie algebra of Diffvol(D) is Xdiv(D) endowed
with the negative of the bracket of vector fields. First, as a vector space, the
Lie algebra of the group Diff(D) equals the space X(D) of vector fields on D.
Indeed, the flow of an arbitrary vector field is a smooth path in Diff(D) whose
tangent vector at time equal to zero is the given vector field.

Second, if ηt ∈ Diffvol(D) is the flow of the vector field v, then η∗t µ = µ,
so taking the derivative of this identity at t = 0 yields (div v)µ = £vµ = 0,
that is, v ∈ Xdiv(D).

Third, since ADη ϕ = η ◦ ϕ ◦ η−1, letting ϕt be the flow of v, we get

Adη v = TeADη(v) =
d

dt

∣∣∣∣
t=0

ADη ϕt =
d

dt

∣∣∣∣
t=0

(η ◦ ϕt ◦ η−1)

= Tη ◦ v ◦ η−1 = η∗v.

Fourth, if u, v ∈ Diffvol(D) and ϕt is the flow of u, the Lie algebra bracket
of u and v in Xdiv(D) is given by

d

dt

∣∣∣∣
t=0

Adϕt
v =

d

dt

∣∣∣∣
t=0

(ϕt)∗v =
d

dt

∣∣∣∣
t=0

(ϕ−t)∗v = −£uv = −[u, v].

Thus the left Lie algebra bracket on the space of vector fields equals the nega-
tive of the usual Jacobi-Lie bracket of vector fields.

Identify the dual Xdiv(D)∗ with dΩ1(D) (assuming that the first cohomol-
ogy group of D is zero). The coadjoint action of Diffvol(D) on dΩ1(D) is
computed in the following way. Let ω = dα ∈ dΩ1(D) and u ∈ Xdiv(D).
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Then〈
u,Ad∗

η−1 ω
〉

=
〈
Adη−1 u, ω

〉
=
∫
D

α(η∗u)µ =
∫
D

(η∗α)(u)µ = 〈u, η∗ω〉

by the change of variables formula, taking into account that the Jacobian of η
is one, and noting that dη∗α = η∗ω. Therefore Ad∗

η−1 ω = η∗ω.

5.2 Momentum Maps

Let the Lie group G with Lie algebra g act on the Poisson manifold P in a
canonical way, that is, (5.1) holds. Differentiating (5.1) with respect to g at the
identity in the direction of ξ ∈ g shows that the infinitesimal generator ξP is
an infinitesimal Poisson automorphism, i.e.,

ξP [{F1 , F2}] = {ξP [F1] , F2}+ {F1 , ξP [F2]}

for any F1, F2 ∈ F(P ). Denote by P(P ) the set of all vector fields satisfying
this relation and call this Lie subalgebra of X(P ) the Lie algebra of Poisson
bracket derivations or of infinitesimal Poisson automorphisms.

If ξ ∈ g we ask if the infinitesimal generator ξP is globally Hamiltonian.
That is, we seek a Hamiltonian function J ξ ∈ F(P ) such that XJξ = ξP for
every ξ ∈ g. Since the right hand side of this equation is linear in ξ, we shall
require that the map ξ ∈ g �→ Jξ ∈ F(P ) be also linear.

Definition 5.1 Let G be a Lie group acting canonically on the Poisson mani-
fold P . Suppose that there is a linear map J : g→ F(P ) such that

XJξ = ξP , (5.10)

for all ξ ∈ g, where ξP is the infinitesimal generator corresponding to ξ for
then G-action on P . Then the map J : P → g∗ defined by

〈J(z), ξ〉 = Jξ(z),

for all ξ ∈ g and z ∈ P , is called a momentum map of the G-action.

One of the first questions that arise is whether or not equation (5.10) deter-
mines J. Note that if J1 and J2 are functions verifying (5.10) then XJξ

1−Jξ
2

=

0, which is equivalent with the statement that J ξ1 − Jξ2 is a Casimir function.
If P is symplectic and connected then the Casimirs are the constants and so
equation (5.10) determines J only up to an element of g∗.

From the definition of J it follows that there is an isomorphism between
the set of maps P → g∗ and the set of maps g → F(P ). The collection of
functions Jξ as ξ varies on g are the components of the momentum map.
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To give a momentum map is therefore equivalent to specifying a linear map
J : g→ F(P ) making the following diagram

F(P )
F �→XF �� P(P )

g

ξ �→ξP
��

J

������������

commutative. Two natural questions arise:

(A) What are the obstructions to the existence of a momentum map?
(B) If the G-action admits a momentum map, under what conditions is it a Lie

algebra homomorphism?

Let us give some answers to these questions.

(A) The map H : F(P ) → P(P ) given by F �→ XF is a Lie algebra anti-
homomorphism. Denote by H(P ) the Lie algebra of globally Hamiltonian
vector fields. The existence of a momentum map is equivalent to be able to lift
the anti-homomorphism of Lie algebras ρ : ξ ∈ g �→ ξP ∈ P(P ) through H
to a linear map J : g → F(P ). So consider the following diagram where i is
the inclusion and π the projection

0 �� C(P ) i �� F(P ) H �� P(P ) π �� P(P )/H(P ) �� 0

g

ρ

��

J

������������

If the linear map J : g → F(P ) is such that H ◦ J = ρ, then π ◦ ρ =
π ◦ H ◦ J = 0 by the exactness of the sequence. Conversely, if π ◦ ρ = 0,
then ρ(g) ⊂ H(P ), that is, each ξP is globally Hamiltonian, so there exists a
function Jξ ∈ F(P ) such that ξP = XJξ . Requiring that ξ �→ Jξ be linear,
yields the existence of a momentum map. So under what conditions do we
have that π ◦ ρ = 0?

(i) If P is symplectic then P(P ) coincides with the Lie algebra of locally
Hamiltonian vector fields and P(P )/H(P ) is isomorphic to the first
cohomology group H1(P ), which is an Abelian Lie algebra. Thus,
in the symplectic case, π ◦ ρ = 0 if and only if the induced map
g/[g , g] → H1(P ) vanishes. This happens, for instance, if g is a
semisimple Lie algebra because in that case, [g, g] = g.

(ii) If P(P )/H(P ) = 0 then clearly π ◦ ρ = 0. If P is symplectic this is
equivalent to the vanishing of the first cohomology group H1(P ).
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(iii) If P is exact symplectic, i.e., the symplectic form is Ω = −dΘ, and Θ
is a g-invariant one-form, which means that £ξP Θ = 0 for all ξ ∈ g.
Indeed, diξP Θ + iξP dΘ = 0, implies that iξP Ω = d (iξP Θ), that is,
the momentum map is given by Jξ = iξP Θ.

(iv) An important special case of the previous situation is P = T ∗Q and
the G-action on P is lifted from a G-action on Q, that is,

g · αq = T ∗
g·qΦg−1 (αq),

for αq ∈ T ∗
qQ, g ∈ G, and Φ : G×Q→ Q an action. By theorem 2.14

a cotangent lift preserves the canonical one-form Θ on T ∗Q. There-
fore, by the previous case, this action admits a momentum map which
is given by 〈J, ξ〉 = iξP Θ. This expression can be further simplified
using (2.8) and the equivariance of the projection π : T ∗Q → Q, that
is, π◦T ∗Φg−1 = Φg◦π for all g ∈ G. The derivative of this relation rel-
ative to g at the identity in the direction ξ ∈ g yields Tπ ◦ ξP = ξQ ◦π.
Therefore

〈J(αq), ξ〉 = iξP Θ(αq) = 〈Θ(αq), ξP (αq)〉 = 〈αq, (Tπ ◦ ξP )(αq)〉
= 〈αq, (ξQ ◦ π)(αq)〉 = 〈αq, ξQ(q)〉 . (5.11)

(B) To say that J : g→ F(P ) is a Lie algebra homomorphism is equivalent
to the identity

J [ξ , η] =
{
Jξ, Jη

}
(5.12)

for all ξ, η ∈ g. How far are we from such a relation? To see this, note that

XJ [ξ,η] = [ξ, η]P (by definition of J)
= − [ξP , ηP ] (by (5.8))
= − [XJξ ,XJη ] (by definition of J)
= X{Jξ,Jη} (H is an antihomorphism ).

(5.13)

Equation (5.13) shows that J [ξ,η] −
{
Jξ, Jη

}
is a Casimir function, which we

shall denote by Σ(ξ, η). Thus J : g→ F(P ) is a Lie algebra homomorphism
if and only if Σ(ξ, η) = 0 for all ξ, η ∈ g.

The map Σ : g× g→ C(P ) has remarkable properties, easily deduced from
the definition: it is bilinear, antisymmetric, and satisfies the cocycle identity,

Σ(ξ , [η , ζ]) + Σ(η , [ζ , ξ]) + Σ(ζ , [ξ , η]) = 0

for all ξ, η, ζ ∈ g, that is, Σ is a C(P )-valued 2-cocycle of g. So J is a Lie
algebra homomorphism if and only if [Σ] = 0 in H2(g, C(P )), the second
C(P )-valued Lie algebra cohomology group of g.

When J verifies (5.12) we say that it is infinitesimally equivariant. This
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terminology is justified in the following way. The momentum map J : P → g∗

is said to be equivariant, if

Ad∗
g−1 ◦ J = J ◦ Φg

for all g ∈ G. Pairing this relation with η ∈ g, putting g = exp tξ, and
taking the derivative of the resulting relation at t = 0, yields (5.12). Thus
equivariance implies infinitesimal equivariance. The converse is also true if G
is connected (see [MaRa94], Theorem 12.3.2).

Here are two classes of equivariant momentum maps that appear often in
applications.

(i) The momentum map in point (A)(iii) is equivariant. Thus momentum
maps of cotangent lifted actions (see (5.11)) are always equivariant. To
see this, use (5.8) and G-invariance of Θ to get

〈J(g · z), ξ〉 = iξP Θ(g · z) = Θ(g · z) (ξP (g · z))
= Θ(g · z)

(
TzΦg(Φ∗

gξP )(z)
)

= (Φ∗
gΘ)(z)

(
(Adg−1 ξ)P (z)

)
= Θ(z)

(
(Adg−1 ξ)P (z)

)
= 〈J(z),Adg−1 ξ〉

= 〈Ad∗
g−1 J(z), ξ〉,

which shows that J(g · z) = Ad∗
g−1 J(z).

(ii) For compact groups one can always choose the momentum map to be
equivariant. More precisely, if the canonical G-action on the Poisson
manifold P admits a momentum map J : P → g∗ and G is a com-
pact Lie group, then J can be changed by the addition of an element
in L(g, C(P )) such that the resulting map is an equivariant momentum
map for the same action. In particular, if P is symplectic, J can be
changed by the addition of an element of g∗ on each connected compo-
nent of P so that the resulting map is an equivariant momentum map.

To prove this statement, define for each g ∈ G

Jg(z) := Ad∗
g−1 J(g−1 · z)

or equivalently,

(Jg)ξ := JAdg−1 ξ ◦ Φg−1 .

Then Jg is also a momentum map for the G-action on P . Indeed, if
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z ∈ P , ξ ∈ g, and F : P → R, we have by (5.8)

{F, (Jg)ξ}(z) = −d(Jg)ξ(z) ·XF (z)

= −dJAdg−1 ξ(g−1 · z) · TzΦg−1 ·XF (z)

= −dJAdg−1 ξ(g−1 · z) · (Φ∗
gXF )(g−1 · z)

= −dJAdg−1 ξ(g−1 · z) ·XΦ∗
gF

(g−1 · z)
= {Φ∗

gF, J
Adg−1 ξ}(g−1 · z)

= X
J

Ad
g−1 ξ [Φ∗

gF ](g−1 · z)
= (Adg−1ξ)P [Φ∗

gF ](g−1 · z)
= (Φ∗

gξP )[Φ∗
gF ](g−1 · z)

= dF (z) · ξP (z)

= {F, Jξ}(z).

Therefore, {F, (Jg)ξ−Jξ} = 0 for every F : P → R, that is, (Jg)ξ−
Jξ is a Casimir function on P for every g ∈ G and every ξ ∈ g.
Therefore, since J is a momentum map, so is Jg for every g ∈ G. Now
define

〈J〉 :=
∫
G

Jgdg

where dg denotes the normalized Haar measure on G, that is, the vol-
ume of G is one. Equivalently, this definition states that

〈J〉ξ :=
∫
G

(Jg)ξdg

for every ξ ∈ g. By linearity of the Poisson bracket in each factor, it
follows that

{F, 〈J〉ξ} =
∫
G

{F, (Jg)ξ}dg =
∫
G

{F, Jξ}dg = {F, Jξ}

for every F ∈ F(P ). Thus 〈J〉ξ−Jξ is a Casimir on P for every ξ ∈ g

which shows that 〈J〉 − J ∈ L(g, C(P ) and that 〈J〉 : P → g∗ is also
a momentum map for the G-action.

Finally we show that the momentum map 〈J〉 is equivariant. Indeed,
begin by noting that

Jg(h · z) = Ad∗
h−1 Jh

−1g(z)

for every g, h ∈ G. Using invariance of the Haar measure on G under
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translations and inversion, we have for any h ∈ G

〈J〉(h · z) =
∫
G

Ad∗
h−1 Jh

−1g(z)dg = Ad∗
h−1

∫
G

Jh
−1g(z)dg

= Ad∗
h−1

∫
G

Jk(z)dk = Ad∗
h−1〈J〉(z),

where in the third equality we made the change of variables g = hk.

A crucial property of infinitesimally equivariant momentum maps is given
in the following statement.

Theorem 5.2 If J is an infinitesimally equivariant momentum map for the
canonical G-action on the Poisson manifold P then J is a Poisson map, that
is,

J∗ {F1 , F2}+ = {J∗F1 , J∗F2}

for all F1, F2 ∈ F(g∗), where { , }+ denotes the + Lie-Poisson bracket on g∗.

Proof For F1, F2 : g∗ → R, z ∈ P , and µ = J(z) ∈ g∗, let ξ := δF1
δµ and

η := δF2
δµ . Then

J∗ {F1, F2}+ (z) = {F1, F2}+ (J(z)) =
〈
µ ,
[
δF1
δµ , δF2

δµ

]〉
= 〈J(z) , [ξ, η]〉 = J [ξ,η](z)
=
{
Jξ, Jη

}
,

where the last equality follows by infinitesimal equivariance.
But, for z ∈ P and vz ∈ TzP , we have

d (F1 ◦ J) (z)(vz) = dF1(µ) (TzJ(vz)) =
〈
TzJ(vz) , δF1

δµ

〉
= 〈TzJ(vz) , ξ〉 = dJξ(z)(vz).

Thus d (F1 ◦ J) (z) = dJξ(z). So, as the Poisson bracket on P depends only
on the point values of the first derivatives, we have

{F1 ◦ J , F2 ◦ J} (z) =
{
Jξ, Jη

}
(z)

which proves the theorem. �

Remark 5.3 The same result holds if G acts on the right, provided that we
consider on g∗ the minus Lie-Poisson structure.
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Theorem 5.4 (Noether’s Theorem) Let P be a Poisson manifold, G a Lie
group acting canonically on P admitting a momentum map J and H : P → R

a G-invariant function. Then J is a constant of motion for H . That is, if φt is
the flow of XH then J ◦ φt = J.

Proof If H is G-invariant then ξP [H] = 0 which implies

0 = ξP [H] = XJξ [H] =
{
H,Jξ

}
= −XH [Jξ].

So Jξ is constant on the flow of XH for every ξ ∈ g. �

5.3 Examples of Momentum Maps

1. The Hamiltonian
The flow φt of a complete vector field on a manifold P defines an R-action

on P given by φ(t, z) := φt(z).
Consider the R-action on a Poisson manifold P given by the flow of a com-

plete Hamiltonian vector field XH . Since the flow of XH is canonical, this
action preserves the Poisson bracket. Let us show that H : P → R is an
equivariant momentum map for this action. Indeed, if s ∈ R, its infinitesimal
generator is

sP (z) =
d

dε

∣∣∣∣
ε=0

φεs(z) = sXH(z) = XsH(z)

which shows that Js = sH . Identifying R with R∗ using the product of el-
ements in R, we get hence J = H . Invariance of H is equivalent to the
conservation of energy.

2. Linear momentum
Let N ∈ N and consider the N -particle system, with configuration space

Q = R3N . Let R3 act on Q by translations, i.e., Φ : R3 ×Q→ Q is given by(
x, (q1, . . . ,qN )

)
�→ (q1 + x, . . . ,qN + x).

The infinitesimal generator corresponding to ξ ∈ R3 is:

ξQ(q1, . . . ,qN ) =
d

dt

∣∣∣∣
t=0

Φ(tξ, (q1, . . . ,qN ))

=
d

dt

∣∣∣∣
t=0

(q1 + tξ, . . . ,qN + tξ)

= (ξ, . . . , ξ) ∈ T(q1,...,qN )R
3N .
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Thus, by (5.11), the lifted R3N -action to T ∗R3N admits an invariant momen-
tum map given by〈

J(q1, . . .qN ,p1, . . . ,pN ), ξ
〉

=
〈
(p1, . . .pN ), ξQ(q1, . . . ,qN )

〉
= p1 · ξ + · + pN · ξ = (p1 + . . .pN ) · ξ,

that is, J(q1, . . .qN ,p1, . . . ,pN ) = p1 + . . .pN , which is the classical linear
momentum.

3. Angular momentum
Let Q = R3 and Φ : SO(3)× R3 → R3 be the standard action Φ(A,q) :=

Aq. Using the isomorphism of the Lie algebras (R3,×) and (so(3) , [ , ])
given by (1.13) and the expression (5.9) of the infinitesimal generator, the
equivariant momentum map (5.11) for the lifted action of SO(3) to T ∗Q is
given by

〈J(q,p), ξ〉 = 〈(q,p), ξQ(q)〉 = p · (ξ × q) = (q× p) · ξ,

where ξ ∈ R3. Thus J(q,p) = q × p which is the classical angular momen-
tum.

4. Momentum map for matrix groups
Denote by GL(n,R) the group of linear isomorphisms of Rn to Rn, that

is the general linear group. Let G be a Lie subgroup of GL(n,R), with Lie
algebra g ⊂ gl(n,R). Consider the action of G on Q := Rn to be by matrix
multiplication on the left, that is, Φ : (A,q) ∈ G × Rn �→ Aq ∈ Rn. For
ξ ∈ g the corresponding infinitesimal generator is given by:

ξQ(q) =
d

dt

∣∣∣∣
t=0

exp(tξ)q = ξq.

Identify gl(n,R)∗ with gl(n,R) via the positive definite inner product on gl(n,R)
given by

〈a, b〉 = trace (aT b), (5.14)

where aT is the transpose of a. By (5.11), the momentum map for the cotan-
gent lifted action is given by:

〈J(q,p), ξ〉 = p · ξQ(q) = p · ξq = trace (pT ξq)

= trace (qpT ξ) =
〈
pqT , ξ

〉
.

for any ξ ∈ g. Now write gl(n,R) = g ⊕ g⊥, where the perpendicular is
taken relative to the inner product (5.14) and let Πg : gl(n,R) → g be the
corresponding orthogonal projection. Then g is identified with g∗ and we get,
J(q,p) = Πg(pqT ).
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5. Canonical momentum map on g∗

The Lie group G acts on the dual g∗ of its Lie algebra g by the coadjoint
action. Since Adg : g → g is a Lie algebra isomorphism for every g ∈ G,
Proposition 4.10 insures that the coadjoint action is canonical relative to the
Lie-Poisson bracket on g∗. The infinitesimal generator corresponding to ξ ∈ g

for the coadjoint action is, for µ ∈ g∗ and η ∈ g, given by:

〈ξg∗(µ), η〉 = d

dt

∣∣∣∣
t=0

〈
Ad∗

exp(−tξ) µ, η
〉

=
d

dt

∣∣∣∣
t=0

〈
µ,Adexp(−tξ) η

〉
= 〈µ, [−ξ, η]〉 = 〈µ,− adξ η〉 =

〈
− ad∗

ξ µ, η
〉
, (5.15)

so ξg∗ = − ad∗
ξ for every ξ ∈ g.

By Proposition 4.9, the Hamiltonian vector field for H ∈ F(g∗) has the
expression

XH(µ) = ∓ ad∗
δH/δµ µ.

Therefore, the momentum map for the coadjoint action, if it exists, must satisfy

∓ ad∗
δJξ/δµ µ = − ad∗

ξ µ for all ξ ∈ g, and µ ∈ g∗,

which shows that the momentum map for the coadjoint action exists and is
given by 〈J(µ), ξ〉 = ±〈µ, ξ〉. Therefore J = ± idg∗ .

6. Momentum map for products
Let P1 and P2 be Poisson manifolds and P1 × P2 be their product endowed

with the product Poisson structure, that is, if F,H : P1 × P2 → R, then

{F,H}P1×P2(z1, z2) = {Fz2 ,Hz2}P1(z1) + {Fz1 ,Hz1}P2(z2),

where Fz1 := F (z1, ·) : P2 → R and similarly for Fz2 := F (·, z2) : P1 → R.
Let Φ : G × P1 → P1 and Ψ : G × P2 → P2 be canonical G-actions

admitting (equivariant) momentum maps J1 : P1 → g∗1 and J2 : P2 → g∗2
respectively. Then the product action Π : G × P1 × P2 → P1 × P2 given
by Π(g, (z1, z2)) := (Φ(g, z1),Ψ(g, z2)) admits an (equivariant) momentum
map J : P1 × P2 → g∗ given by J(z1, z2) = J1(z1) + J2(z2).

To prove this statement, we begin by showing that the action Π is canonical.
Indeed, for every g ∈ G we get

{F,H}P1×P2 (Πg(z1, z2)) = {F,H}P1×P2(Φ(g, z1),Ψ(g, z2))

= {Fg·z2 ,Hg·z2}P1(Φ(g, z1)) + {Fg·z1 ,Hg·z1}P2(Ψ(g, z2))

= {Fg·z2 ◦ Φg,Hg·z2 ◦ Φg}P1(z1) + {Fg·z1 ◦Ψg,Hg·z1 ◦ ψg}P2(z2)

= {(F ◦Πg)z2 , (H ◦Πg)z2}P1(z1) + {(F ◦Πg)z1 , (H ◦Πg)z1}P2(z2)

= {F ◦Πg,H ◦Πg}P1×P2(z1, z2).
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For ξ ∈ g, the infinitesimal generator of Π corresponding to ξ is given by

ξP1×P2(z1, z2) =
d

dt

∣∣∣∣
t=0

Π(exp(tξ), (z1, z2))

=
d

dt

∣∣∣∣
t=0

(Φ(exp(tξ), z1),Ψ(exp(tξ), z2))

= (ξP1(z1), ξP2(z2)) =
(
XJξ

1
(z1),XJξ

2
(z2)

)
= X(Jξ

1 ,J
ξ
2 )(z1, z2),

where the Hamiltonian vector field in the last line is on P1×P2 for the function
(Jξ1 , J

ξ
2 )(z1, z2) := (Jξ1 (z1), J

ξ
2 (z2)) = 〈J1(z1) + J2(z2), ξ〉. This shows

that a momentum map for the product action is given indeed by J(z1, z2) =
J1(z1) + J2(z2), as stated.

If J1 and J2 are equivariant so is J, as an easy computation shows.

7. Momentum maps for the cotangent lift of the left and right translations
of G to T ∗G

Let G be a Lie group and denote by Lg(h) := gh and Rg(h) := hg the left
and right translations of G on itself. Denote by JL and JR the corresponding
equivariant momentum maps of the lifts of these actions to T ∗G. To compute
these momentum maps we use (5.11) to get for any αg ∈ T ∗

gG and ξ ∈ g

〈JL(αg), ξ〉 =
〈
αg,

d

dt

∣∣∣∣
t=0

Lexp(tξ)g

〉
= 〈αg, TeRgξ〉 = 〈T ∗

eRgαg, ξ〉

〈JR(αg), ξ〉 =
〈
αg,

d

dt

∣∣∣∣
t=0

Rexp(tξ)g

〉
= 〈αg, TeLg · ξ〉 = 〈T ∗

e Lgαg, ξ〉 ,

which shows that

JL(αg) = T ∗
eRgαg and JR(αg) = T ∗

e Lgαg. (5.16)

8. Momentum map in Maxwell’s equations
Let A be the space of vector potentials A on R3, that is, smooth functions

A : R3 → R3. Let P := T ∗A, whose elements are denoted (A,−E) with A
and E vector fields on R3. Let G = F(R3) act on A by

φ ·A = A + gradφ.

The Lie algebra g of G coincides with F(R3) and we formally think of g∗ as g

via the weakly nondegenerate L2 pairing. Thus given ξ ∈ g, the corresponding
infinitesimal generator is:

ξA(A) = grad ξ.
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Assuming that all computations below are justified by imposing the relevant
decay conditions at infinity, the momentum map (5.11) becomes in this case〈

J(A,−E), ξ
〉

=
∫
−E · grad ξ d3x =

∫
(divE) ξ d3x.

Thus the invariant momentum map J : T ∗A → F(R3) is J(A,−E) = divE.

9. Clairaut’s Theorem
Let Q be the surface of revolution obtained by rotating the graph of the

smooth function r = f(z) about the z-axis. Pull back the usual Riemannian
metric given by the Euclidean inner product on R3 to Q and identify T ∗Q with
TQ using this induced metric. The circle S1 acts on Q and the Riemannian
metric on Q is obviously invariant under this action. Consider the geodesic
flow on Q, so the Hamiltonian of this vector field on TQ is given by the kinetic
energy of the metric; thus it is also S1 invariant. The infinitesimal generator of
ξ ∈ R, the Lie algebra of S1, is given by

ξQ(q) =
d

dt

∣∣∣∣
t=0

 cos tξ − sin tξ 0
sin tξ cos tξ 0

0 0 1

q = ξk̂q = ξk× q.

Therefore, the momentum map J : TQ→ R, given by (5.11), has the expres-
sion

J(q,v) = v · ξk× q = ξr‖v‖ cos θ

since r is the distance of q to the z-axis and where θ is the angle between v
and the horizontal plane. Recall that ‖v‖ is conserved since the kinetic energy
is constant on the geodesic flow. By Noether’s theorem it follows that J is
conserved which then implies that r cos θ is conserved along any geodesic on
Q. This is the statement of the classical Clairaut’s theorem.

10. Momentum map for symplectic representations
Let (V,Ω) be a symplectic vector space and let G be a Lie group acting lin-

early and symplectically on V . This action admits an equivariant momentum
map J : V → g given by

Jξ(v) = 〈J(v), ξ〉 = 1
2
Ω(ξ · v, v),

where ξ · v denotes the Lie algebra representation of the element ξ ∈ g on the
vector v ∈ V . To verify this, note that the infinitesimal generator ξV (v) = ξ ·v,
by the definition of the Lie algebra representation induced by the given Lie
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group representation, and that Ω(ξ · u, v) = −Ω(u, ξ · v) for all u, v ∈ V .
Therefore

dJξ(u)(v) =
1
2
Ω(ξ · u, v) +

1
2
Ω(ξ · v, u) = Ω(ξ · u, v).

Equivariance of J follows from the obvious relation g−1 ·ξ ·g·v = (Adg−1 ξ)·v
for any g ∈ G, ξ ∈ g, and v ∈ V .

11. Cayley-Klein parameters and the Hopf fibration
Consider the natural action of SU(2) on C2. Since this action is by isome-

tries of the Hermitian metric, it is automatically symplectic and therefore has
a momentum map J : C2 → su(2)∗ given in example 10, that is,

〈J(z, w), ξ〉 = 1
2
Ω(ξ · (z, w), (z, w)),

where z, w ∈ C and ξ ∈ su(2). Now recall from §2.1 that the symplectic form
on C2 is given by minus the imaginary part of the Hermitian inner product.
The Lie algebra su(2) of SU(2) consists of 2× 2 skew Hermitian matrices of
trace zero. This Lie algebra is isomorphic to so(3) and therefore to (R3,×) by
the isomorphism given by

x = (x1, x2, x3) ∈ R
3 �→ x̃ :=

1
2

[
−ix3 −ix1 − x2

−ix1 + x2 ix3

]
∈ su(2).

Thus we have [x̃, ỹ] = (x× y)˜ for any x,y ∈ R3. Other useful relations are
det(2x̃) = ‖x‖2 and trace(x̃ỹ) = − 1

2x · y. Identify su(2)∗ with R3 by the
map µ ∈ su(2)∗ �→ µ̌ ∈ R3 defined by

µ̌ · x := −2〈µ, x̃〉

for any x ∈ R3. With these notations, the momentum map J̌ : C2 → R3 can
be explicitly computed in coordinates: for any x ∈ R3 we have

J̌(z, w) · x = −2〈J(z, w), x̃〉

=
1
2

Im
([

−ix3 −ix1 − x2

−ix1 + x2 ix3

] [
z

w

]
·
[

z

w

])
= −1

2
(2Re(wz), 2 Im(wz), |z|2 − |w|2) · x.

Therefore

J̌(z, w) = −1
2
(2wz, |z|2 − |w|2) ∈ R

3.

By Theorem 5.2, J̌ is a Poisson map from C2, endowed with the canonical
symplectic structure, to R3, endowed with the + Lie Poisson structure. There-
fore, −J̌ : C2 → R3 is a canonical map, if R3 has the − Lie-Poisson bracket
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relative to which the free rigid body equations are Hamiltonian. Pulling back
the Hamiltonian H(Π) = Π · I−1Π/2 to C2 gives a Hamiltonian function
(called collective) on C2. The classical Hamilton equations for this function
are therefore projected by −J̌ to the rigid body equations Π̇ = Π× I−1Π. In
this context, the variables (z, w) are called the Cayley-Klein parameters. They
represent a first attempt to understand the rigid body equations as a Hamilto-
nian system, before the introduction of Poisson manifolds. In quantum me-
chanics, the same variables are called the Kustaanheimo-Stiefel coordinates.
A similar construction was carried out in fluid dynamics making the Euler
equations a Hamiltonian system relative to the so-called Clebsch variables.

Now notice that if (z, w) ∈ S3 := {(z, w) ∈ C2 | |z|2 + |w|2 = 1}, then
‖ − J̌(z, w)‖ = 1/2, so that −J̌|S3 : S3 → S2

1/2, where S2
1/2 is the sphere in

R3 of radius 1/2. It is also easy to see that−J̌|S3 is surjective and that its fibers
are circles. Indeed, given (x1, x2, x3) = (x1 + ix2, x3) = (reiψ, x3) ∈ S2

1/2,
the inverse image of this point is

− J̌−1(reiψ, x3) ={(
eiθ
√

1
2

+ x3, eiϕ
√

1
2
− x3

)
∈ S3 | ei(θ−ϕ+ψ) = 1

}
.

One recognizes now that −J̌|S3 : S3 → S2 is the Hopf fibration. In other
words, the momentum map of the SU(2)-action on C2, the Cayley-Klein pa-
rameters, the Kustaanheimo-Stiefel coordinates, and the family of Hopf fibra-
tions on concentric three-spheres in C2 are the same map.

6 Lie-Poisson and Euler-Poincaré Reduction

In this lecture we shall present the simplest case of reduction, namely the Lie-
Poisson reduction theorem. It states that the quotient of a cotangent bundle
of a Lie group by the lift of the left or right translation is Poisson isomorphic
to the dual of the Lie algebra endowed with the ± Lie-Poisson bracket. The
symplectic leaves of this Poisson structure are the connected components of the
coadjoint orbits. The Lagrangian version of this result is a reduced constrained
variational principle that is equivalent to first order equations on the dual of
the Lie algebra, called Euler-Poincaré equations. We shall carry out in detail
several examples both in finite and in infinite dimensions.
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6.1 Lie-Poisson Reduction

One way to construct new Poisson manifolds out of known ones is by symme-
try reduction.

Let G be a Lie group acting canonically on a Poisson manifold P . Assume
that the orbit space P/G is a smooth manifold and the quotient projection
π : P → P/G a surjective submersion. This is the case, for example, if the
G-action is proper and free, or proper with all isotropy groups conjugate. Then
there exists a unique Poisson bracket {·, ·}P/G on P/G relative to which π is
a Poisson map. The Poisson bracket on P/G is given in the following way. If
F̂ , Ĥ ∈ F(P/G), then F̂ ◦π, Ĥ◦π ∈ F(P ) are G-invariant functions and, due
to the fact that the action is canonical, their Poisson bracket {F̂ ◦ π, Ĥ ◦ π} is
also G-invariant. Therefore, this function descends to a smooth function on the
quotient P/G; this is, by definition, {F̂ , Ĥ}P/G and we have, by construction,

{F̂ ◦ π, Ĥ ◦ π} = {F̂ , Ĥ}P/G ◦ π. It is easy to see that {·, ·}P/G so defined
satisfies all the axioms of a Poisson bracket. This proves in a constructive
way the existence of the Poisson bracket on the quotient. In addition, because
π : P → P/G is a surjective Poisson submersion, the bracket on the quotient
is necessarily unique with the requirement that π is a Poisson map.

When the manifold P is the cotangent bundle T ∗G of a Lie group G and
the action of G on T ∗G is by cotangent lift of the left (or right) translation
of G on itself, the reduced space (T ∗G)/G is naturally diffeomorphic to the
dual g∗ of the Lie algebra g of G. The goal of this section is to show that the
quotient Poisson bracket is the minus (or plus) Lie-Poisson bracket. To do this,
we follow the presentation in [MaRa94], §13, and we will give two proofs.

First Proof. The left and right translations by g ∈ G are denoted by Lg(h) :=
gh and Rg(h) = hg. Let FL(T ∗G) be the space of smooth left-invariant
functions on T ∗G, that is, FL ∈ FL(T ∗G) if and only if FL ◦ T ∗Lg = FL
for all g ∈ G, where T ∗Lg is the cotangent lift of Lg . Similarly, a right-
invariant function FR verifies FR ◦ T ∗Rg = FR and the space of all smooth
right invariant functions on T ∗G is denoted byFR(T ∗G). Note thatFL(T ∗G)
and FR(T ∗G) are closed under Poisson bracket.

Any F ∈ F(g∗) can be uniquely extended to a left (respectively right) in-
variant function FL (respectively FR) on T ∗G by setting

FL(αg) := F (T ∗
e Lgαg) = (F ◦ JR)(αg)

(respectively FR(αg) := F (T ∗
eRgαg) = (F ◦ JL)(αg)). Here JL and JR are

the momentum maps for the left and right translations given by (5.16).
So, composition with JR (respectively with JL) defines, by Theorem 5.2, an

isomorphism of Poisson algebrasF(g∗−)→ FL(T ∗G) (respectively,F(g∗+)→
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FR(T ∗G)) whose inverse is the restriction to the fiber T ∗
eG = g∗:

{F,H}− ◦ JR = {F ◦ JR,H ◦ JR} = {FL,HL} ,
{F,H}+ ◦ JL = {F ◦ JL,H ◦ JL} = {FR,HR} ,

{F,H}− = {FL,HL} |g∗ , and {F,H}+ = {FR,HR} |g∗ ,

where {·, ·}± are the Lie-Poisson brackets on g∗ and {·, ·} is the Poisson
bracket on T ∗G. �

While mathematically correct, this proof is unsatisfactory for it requires to
know a priori that g∗ is a Poisson manifold. This is why we shall give below
a second proof in which the Lie-Poisson bracket is discovered by carrying out
the identification of (T ∗G)/G with g∗ explicitly.

Second Proof. This is done in several steps. We begin by noting that the map
P : X ∈ X(Q) �→ 〈·,X〉 ∈ L(T ∗Q), where

L(T ∗Q) := {f ∈ F(T ∗Q) | f linear on the fibers }

is a Poisson subalgebra of F(T ∗Q), is a Lie algebra anti-isomorphism. To
see this, work in coordinates and note that F,H ∈ L(T ∗Q) if and only if
F (q, p) = Xi(q)pi,H(q, p) = Y i(q)pi and hence

{F,H} (q, p) =
∂F

∂qj
∂H

∂pj
− ∂H

∂qj
∂F

∂pj
=
(
∂Xi

∂qj
Y i − ∂Y i

∂qj
Xi

)
pi.

Thus, {P(X),P(Y )} = −P ([X,Y ]). This immediately implies that the lin-
ear isomorphism Y ∈ X(Q) �→ XP(Y ) ∈ {XF | F ∈ L(T ∗Q)} preserves the
Lie brackets. Indeed,

[X,Y ] �→ XP([X,Y ]) = −X{P(X),P(Y )} = [XP(X),XP(Y )]

for any X,Y ∈ X(Q). Thus Y ∈ X(Q) �→ XP(Y ) ∈ {XF | F ∈ L(T ∗Q)} is
a Lie algebra isomorphism.

Next we prove that if the flow of X ∈ X(Q) is φt then its cotangent lift
T ∗φ−t is the flow of XP(X).

To see this, let π : T ∗Q→ Q be the canonical projection. Differentiating at
t = 0 the equation π ◦ T ∗φ−t = φt ◦ τQ, we get

Tπ ◦ Y = X ◦ π where Y (αq) =
d

dt

∣∣∣∣
t=0

T ∗φ−t(αq).

So T ∗φ−t is the flow of Y . As T ∗φ−t preserves the canonical one-form, it
follows that £YΘ = 0 and hence iY Ω = d(iYΘ). This shows that Y is
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Hamiltonian with energy iYΘ(αq) = 〈αq, (Tπ ◦ Y )(αq)〉 = 〈αq,X(q)〉 =
P(X)(αq), that is, Y = XP(X), which proves the statement.

Finally we shall implement the diffeomorphism between (T ∗G)/G and g∗

given by dropping to the quotient the left invariant map JR : T ∗G → g∗.
Concretely, we shall prove that the push-forward by this diffeomorphism of
the quotient Poisson bracket on (T ∗G)/G gives the known formula

{F,H}− (µ) = −
〈
µ ,

[
δF

δµ
,
δH

δµ

]〉
.

To achieve this, we shall show that if F,H ∈ F(g∗), we get the identity
{FL,HL}|g∗ = {F,H}−.

This is done in the following way. Since the Poisson bracket of any F,H ∈
F(g∗) depends only on the differentials of F and H , it is enough to prove the
statement for linear functions on g∗. So we can replace the general smooth
function F : g∗ → R with its linear part

F @(µ) :=
〈
µ,

δF

δµ

〉
.

Then, denoting by ξL the left invariant vector field on G whose value at the
identity is ξ ∈ g, that is, ξL(g) := TeLgξ, we get

F @L(αg) = F @
(
TeL

∗
g(αg)

)
=
〈
TeL

∗
g(αg),

δF

δµ

〉
=
〈
αg, TeLg

(
δF

δµ

)〉
=
〈
αg,

(
δF

δµ

)
L

(g)
〉

= P
((

δF

δµ

)
L

)
(αg).

Therefore if µ ∈ g∗ we have{
F @L,H

@
L

}
|g∗(µ) =

{
F @L,H

@
L

}
(µ) =

{
P
((

δF

δµ

)
L

)
,P
((

δH

δµ

)
L

)}
(µ)

= −P
([(

δF

δµ

)
L

,

(
δH

δµ

)
L

])
(µ)

= −P
([

δF

δµ
,
δH

δµ

]
L

)
(µ) = −

〈
µ,

[
δF

δµ
,
δH

δµ

]
L

(e)
〉

= −
〈
µ ,

[
δF

δµ
,
δH

δµ

]〉
= {F,H}− (µ) =

{
F @,H@

}
(µ),

which ends the proof. �

Thus, the identification of the set of real-valued functions on g∗ with the
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left (respectively, right) invariant functions on T ∗G endows g∗ with the minus
(respectively the plus) Lie-Poisson bracket.

6.2 Lie-Poisson Reduction of Dynamics

In this section we shall discuss the Lie-Poisson reduction of dynamics. Since
the momentum maps JR : T ∗G→ g∗− and JL : T ∗G→ g∗+ are Poisson maps,
they will map integral curves of left and right invariant Hamiltonian vector
fields to integral curves of Lie-Poisson Hamiltonian systems. This immediately
yields the following theorem.

Theorem 6.1 (Lie-Poisson reduction of dynamics) If H : T ∗G → R is a
left (respectively, right) G-invariant function its restriction H− := H|g∗ (re-
spectively, H+ := H|g∗ ) to g∗ satisfies

H = H− ◦ JR (respectively H+ = H ◦ JL),

where JR = T ∗Lgαg and JL = T ∗Rgαg for all αg ∈ T ∗
gG.

The flow Ft of XH on T ∗G and the flow, F−
t of XH− on g∗− (respectively,

F+
t of XH+ on g∗+) are related by JR ◦Ft = F−

t ◦JR (respectively, JL ◦Ft =
F+
t ◦ JL.

As the original Hamiltonian and the reduced Hamiltonian are related by a
momentum map we can get some additional information using the fact that the
momentum map is a conserved quantity.

Proposition 6.2 Let H : T ∗G → R be left-invariant, H− = H|g∗ , α(t) ∈
T ∗
g(t)G an integral curve of XH , µ(t) = JR(α(t)), and ν = JL(α(t)). Then

ν = Ad∗
g(t)−1 µ(t).

Proof The curve ν(t) := JL(α(t)) = T ∗
eRg(t)α(t) is constant by the Noether

theorem, say equal to ν. As µ(t) = JR(α(t)) = T ∗
e Lg(t)α(t), we get

ν = T ∗
eRg(t)α(t) =

(
T ∗
eRg(t) ◦ T ∗

g(t)Lg−1(t)

)
µ(t) = Ad∗

g−1(t) µ(t)

which proves the statement. �

It is interesting to relate the reduced dynamics to its left (right) trivializa-
tion. Explicitly, T ∗G is diffeomorphic to G × g∗ via the left trivialization
diffeomorphism

λ : T ∗G→ G× g∗, λ(αg) := (g, T ∗
e Lg(αg)) = (g,JR(αg)) .
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Since JR is equivariant, λ is an equivariant diffeomorphism for the cotangent
lift of the left translation and the following action of G on G× g∗

g · (h , µ) := (gh, µ).

Thus (T ∗G)/G is diffeomorphic to (G × g∗)/G. As G does not act on g∗,
it follows that (G × g∗)/G is equal to g∗ and we see again that (T ∗G)/G is
diffeomorphic to g∗.

If XH is the Hamiltonian vector field on T ∗G for a left invariant Hamilto-
nian H , a lengthy but elementary computation (see, e.g. [MaRa94], Proposi-
tion 13.4.3) shows that the left trivialization λ∗XH equals

(λ∗XH) =
(
TeLg

δH−

δµ
, µ, ad∗

δH−/δµ µ

)
∈ TgG× Tµg

∗, (6.1)

which says that Hamilton’s equations on G × g∗ for the push forward Hamil-
tonian function λ∗H and the push forward symplectic form λ∗Ω are

µ̇ = ad∗
δH−/δµ µ, ġ = TeLg

δH−

δµ
. (6.2)

Note that the first equation is just the Lie-Poisson reduced Hamiltonian vector
field and hence does not depend on g ∈ G. Once the first equation is solved,
the second one yields a linear equation with time dependent coefficients, that
is, the second equation is what one usually calls a “quadrature”. We summarize
these remarks in the following Reconstruction Theorem.

Theorem 6.3 Let H : T ∗G → R be a left-invariant Hamiltonian, H− :=
H|g∗ , and µ(t) the integral curve of the Lie-Poisson equations

dµ

dt
= ad∗

δH−/δµ µ

with initial condition µ(0) = T ∗
e Lg0(αg0). Then the integral curve α(t) ∈

T ∗
g(t)G of XH with initial condition α(0) := αg0 is given by

α(t) = T ∗
g(t)Lg(t)−1µ(t),

where g(t) is the solution of the equation

dg(t)
dt

= TeLg(t)
δH−

δµ
,

with initial condition g(0) = g0.

Proof A curve α(t) is the unique integral curve of XH with initial condition
α(0) = αg0 if and only if

λ(α(t)) = (g(t) , T ∗
e Lg(t)α(t)) = (g(t), JR(α(t))) = (g(t) , µ(t))
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is the unique integral curve of λ∗XH with initial condition

λ(α(0)) = (g0 , T
∗
e Lg0αg0).

So, the result follows from equation (6.1). �

A similar statement holds for right invariant Hamiltonians by replacing ev-
erywhere “left” by “right” and − by + in the Lie-Poisson equations.

6.3 Coadjoint Orbits

In §4.2 we studied the internal structure of a Poisson manifold, namely, its
stratification into a disjoint union of symplectic leaves. In this section we shall
see that the symplectic leaves of the Poisson manifold g∗ endowed with the
Lie-Poisson bracket are the connected components of the coadjoint orbits.

The coadjoint orbit O(µ) through µ ∈ g∗ is the subset of g∗ defined by

O(µ) := G · µ :=
{
Ad∗

g−1(µ) : g ∈ G
}
.

Like the orbit of any Lie group, O(µ) is an immersed submanifold of g∗ but
is not, in general, a submanifold of g∗. If G is compact then O(µ) is a closed
embedded submanifold of g∗. This is, in general, not true for an arbitrary Lie
group. Coadjoint orbits of algebraic groups are also embedded submanifolds.

For any smooth Lie group action Φ : G ×M → M on a manifold M , the
orbit through a point m ∈M is the set

Om = {Φ(g,m) | g ∈ G} ⊂M.

For m ∈M , the isotropy subgroup of Φ at m is

Gm = {g ∈ G | Φ(g,m) = m ∈ G} ⊂ G.

Since the map Φm : G→ M , given by Φm(g) := Φ(g,m), is smooth, Gm =
(Φm)−1(m) is a closed subgroup and hence a Lie subgroup of G. The bijective
map [g] ∈ G/Gm �→ Φ(g,m) ∈ Om induces a manifold structure on Om that
makes it diffeomorphic to the smooth homogeneous manifold G/Gm.

Recall that for ξ ∈ g the family of diffeomorphisms t �→ Φexp (tξ) on M de-
fines a flow and the corresponding vector field ξM ∈ X(M) is the infinitesimal
generator of the action. Thus

ξM (m) :=
d

dt

∣∣∣∣
t=0

Φexp (tξ)(m).

This definition shows that the tangent space to the orbit Om is given by

TmOm = {ξM (m) | ξ ∈ g} .
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We apply these general considerations to M = g∗ and the G-action the
coadjoint action. Then the orbit through µ ∈ g∗ is diffeomorphic to G/Gµ,
where Gµ is the isotropy subgroup of µ

Gµ =
{
g ∈ G | Ad∗

g µ = µ
}
.

We recall that for ξ ∈ g, the infinitesimal generator for the coadjoint action
corresponding to ξ is given by (5.15), that is,

ξg∗(µ) = − ad∗
ξ µ.

Therefore

TµOµ =
{
− ad∗

ξ µ | ξ ∈ g
}

= g◦µ,

where g◦µ := {ν ∈ g∗ | 〈ν, η〉 = 0 for all η ∈ gµ}, gµ = {ξ ∈ g | ad∗
ξ µ = 0},

and 〈·, ·〉 : g∗ × g → R is a strongly nondegenerate pairing (see [MaRa94],
Proposition 14.2.1).

The next theorems show that the symplectic leaves of the Poisson manifold
g∗ are the connected components of the coadjoint orbits and give explicitly the
symplectic form. The proofs can be found in [MaRa94].

Theorem 6.4 Let G be a Lie group and letO ⊂ g∗ be a coadjoint orbit. Then
O is a symplectic manifold relative to the orbit symplectic form

ω±(µ)
(
ξg∗(µ), ηg∗(µ)

)
:= ±〈µ, [ξ, η]〉 (6.3)

for all µ ∈ O and ξ, η ∈ g.

The symplectic form (6.3) is also known as the Kostant-Kirillov-Souriau
symplectic form.

Theorem 6.5 The Lie-Poisson bracket and the coadjoint orbit symplectic struc-
ture are consistent in the following sense: for F,H : g∗ → R and O a coad-
joint orbit in g∗, we have

{F,H}+|O = {F |O,H|O}+,

where, {·, ·}+ is the + Lie-Poisson bracket, while {·, ·}+ is the Poisson bracket
defined by the + coadjoint symplectic orbit structure ω+ on O. Similarly,

{F,H}−|O = {F |O,H|O}−.

We summarize below some results for coadjoint orbits:
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• For µ, ν ∈ g∗− and H : g∗ → R, the Hamiltonian vector field for H is
XH(ν) = ad∗

δH/δν(ν). Therefore, if ν ∈ O then XH(ν) is tangent to O.
So the trajectory of XH starting at µ ∈ O ⊂ g∗ stays in O.
• Recall that a function C ∈ F(g∗) is a Casimir if and only if 0 = XC(µ) =

ad∗
δC/δµ µ. Thus if C is a Casimir of g∗ then δC/δµ ∈ gµ for all µ ∈ g∗.

• (Duflo-Vergne Theorem) Let g be a finite-dimensional Lie algebra with
dual g∗ and let r := min{dim gµ | µ ∈ g∗}. The set {µ ∈ g∗ | dim gµ = r}
is Zariski open and thus open and dense in the usual topology of g∗. If
dim gµ = r, then gµ is Abelian.
• If C ∈ F(g∗) is Ad∗-invariant, i.e C(Ad∗

g−1 µ) = C(µ), then the differen-
tiation of this equality with respect to g at g = e shows that C is a Casimir
function. Thus, a function that is constant on coadjoint orbits is necessarily
a Casimir function.

In general Ad∗-invariance of C is a stronger condition than C being a
Casimir. A theorem of Kostant gives a characterization of which Ad∗-
invariant functions are Casimirs. Namely, an Ad∗-invariant function C is
a Casimir if and only if δC/δµ lies in the center of gµ for all µ ∈ g∗ (see
[MaRa94], Proposition 14.4.4).

The rest of this section is dedicated to working out a few examples.

(1) Rotation group. Recall from §5.1 that the coadjoint action of SO(3) on
so(3)∗ has the expression Ad∗

A−1 Π̃ = (AΠ)˜, where the isomorphism ˜ :
R3 → so(3)∗ is given by Π̃(û) := Π · u for any u ∈ R3 and ˆ : (R3,×) →
(so(3), [·, ·]) is the Lie algebra isomorphism (1.13). Therefore, the coadjoint
orbit O = {AΠ | A ∈ SO(3)} ⊂ R3 of SO(3) through Π ∈ R3 is a 2-sphere
of radius ‖Π‖.

To compute the coadjoint action of so(3) on its dual, let u,v ∈ R3 and note
that 〈

ad∗
û Π̃, v̂

〉
=
〈
Π̃, [û, v̂]

〉
=
〈
Π̃, (u× v)ˆ

〉
= Π · (u× v)

= (Π× u) · v = 〈Π× u)˜, v̂〉 ,

which shows that ad∗
û Π̃ = (Π × u)˜, proving (1.21). Therefore, TΠO ={

Π× u | u ∈ R3
}

as expected, since the plane perpendicular to Π, that is,
the tangent space to the sphere centered at the origin of radius ‖Π‖, is indeed
given by

{
Π× u | u ∈ R3

}
.

The minus orbit symplectic structure on O is given hence by

ω−(Π)(Π× u,Π× v) = −Π · (u× v).

How does this exactly relate to the area form on the sphere O? To see this,
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recall that the oriented area of a planar parallelogram spanned by two vectors
a,b (in this order) is given by a×b. Thus, the oriented area spanned by Π×u
and Π× v is

(Π× u)× (Π× v) = (Π · (u× v))Π.

The area element dS on the sphere assigns to each ordered pair of tangent
vectors a,b the number dS(a,b) = n · (a × b), where n is the outward unit
normal. Therefore

dS(Π× u,Π× v) =
Π
‖Π‖ · ((Π× u)× (Π× v)) = ‖Π‖Π · (u× v).

This shows that

ω−(Π) = − 1
‖Π‖dS.

We have computed in §1.2 the kinetic energy of a heavy top. If the center of
mass is the point of suspension of the top, that is , = 0, then one obtains the
free rigid body and the total energy is the kinetic energy given by (1.38)

K(A, Ȧ) = −1
4

trace((JA−1Ȧ + A−1ȦJ)A−1Ȧ).

This expression is on TSO(3) but using the Riemannian metric on SO(3)
obtained by left translating the inner product (1.34) on so(3) one obtains a
bundle metric on T ∗SO(3) whose kinetic energy is the Hamiltonian of the
free rigid body. Its restriction to so(3)∗ ∼= R3 is given by

H(Π) =
1
2
Π · I−1Π.

By (6.2) the geodesic equations in left trivialization are

Π̇ = Π× I
−1Π and Ȧ = AI

−1Π

since ∇H(Π) = I−1Π. The first equation is the Lie-Poisson equation on R3

and the second one is a linear equation with time dependent coefficients and
gives the attitude matrix of the body. Since the concentric spheres centered
at the origin are the coadjoint orbits, the integral curves of the first equation
necessarily lie on them. In addition, the first equation is Hamiltonian on these
spheres relative to the orbit symplectic form and the Hamiltonian H . Thus
the solutions of the Lie-Poisson equation Π̇ = Π × I−1Π are obtained by
intersecting each sphere with the ellipsoids H(Π) = constant. This shows
that there are six equilibria four of which are stable (rotation about the long
and short axes) and two of which are saddles (rotation about the middle axis).

(2) Affine group on R. Consider the Lie group G of the transformations T :
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R → R, T (x) = ax + b with a �= 0. We can identify G with the set of pairs
(a, b). As

(T2 ◦ T1)(x) = T2(a1x + b1) = (a2a1x + a2b1 + b2),

then the group multiplication on G = {(a, b) ∈ R2 | a �= 0} is given by

(a2, b2)(a1, b1) = (a2a1 , a2b1 + b2).

The identity element of G is e = (1, 0) and the inverse of (a, b) is (a, b)−1 =
(1/a,−b/a). The inner conjugation automorphism AD(a,b) is given by

AD(a,b)(c, d) = (a, b)(c, d)(a, b)−1 = (a, b)(c, d)
(

1
a
,
−b
a

)
= (c,−cb + ad + b).

The adjoint action is obtained differentiating AD(a,b)(c, d) with respect to
(c, d) at the identity e = (1, 0) in the direction to (u, v) which gives

Ad(a,b)(u, v) =
d

dt

∣∣∣∣
t=0

AD(a,b)(c + tu, d + tv)

=
d

dt

∣∣∣∣
t=0

(c + tu,−(c + tu)b + a(d + tv) + b)

= (u, av − bu).

Thus, the adjoint orbit through (u, v) is {u} × R if (u, v) �= (0, 0) and is the
origin if (u, v) = (0, 0). We shall see below that the coadjoint orbits are very
different.

The underlying vector space of the Lie algebra g of G is R2 since G is obvi-
ously open in R2. The Lie bracket is obtained by differentiating Ad(a,b)(u, v)
with respect to (a, b) at the identity in the direction of (r, s) which gives

d

dt

∣∣∣∣
t=0

(u, (a + tr)v − (b + ts)u) = (0, rv − su) = [(r, s), (u, v)] , (6.4)

for (r, s), (u, v) ∈ g = R2.
Consider the pairing between g∗ and g to be the standard inner product in

R2, that is, g∗ = R2. So, for (α, β) ∈ g∗ and (u, v) ∈ g, we have〈
Ad∗

(a,b)(α, β), (u, v)
〉

=
〈
(α, β),Ad(a,b)(u, v)

〉
= 〈(α, β), (u, av − bu)〉 = (α− βb)u + βav,

which shows that

Ad∗
(a,b)(α, β) = (α− βb, βa).
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So, if β = 0, the coadjoint orbit through (α, β) is the single point (α, 0), while
if β �= 0, the coadjoint orbit through (α, β) is R2 minus the α-axis; this latter
orbit is open in g∗. This example shows that the dimensions of the adjoint and
coadjoint orbits can be different.

To compute the coadjoint action of g on g∗ we use (6.4) and the Euclidean
inner product for the duality pairing to get〈

ad∗
(u,v)(α, β), (r, s)

〉
= 〈(α, β), [(u, v), (r, s)]〉 = 〈(α, β), (0, su− rv)〉

= suβ − rvβ = 〈(−vβ, uβ), (r, s)〉 ,

that is,

ad∗
(u,v)(α, β) = (−vβ, uβ).

This shows that T(α,β)O(α,β) equals is {(0,0)} if β = 0 or R2 if β �= 0, as
expected.

The minus Lie-Poisson bracket of F,H : g∗ → R is hence given by

{F,H}−(α, β) = −β
(
∂F

∂α

∂H

∂β
− ∂F

∂β

∂H

∂α

)
.

The orbit symplectic structure (6.3) for the open orbit O, that is, the orbit
passing through (α, β) with β �= 0, equals

ω−(α, β)
(
(ad∗

(r,s)(α, β), ad∗
(u,v)(α, β)

)
= −〈(α, β), [(r, s), (u, v)]〉

= −β(rv − su),

or, in canonical coordinates (α, β) on O(α,β),

ω− = − 1
β
dα ∧ dβ.

Given a smooth function H : g∗ = R2 → R, the Hamiltonian vector field
relative to the minus Lie-Poisson bracket is given by

XH(α, β) = β(−∂H/∂β, ∂H/∂α).

As is obvious from this expression, an integral curve whose initial condition
(α0, β0) satisfies β0 > 0 (respectively β0 < 0) will satisfy the same condition
for all time. This verifies the standard fact that the open symplectic leaves
are invariant under the flow. In addition, all points on the line β = 0 are
equilibria, that is, the zero dimensional orbits are also invariant under the flow,
as expected.

(3) The group Diffvol(D), vorticity representation. Let G = Diffvol(D) be
the group of volume preserving diffeomorphisms of a k-dimensional oriented
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Riemannian manifold (D, g) with smooth boundary ∂D. The Riemannian vol-
ume form µ on D is the unique volume form on D which is equal to 1 on all
positively oriented g-orthonormal bases of tangent vectors at all points of D.

The Riemannian volume µ naturally induces a Riemannian volume form
on the boundary ∂D (relative to the induced metric) given in the following
way. Let i : ∂D → D be the inclusion. If v1 . . . , vk−1 ∈ Tx(∂D) is a
basis such that µ(x)(n, v1, . . . , vk−1) > 0 for n the outward pointing unit
normal, define µ∂D(x)(v1, . . . , vk−1) := µ(x)(n, v1, . . . , vk−1) and extend it
by skew symmetry and multilinearity to any other k-tuple of tangent vectors
in Tx∂D. Recall that the normal n is pointing outward if, in a (and hence
any) chart on D intersecting ∂D whose image lies in the upper half space
{(x1, . . . , xk) ∈ Rk | xk ≥ 0}, the vector n is collinear with −∂/∂xk. The
key relation that relates g, µ, and µ∂D is

i∗(ivµ) = g(v, n)µ∂D (6.5)

for any v ∈ X(D).
As we have seen in §5.1, formally, the Lie algebra of G is the Lie algebra

Xdiv(D) of divergence free vector fields tangent to the boundary ∂D, endowed
with minus the usual bracket of vector fields. We have identified the dual
Xdiv(D)∗ with dΩ1(D), assuming that the first cohomology group of D is
zero. The weak pairing (see §4.3) between Xdiv(D) and dΩ1(D) was given
by

(u, ω) ∈ Xdiv(D)× dΩ1(D) �→
∫
D

α(u)µ ∈ R, for ω := dα (6.6)

and the plus Lie-Poisson bracket by

{F,H}(ω) =
∫
D

ω

(
δF

δω
,
δH

δω

)
µ, (6.7)

for any F,H ∈ F(Xdiv(D)).
The coadjoint action of the diffeomorphism η ∈ Diffvol(D) on ω ∈ dΩ1(D)

is given by Ad∗
η−1 ω = η∗ω (see §5.1). Therefore, the coadjoint orbit passing

through ω equals O = {η∗ω | η ∈ Diffvol(D)}. The coadjoint action of
Xdiv(D) on dΩ1(D) ∼= Xdiv(D)∗ is hence given by

− ad∗
v ω = −£vω. (6.8)

Note the − sign on the right hand side. Normally, one should expect a + sign
since

d

dt

∣∣∣∣
t=0

(ηt)∗ω = −£vω,
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where ηt is the flow of v. However, all formulas derived abstractly use the
left Lie algebra and, as we have seen in Section 5.1, Example 2, the left Lie
algebra bracket on vector fields is minus the usual Lie bracket. This is why one
needs to change the sign in (6.8). One can easily derive (6.8) directly: for any
u, v ∈ Xdiv(D) and ω = dα ∈ dΩ1(D), the identities adv u = −[v, u] (note
the minus sign), £v(α(u)) = (£vα)(u) + α([v, u]), (6.5), and the Stokes
theorem give

〈ad∗
v ω, u〉 = 〈ω, adv u〉 = 〈ω,−[v, u]〉 = −

∫
D

α([v, u])µ

=
∫
D

(£vα)(u)µ−
∫
D

£v(α(u))µ

=
∫
D

(£vα)(u)µ−
∫
D

£v(α(u)µ)

=
∫
D

(£vα)(u)µ−
∫
∂D

α(u)ivµ

= 〈d£vα, u〉 = 〈£vω, u〉 ,

which, by weak non-degeneracy of the pairing, proves (6.8).

Thus, the tangent space to the orbit O is

TωO = {£vω = divω | v ∈ Xdiv(D)}.

The orbit symplectic structure (6.3) has therefore the expression

ω+(ω)(£uω,£vω) = −
∫
D

〈α, [u, v]〉µ for ω = dα.

However, if ω = dα, for any u, v ∈ Xdiv(D) we have

〈α, [u, v]〉+ ω(u, v) = u[〈α, v〉]− v[〈α, u〉]
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so that by the Stokes theorem and (6.5)∫
D

(
〈α, [u, v]〉+ ω(u, v)

)
µ =

∫
D

u[〈α, v〉]µ−
∫
D

v[〈α, u〉]µ

=
∫
D

£u
(
〈α, v〉µ

)
−
∫
D

£v
(
〈α, u〉µ

)
=
∫
D

diu
(
〈α, v〉µ

)
−
∫
D

div
(
〈α, u〉µ

)
=
∫
∂D

i∗
(
iu〈α, v〉µ

)
−
∫
∂D

i∗
(
iv〈α, u〉µ

)
=
∫
∂D

(i∗〈α, v〉)i∗(iuµ)−
∫
∂D

(i∗〈α, u〉)i∗(ivµ)

=
∫
∂D

(i∗〈α, v〉)g(u, n)µ∂D −
∫
∂D

(i∗〈α, u〉)g(v, n)µ∂D = 0

since, by hypothesis, g(u, n) = g(v, n) = 0 on ∂D. Therefore, the orbit
symplectic structure is given by

ω+(ω)(£uω,£vω) =
∫
D

ω(u, v)µ. (6.9)

Let us compute the plus Lie-Poisson equations for the geodesic flow, that is,
the equations Ḟ = {F,H} for any F ∈ F(Diffvol(D)), where

H(ω) =
1
2

∫
D

‖v‖2µ =
1
2

∫
D

v�(v)µ =
1
2

〈
dv�, v

〉
(6.10)

by (6.6). Define the vorticity associated to the spatial velocity vector field v

of the incompressible perfect fluid by ω := dv�. Note that the pairing (6.6)
satisfies 〈du�, v〉 = 〈dv�, u〉 for any u, v ∈ Xdiv(D), so that letting δω :=
d(δv)� we get 〈

δω,
δH

δω

〉
= DH(ω) · δω = 〈δω, v〉 ,

that is, δH/δω = v. Thus, the plus Lie-Poisson equations (4.17) become

∂ω

∂t
+ £vω = 0, where ω := dv�, (6.11)

which are the Euler equations for an incompressible homogeneous perfect fluid
in vorticity formulation. Therefore the geodesic ηt ∈ Diffvol(D) is given by
solving the equation ∂ηt/∂t = vt ◦ ηt with the velocity vt found after solving
for ω equation (6.11) and then inverting the relation ω = dv� with boundary
condition v · n = 0, where n is the outward unit normal to the boundary ∂D.

Equation (6.11) is equivalent to any of the following statements:
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(i) The vorticity ωt is transported by the flow. Indeed, if ω0 is an initial
condition at t = 0 of (6.11), then

d

dt

∣∣∣∣
t=0

(ηt)∗ω0 = −(ηt)∗£vω0 = −£v(ηt)∗ω0,

which shows that ωt = (ηt)∗ω0 solves (6.11). By uniqueness, this is
the only solution of (6.11) with ω0 as initial condition.

(ii) Solution curves of the vorticity equation (6.11) remain on coadjoint
orbits in X∗

div(D). Indeed, since the solution of (6.11) is ωt = (ηt)∗ω0,
where ηt is the flow of v, it follows that ωt necessarily lies on the
coadjoint orbit containing ω0.

(iii) Kelvin’s circulation theorem: For any loop C in D bounding a surface
S, the circulation ∫

Ct

v�t = constant,

where Ct := ηt(C) and ηt is the flow of v. Indeed, by change of
variables and Stokes’ theorem, for St := ηt(S), we have∫

Ct

v�t =
∫
St

dv�t =
∫
St

ωt =
∫
St

(ηt)∗ω0 =
∫
S

ω0 = constant.

(4) The group Diffvol(D), velocity representation. In §4.3 we have also iden-
tified Xdiv(D) with itself by the weak L2 pairing 〈 , 〉 : Xdiv(D)×Xdiv(D)→
R given by

〈u, v〉 =
∫
D

g(u, v)µ.

The plus Lie-Poisson bracket is given by (4.9), namely

{F,H} (v) = −
∫
D

g

(
v,

[
δF

δv
,
δH

δv

])
µ,

for F,H ∈ F(Diffvol(D)). Using the change of variables formula and the fact
that η is volume preserving, the coadjoint action is computed to be

〈Ad∗
η−1 u, v〉 = 〈u,Adη−1 v〉 = 〈u, η∗v〉 =

∫
D

g(u, η∗v)µ

=
∫
D

g(u, Tη−1 ◦ v ◦ η)µ

=
∫
D

g((Tη−1)† ◦ u ◦ η−1, v)µ = 〈P
(
(Tη−1)† ◦ u ◦ η−1

)
, v〉,

where (Tη)† is the pointwise adjoint relative to the metric g of the fiberwise
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linear map Tη : TD → TD and P : X(D) → Xdiv(D) is the Helmholtz pro-
jector. In defining P we used the Helmholtz decomposition which is the Hodge
decomposition on forms for the special case of one-forms and formulated in
terms of vector fields: every vector field on D can be uniquely decomposed as
an L2 orthogonal sum of a divergence free vector field tangent to the boundary
and the gradient of a function. Thus, since the L2 pairing is weakly nondegen-
erate on Xdiv(D), we conclude

Ad∗
η−1 u = P

(
(Tη−1)† ◦ u ◦ η−1

)
for any u ∈ Xdiv(D) ∼= Xdiv(D)∗. Therefore, the coadjoint orbit O passing
through w ∈ Xdiv(D) equals O = {P

(
(Tη)† ◦ w ◦ η

)
| η ∈ Diffvol(D)}.

Compared to the vorticity representation, the expression of the coadjoint ac-
tion and of the coadjoint orbit are more complicated. This also shows that
different identifications of the dual can give rise to different expressions for
the coadjoint orbits. We shall remark below why it is important to work with
both representations when considering the Euler equations.

The orbit symplectic structure (6.3) has hence the expression

ω+(w)(uO(w), vO(w)) = −
∫
D

g(w, [u, v])µ (6.12)

for any w ∈ O and any u, v ∈ Xdiv(D).
It is interesting to give the expression of the value of the infinitesimal gen-

erator vO(w) at w ∈ O. If ηt is the flow of w, we have (see [MaRa95])

d

dt

∣∣∣∣
t=0

[
(Tηt)

† ◦ v ◦ ηt
]

= ∇wv + (v · ∇w)/,

where v · ∇w is the contraction of v with the upper index of∇w, that is, if

(∇w)jk =
∂wj

∂xk
+ Γjk@w

@

then

(v · (∇w))k = gmjv
m(∇w)jk.

Thus v · ∇w ∈ Ω1(D) and its associated vector field using the metric is (v ·
∇w)/ ∈ X(D). This shows that

vO(w) = − ad∗
v w = −P

(
∇wv + (v · ∇w)/

)
. (6.13)

We shall not compute here the plus Lie-Poisson equations for the Hamilto-
nian (6.10) because we shall carry out an identical computation in Section 6.4,
Example 4, when dealing with the Euler-Poincaré equations. We mention only
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that they are the classical Euler equations for an incompressible homogeneous
perfect fluid 

∂v
∂t +∇vv = −∇p

div v = 0, v · n = 0,
(6.14)

where p is the pressure and n is the outward unit normal to the boundary ∂D.
The pressure p exists and is determined up to a constant since it is a solution
of the following Neumann problem

∆p = div∇vv in D, with
∂p

∂n
= (∇vv) · n on ∂D

obtained by taking the divergence and the inner product with n on the boundary
of the Euler equation; here ∆ := −div ◦ grad is the Laplacian on functions.
Thus p is a nonlinear functional of the Eulerian velocity v.

Since the solutions of Lie-Poisson equations always lie on coadjoint orbits,
we can conclude that the solution of the Euler equations with initial condition
v0 ∈ Xdiv(D) necessarily lies on the coadjoint orbit {P

(
(Tη)† ◦ v0 ◦ η

)
| η ∈

Diffvol(D)}.

6.4 Euler-Poincaré Reduction

A Hamiltonian H on T ∗Q often arises from a Lagrangian L on TQ. Namely,
as seen in section 3.3, the two formalisms are equivalent when the Legendre
transform FL : TQ → T ∗Q is a diffeomorphism. In the previous sections
we saw how to reduce a Poisson bracket on T ∗G to one on g∗ via Lie-Poisson
reduction and how Hamiltonian dynamics on T ∗G induces Lie-Poisson dy-
namics on g∗. In this section we study the passage from TG to g in a context
appropriate for the Lagrangian formalism. As Lagrangian mechanics is based
on variational principles, it is natural that the basic objects to be reduced here
are the variational principles rather than the Poisson bracket or symplectic form
as was the case in Lie-Poisson reduction.

Euler-Poincaré Reduction starts with a left (respectively right) invariant La-
grangian L : TG → R on the tangent bundle of a Lie group G. Recall that
this means that L(TgLh(v)) = L(v), respectively L(TgRh(v)) = L(v), for
all g, h ∈ G and all v ∈ TgG.

Theorem 6.6 Let G be a Lie group, L : TG→ R a left-invariant Lagrangian,
and l := L|g : g → R be its restriction to g. For a curve g(t) ∈ G, let ξ(t) =
g(t)−1 · ġ(t) := Tg(t)Lg(t)−1 ġ(t) ∈ g. Then the following are equivalent:
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(i) g(t) satisfies the Euler-Lagrange equations for L on G.

(ii) The variational principle

δ

∫ b

a

L(g(t), ġ(t))dt = 0

holds, for variations with fixed endpoints.

(iii) The Euler-Poincaré equations hold:

d

dt

δl

δξ
= ad∗

ξ

δl

δξ
.

(iv) The variational principle

δ

∫ b

a

l(ξ(t))dt = 0

holds on g, using variations of the form δξ = η̇+[ξ, η], where η(t) is an
arbitrary path in g that vanishes at the endpoints, i.e η(a) = η(b) = 0.

Proof The equivalence (i) ⇐⇒ (ii) is the variational principle of Hamilton
(see Theorem 3.5). To show that (ii) ⇐⇒ (iv) we need to compute variations
δξ induced by δg. We will do it for matrix groups to simplify the exposition.

Let ξ = g−1ġ and gε a family of curves in G such that g0(t) = g(t) and
denote δg := (dgε(t)/dε)|ε=0. Then we have

δξ =
d

dε

∣∣∣∣
ε=0

(g−1
ε ġε) = −g−1(δg)g−1ġ + g−1 d2g

dtdε

∣∣∣∣
ε=0

. (6.15)

Let η := g−1δg, that is, η(t) is an arbitrary curve in g with the only restriction
that it vanishes at the endpoints. Then we get

dη

dt
=

d

dt

(
g−1 d

dε

∣∣∣∣
ε=0

gε

)
= −g−1ġg−1(δg) + g−1 d2g

dtdε

∣∣∣∣
ε=0

. (6.16)

Taking the difference of (6.15) and (6.16) we get

δξ − η̇ = −g−1(δg)g−1ġ + g−1ġg−1(δg) = ξη − ηξ = [ξ, η],

that is, δξ = η̇ + [ξ, η].
Left invariance of L together with the formula just deduced prove the equiv-

alence of (ii) and (iv).
To avoid the assumption that G is a matrix group and to do the general case

for any Lie group, the same proof works using the following lemma.
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Lemma 6.7 Let g : U ⊂ R2 → G be a smooth map and denote its partial
derivatives by

ξ(t, ε) := Tg(t,ε)Lg(t,ε)−1
∂g(t, ε)

∂t
, η(t, ε) := Tg(t,ε)Lg(t,ε)−1

∂g(t, ε)
∂ε

.

(6.17)
Then

∂ξ

∂ε
− ∂η

∂t
= [ξ, η]. (6.18)

Conversely, if U ⊂ R2 is simply connected and ξ, η : U → g are smooth
functions satisfying (6.18), then there exists a smooth function g : U → G

such that (6.17) holds.

Let us show that (iii)⇐⇒ (iv). We have

δ

∫ b

a

l(ξ(t))dt =
∫ b

a

〈
δl

δξ
, δξ

〉
dt =

∫ b

a

〈
δl

δξ
, η̇ + adξη

〉
dt

=
∫ b

a

〈
δl

δξ
, η̇

〉
dt +

∫ b

a

〈
δl

δξ
, adξη

〉
dt

=
∫ b

a

〈
− d

dt

δl

δξ
+ ad∗

ξ

δl

δξ
, η

〉
dt,

where the last equality follows from integration by parts and because the curve
η(t) vanishes at the endpoints. Thus, δ

∫ b
a
l(ξ(t))dt = 0 if and only if the right

hand side of the previous equality vanishes for any η(t) that vanishes at the
endpoints, which proves that this is equivalent to

d

dt

δl

δξ
= ad∗

ξ

δl

δξ
.

which are the Euler-Poincaré equations. �

In case of right invariant Lagrangians on TG the same theorem holds with
the changes that the Euler-Poincaré equations are

d

dt

δl

δξ
= −ad∗

ξ

δl

δξ

and the variations are taken of the form δξ = η̇ − [ξ, η].

As was the case for Lie-Poisson dynamics, there is a reconstruction proce-
dure in this case. The goal is to find the solution v(t) ∈ Tg(t)G of the Euler-
Lagrange equations with initial conditions g(0) = g0 and ġ(0) = v0 knowing
the solution of the Euler-Poincaré equations. To do this, first solve the initial
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value problem for the Euler-Poincaré equations:
d
dt
δl
δξ = ad∗

ξ
δl
δξ

ξ(0) = ξ0 := g−1
0 v0

and then solve the “linear differential equation with time-dependent coeffi-
cients” 

ġ(t) = g(t)ξ(t)

g(0) = g0.

The Euler-Poincaré reduction theorem guarantees then that v(t) = ġ(t) =
g(t) · ξ(t) is a solution of the Euler-Lagrange equations with initial condition
v0 = g0ξ0.

A similar statement holds, with obvious changes for right invariant La-
grangian systems on TG.

The relationship between Lie-Poisson and Euler-Poincaré reduction, similar
to the link between the Hamiltonian and Lagrangian formulations discussed in
Section 3.3, is the following. Define the Legendre transformation Fl : g→ g∗

by

Fl(ξ) =
δl

δξ
= µ,

and let h(µ) := 〈µ, ξ〉 − l(ξ). Assuming that Fl is a diffeomorphism, we get

δh

δµ
= ξ +

〈
µ ,

δξ

δµ

〉
−
〈

δl

δξ
,
δξ

δµ

〉
= ξ.

So the Euler-Poincaré equations for l are equivalent to the Lie-Poisson equa-
tions for h:

d

dt

(
δl

δξ

)
= ad∗

ξ

δl

δξ
⇐⇒ µ̇ = ad∗

δh
δµ

µ.

There is one more element to be discussed: the reduction of Hamilton’s
phase space principle due to [Cendra et al.], called Hamilton-Poincaré reduc-
tion.

Theorem 6.8 Let G be a Lie group, H : T ∗G → R a left-invariant Hamil-
tonian, and h := H|g∗ : g∗ → R be its restriction to g∗. For a curve
α(t) ∈ T ∗G, let g(t) = π(α(t)) ∈ G, where π : T ∗G → G is the cotangent
bundle projection, and define µ(t) = g(t)−1 · α(t) := TeLg(t)α(t) ∈ g∗, and
ξ(t) = g(t)−1 · ġ(t) := Tg(t)Lg(t)−1 ġ(t) ∈ g. The following are equivalent:
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(i) Hamilton’s Phase Space Principle. The curve α(t) ∈ T ∗G is a criti-
cal point of the action∫ t1

t0

(
〈Θ, α̇(t)〉 −H(α(t))

)
dt,

where the variations δα satisfy TπG(δα(ti)) = 0, for i = 0, 1.
(ii) Hamilton’s equations hold on T ∗G.

(iii) The Hamilton-Poincaré Variational Principle. The curve (µ(t), ξ(t)) ∈
g∗ × g is a critical point of the action∫ t1

t0

(
〈µ(t), ξ(t)〉 − h(µ(t))

)
dt,

with variations δξ(t) = η̇(t) + [ξ(t), η(t)] ∈ g, where η(t) is an ar-
bitrary curve satisfying η(ti) = 0, for i = 0, 1, and δµ(t) ∈ g∗ is
arbitrary.

(iv) The Lie-Poisson equations hold:

µ̇ = − ad∗
δh
δµ

µ.

There is, of course, a similar statement for right invariant systems where one
has the change the sign in front of the Lie-Poisson equation and in front of the
bracket defining δξ.

Proof The equivalence (i)⇐⇒ (ii) is Hamilton’s phase space variational prin-
ciple which holds on any cotangent bundle (see Theorem 3.7). The equivalence
(ii)⇐⇒ (iv) is the Lie-Poisson reduction and reconstruction of dynamics (see
Theorems 6.1 and 6.3). We now show that (iii)⇐⇒ (iv). The variation

δ

∫ t1

t0

(
〈µ(t), ξ(t)〉 − h(µ(t))

)
dt

=
∫ t1

t0

(
〈δµ, ξ〉+ 〈µ, δξ〉 −

〈
δµ,

δh

δµ

〉)
dt

=
∫ t1

t0

(〈
δµ, ξ − δh

δµ

〉
+ 〈µ, η̇ + adξη〉

)
dt

=
∫ t1

t0

(〈
δµ, ξ − δh

δµ

〉
+
〈
−µ̇ + ad∗

ξµ, η
〉)

dt

vanishes for any functions δµ(t) ∈ g∗ and η(t) ∈ g (vanishing at the endpoints
t0 and t1) if and only if ξ = δh/δµ and µ̇ = − ad∗

ξ µ, that is, when the Lie
Poisson equations in (iv) hold. �

If the Lagrangian L is hyperregular then any of the statements in Theorem
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6.8 are equivalent to any of the statements in Theorem 6.6. The link between
the reduced Lagrangian l and the reduced Hamiltonian h is given by h(µ) =
〈µ, ξ〉 − l(ξ), where µ = δl/δξ, as was already remarked earlier.

Let us work out a few examples in detail.

(1) Free rigid body. As we saw in Example 1 of Section 6.3, the restriction of
the Lagrangian of the free rigid body to R3 ∼= so(3) is L(Ω) = Ω · IΩ/2 (see
(1.36) with Π = IΩ) and hence, using the identity ad∗

û Π̃ = (Π × u)˜ and
Theorem 6.6, we get the Euler-Poincaré equations

IΩ̇ = IΩ×Ω

and we recognize the Euler equations, this time formulated in terms of the body
angular velocity Ω as opposed to the body angular momentum Π. The Leg-
endre transformation is Π = IΩ. Looking back at the computations involving
the variational principle carried out at the end of Section 1.2 and setting in
those computations , = 0, one recognizes the variational principle on so(3)
for the free rigid body Lagrangian.

(2) Lagrangian systems on the affine algebra. Consider the affine Lie al-
gebra introduced in example 2 of Section 6.3 and let L : TG → R be a left
invariant Lagrangian. The Euler-Poincaré equations for l : R2 → R are

d

dt

∂l

∂u
= −v ∂l

∂v
,

d

dt

∂l

∂v
= u

∂l

∂v
.

(3) Incompressible homogeneous fluids, vorticity representation. In Sec-
tion 6.3, Example 3, we have studied the motion of an incompressible homo-
geneous fluid in vorticity representation as a Lie-Poisson system. Now we
shall derive the same equations (6.11) as Euler-Poincaré equations. We recall
that ad∗

v ω = £vω (see (6.8)) and

l(v) =
1
2

∫
D

‖v‖2µ =
1
2
〈ω, v〉 ,

where dv� = ω (see (6.10)). Therefore, δl/δv = ω and hence the Euler-
Poincaré equations (for a right invariant system on the tangent bundle of a Lie
group) are given by

∂ω

∂t
+ £vω = 0.

(4) Incompressible homogeneous fluids, velocity representation. In Section
6.3, Example 4, we have presented in Lie-Poisson setting the equations of mo-
tion of an ideal incompressible homogeneous fluid in velocity representation.



II. 6 Lie-Poisson and Euler-Poincaré Reduction 117

These are the Euler equations (6.14) which were not explicitly derived there
because this will be done now. To do this, one could proceed by using the
general expression for the Euler-Poincaré equations and formula (6.13) for the
coadjoint action. Even though (6.13) was not proved in these notes, let us do it
first this way. Since

l(v) =
1
2

∫
D

‖v‖2µ

is the kinetic energy of the fluid and we use the L2 weak pairing to identify
Xdiv(D) with itself, we have δl/δv = v and so the Euler-Poincaré equations
are

∂v

∂t
= − ad∗

v v = −P
(
∇vv + (v · ∇v)/

)
.

Write, according to the Helmholtz decomposition,

∇vv + (v · ∇v)/ = P
(
∇vv + (v · ∇v)/

)
−∇q

for some smooth function q : D → R and note that (v · ∇v)/ = ∇(‖v‖2/2).
The Euler-Poincaré equations become hence

∂v

∂t
+∇vv = −∇

(
1
2
‖v‖2 + q

)
which are the Euler equations for the pressure q+‖v‖2/2. Therefore, the Euler
equations for an ideal incompressible homogeneous fluid are the spatial rep-
resentation of the geodesic spray on Diffvol(D) for the right invariant metric
whose value on Xdiv(D) is the L2 inner product. This proves that the solutions
of the Euler equations are geodesics on Diffvol(D).

Even though the computation above proves the claim that the Euler-Poincaré
equations are the Euler equations for an ideal incompressible homogeneous
fluid, it is unsatisfactory since it relies on the unproven formula (6.13). Due to
its importance we shall derive it once more directly.

We begin by recalling that δl/δv = v and hence for any w ∈ Xdiv(D) we
have 〈

−ad∗
v

δl

δv
, w

〉
=
〈

δl

δv
,−advw

〉
= 〈v, [v, w]〉 . (6.19)

In order to isolate w in 〈v, [v, w]〉, let us compute the Lie derivative of v�(w)µ
along the vector field v in two different ways. We have

£v

(
v�(w)µ

)
= ivd

(
v�(w)µ

)
+ div

(
v�(w)µ

)
= d

(
v�(w)ivµ

)
. (6.20)
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On the other hand, since £vµ = (div v)µ = 0, we get

£v

(
v�(w)µ

)
=
(
£vv

�
)

(w)µ + v� (£vw)µ + v�(w)£vµ

=
(
£vv

�
)

(w)µ + v�([v, w])µ. (6.21)

Then, from equations (6.20) and (6.21), we get

d
(
v�(w)ivµ

)
=
(
£vv

�
)

(w)µ + v�([v, w])µ

and hence by integration∫
D

d
(
v�(w)ivµ

)
=
∫
D

(
£vv

�
)

(w)µ +
∫
D

v�([v, w])µ.

The left hand side is zero by Stokes’ theorem and (6.5) and so

〈v, [v, w]〉 =
∫
D

g(v, [v, w])µ =
∫
D

v�([v, w])µ

= −
∫
D

(
£vv

�
)

(w)µ = −
∫
D

g

((
£vv

�
)/

, w

)
µ

= −
∫
D

g

(
P

((
£vv

�
)/)

, w

)
µ = −

〈
P

((
£vv

�
)/)

, w

〉
which, using (6.19), shows that

ad∗
v

δl

δv
= P

((
£vv

�
)/)

by weak non-degeneracy of the L2 pairing on divergence free vector fields
tangent to the boundary. Thus the Euler-Poincaré equations are

∂v

∂t
+ P

((
£vv

�
)/)

= 0.

Since (£vv�)/ = ∇vv + 1
2∇‖v‖2, writing ∇vv = P(∇vv) − ∇p, for some

smooth function p : D → R, the above equation becomes

0 =
∂v

∂t
+ P

(
∇vv +

1
2
∇‖v‖2

)
=

∂v

∂t
+ P

(
P(∇vv)−∇p +

1
2
∇‖v‖2

)
=

∂v

∂t
+ P(∇vv) =

∂v

∂t
+∇vv +∇p

which are the Euler equations (6.14).

(5) KdV equation and the Virasoro algebra. Here we show, following
[OKh87], that the periodic KdV equation is the Euler-Poincaré equation on
the Virasoro algebra v corresponding to the geodesic flow of the L2 right in-
variant metric on the Virasoro group.
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The Lie algebra X(S1) of vector fields on the circle, identified with the
periodic functions of period 1, with Lie bracket given by [u, v] = uv′−u′v, has
a unique central extension by R. This unique central extension is the Virasoro
algebra

v :=
{
(u, a) ∈ X(S1)× R

}
,

with Lie bracket

[(u, a), (v, b)] :=
(
−uv′ + u′v, γ

∫ 1

0

u′(x)v′′(x) dx
)
,

where the first argument is the (left) Lie bracket on X(S1), the second is the
Gelfand-Fuchs cocycle, and γ ∈ R is a constant.

We identify v∗ with v using the weak L2 pairing

〈(u, a) , (v, b)〉 = ab +
∫ 1

0

u(x)v(x) dx.

We also consider the right invariant weak Riemannian metric whose value on
v is the expression above. We are interested in the geodesic equations for this
metric. To see who they are, we compute the Euler-Poincaré equations for the
kinetic energy of this metric.

We begin by computing the coadjoint action of v on v∗:〈
ad∗

(u,a)(v, b), (w, c)
〉

= 〈(v, b), [(u, a) , (w, c)]〉

=
〈

(v, b),
(
−uw′ + u′w, γ

∫ 1

0

u′(x)w′′(x) dx
)〉

= bγ

∫ 1

0

u′w′′dx−
∫ 1

0

vuw′dx +
∫ 1

0

vu′wdx

=
∫ 1

0

(bγu′′′ + 2u′v + uv′)wdx

= 〈(bγu′′′ + 2u′v + uv′, 0), (w, c)〉 ,

where from the third to the fourth equality we have used integration by parts,
twice for the first term and once for the second term, as well as the null condi-
tions on the boundary. So,

ad∗
(u,a)(v, b) = (bγu′′′ + 2u′v + uv′, 0) (6.22)

and the Euler-Poincaré equations (for a right invariant system) determined by
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l : v→ R are

d

dt

(
δl

δu
,
δl

δa

)
= −ad∗

(u,a)

(
δl

δu
,
δl

δa

)
= −

(
γ
δl

δa
u′′′ + 2u′ δl

δu
+ u

(
δl

δu

)′
, 0

)
,

that is,

d

dt

δl

δa
= 0,

d

dt

δl

δu
= −

(
γ
δl

δa
u′′′ + 2u′ δl

δu
+ u

(
δl

δu

)′)
. (6.23)

If we are interested in the L2 geodesic flow, then we take

l(u, a) =
1
2

(
a2 +

∫ 1

0

u2(x)dx
)

so that δlδa = a and δl
δu = u. Thus the corresponding Euler-Poincaré equations

are:
da

dt
= 0,

du

dt
= −γau′′′ − 3u′u.

Hence a is constant and we get

ut + 3uxu + γauxxx = 0,

which is one of the forms of the KdV equation (for example by choosing a =
γ = 1). To get the expression (4.10), that is,

ut + 6uxu + uxxx = 0

one needs to rescale time (τ(t) = t/2) and make an appropriate choice of the
constants (a = 1/(2γ)). This shows that the solutions of the KdV equation are
geodesics of the L2 right invariant metric on the Virasoro group.

(6) Camassa-Holm equation and the Virasoro algebra. Let us compute the
Euler-Poincaré equations for the kinetic energy of the H1 metric

〈(u, a), (v, b)〉 := ab +
∫ 1

0

(u(x)v(x) + u′(x)v′(x))dx

on the Virasoro algebra. As before, we identify v∗ with v using the L2 inner
product. Thus δl/δa = a and δl/δu = u− u′′. The Euler-Poincaré equations
(6.23) are given by a = constant and

d

dt
(u− u′′) = −

(
γau′′′ + 2u′(u− u′′) + u (u− u′′)′

)
= −3uu′ + 2u′u′′ + uu′′′ − γau′′′.
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This is the Camassa-Holm equation:

ut − utxx = −3uux + 2uxuxx + uuxxx − γauxxx.

Shifting u �→ u + γa brings the Camassa-Holm equation into yet another
form, often used in the literature

ut − utxx = −3uux + 2uxuxx + uuxxx − 3γaux.

Thus, the solutions of the Camassa-Holm equation are geodesics of the H1

right invariant metric on the Virasoro group, a result due to [Mis02].
An identical computation shows that the solutions of Hunter-Saxon equation

utxx = −2uxuxx − uuxxx

are geodesics of the right invariant degenerate metric on the Virasoro group
whose value on v is

〈(u, a), (v, b)〉 = ab +
∫ 1

0

u′(x)v′(x)dx,

a result due to [KhMis03]. Eliminating the degeneracy of the metric means
looking at the Hunter-Saxon equation on the homogeneous space which is the
quotient of the Virasoro group by rotations of the circle.

To see this, note first that if l is the kinetic energy of this degenerate metric
then δl/δu = −u′′, so again by (6.23) we get

−utxx = −2uxuxx − uuxxx − γauxxx.

Reversing time and shifting u �→ u− γa yields the Hunter-Saxon equation.

7 Symplectic Reduction

In previous lectures we focussed our attention to the particular cases of reduc-
tion of Hamiltonian and Lagrangian systems where the phase space is either
the cotangent space or the tangent space of a given Lie group. In this lec-
ture we shall present the general case of symplectic reduction as formulated
by [MaWei74]. All the hypotheses will require regularity assumptions. The
singular case is considerably more involved and its complete treatment can be
found in [OR04]. We shall present with detailed proofs the Marsden-Weinstein
theorem, nowadays often called “point reduction”. This will be done at geo-
metric and dynamic level. Then we shall present three important examples
of reduced manifolds with all computations done in detail. The orbit reduc-
tion method and the so-called “shifting trick” will then be presented without
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proofs. This chapter ends with a discussion of the semidirect product reduc-
tion theorem and its application to the motion of the heavy top presented in the
Introduction.

7.1 Point Reduction

In this section we shall review the symplectic point reduction theorem and
give its formulation and classical proof due to [MaWei74]. This procedure is
of paramount importance in symplectic geometry and geometric mechanics. It
underlies all the other reduction methods that one can find now in the litera-
ture as well as all the various generalizations that have proved their usefulness
in areas as varied as algebraic geometry and topology, differential and sym-
plectic topology, classical, continuum, and quantum mechanics, field theory,
dynamical systems, bifurcation theory, and control theory.

The setup of the problem is the following. Let (P,Ω) be a symplectic man-
ifold on which a Lie group G with Lie algebra g acts in a Hamiltonian fashion
with associated equivariant momentum map J : P → g∗. If µ ∈ J(P ) ⊂ g∗

denote by Gµ := {g ∈ G | Ad∗
g µ = µ} the coadjoint isotropy subgroup of µ.

The Marsden-Weinstein reduction theorem is the following.

Theorem 7.1 (Symplectic point reduction) Assume that µ is a regular value
of J and that the coadjoint isotropy subgroup Gµ acts freely and properly on
J−1(µ). Then the quotient manifold Pµ := J−1(µ)/Gµ has a unique symplec-
tic form Ωµ characterized by the identity ι∗µΩ = π∗

µΩµ, where ιµ : J−1(µ) ↪→
P is the inclusion and πµ : J−1(µ) → Pµ the projection. The symplectic
manifold (Pµ,Ωµ) is called the symplectic point reduced space at µ.

In what follows we shall need the following notations. If (V,Ω) is a finite di-
mensional symplectic vector space and W ⊂ V a subspace, define its symplec-
tic orthogonal by WΩ = {v ∈ V | Ω(v, w) = 0 for all w ∈W}. An elemen-
tary linear algebra argument, using the identity dimW + dimWΩ = dimV ,
shows that (WΩ)Ω = W . If z ∈ P , denote by G · z and Gµ · z the G- and
Gµ-orbits through z respectively. It is important to note that the set J−1(µ) is
G- invariant if and only if Gµ = G. In general, J−1(µ) is only Gµ-invariant.
The key ingredient in the proof of the reduction theorem is the following result
that we shall state in the setting of Poisson manifolds because of its usefulness
in that general situation (not covered in these lectures).

Lemma 7.2 (Reduction Lemma) Let P be a Poisson manifold and let J :
P → g∗ an equivariant momentum map of the canonical G-action on P . Let
G · µ denote the coadjoint orbit through a regular value µ ∈ g∗ of J. Then



II. 7 Symplectic Reduction 123

(i) J−1(G · µ) = G · J−1(µ) := {g · z | g ∈ G and J(z) = µ};
(ii) Gµ · z = (G · z) ∩ J−1(µ);

(iii) J−1(µ) and G · z intersect cleanly, i.e.,

Tz(Gµ · z) = Tz(G · z) ∩ Tz(J−1(µ));

(iv) if (P,Ω) is symplectic, then Tz(J−1(µ)) = (Tz(G · z))Ω.

Proof (i) Since J−1(G · µ) is a G-invariant set by equivariance of J and
J−1(µ) ⊂ J−1(G · µ), it follows that G · J−1(µ) ⊂ J−1(G · µ). Conversely,
z ∈ J−1(G · µ) if and only if J(z) = Ad∗

g−1µ for some g ∈ G, which is
equivalent to µ = Ad∗

g−1J(z) = J(g−1 · z), i.e., g−1 · z ∈ J−1(µ) and hence
z = g · (g−1 · z) ∈ G · J−1(µ).

(ii) g · z ∈ J−1(µ)⇔ µ = J(g · z) = Ad∗
g−1J(z) = Ad∗

g−1µ⇔ g ∈ Gµ.
(iii) First suppose that vz ∈ Tz(G · z) ∩ Tz(J−1(µ)). Then vz = ξP (z) for

some ξ ∈ g and TzJ(vz) = 0 which, by infinitesimal equivariance (written
in the form TzJ(ξP (z)) = − ad∗

ξ J(z)) gives ad∗
ξµ = 0; i.e., ξ ∈ gµ. If

vz = ξP (z) for ξ ∈ gµ then vz ∈ Tz(Gµ · z). The reverse inclusion is
immediate since, by (ii), Gµ · z is included in both G · z and J−1(µ).

(iv) The condition vz ∈ (Tz(G · z))Ω means that Ω(z)(ξP (z), vz) = 0 for
all ξ ∈ g. This is equivalent to 〈TzJ(vz), ξ〉 = dJξ(z)(vz) = 0 for all ξ ∈ g

by definition of the momentum map. Thus, vz ∈ (Tz(G · z))Ω if and only if
vz ∈ kerTzJ = Tz(J−1(µ)). �

We are now ready to prove the Symplectic Point Reduction Theorem.

Proof Since πµ is a surjective submersion, if Ωµ exists, it is uniquely de-
termined by the condition π∗

µΩµ = ι∗µΩ. This relation also defines Ωµ in
the following way. For v ∈ TzJ−1(µ), let [v] = Tzπµ(v) ∈ T[z]Pµ, where
[z] = πµ(z). Then π∗

µΩµ = ι∗µΩ is equivalent to

Ωµ([z])([v], [w]) = Ω(z)(v, w)

for all v, w ∈ TzJ−1(µ). To see that this relation defines Ωµ, that is, it is
independent of the choices made to define it, let y = Φg(z), v′ = TzΦg(v),
and w′ = TzΦg(w), where g ∈ Gµ. If, in addition [v′′] = [v′] and [w′′] = [w′],
then v′′ − v′, w′′ − w′ ∈ kerTg·zπµ = Tg·z(Gµ · z) and thus

Ω(y)(v′′, w′′) = Ω(y)((v′′ − v′) + v′, (w′′ − w′) + w′)

= Ω(y)(v′′ − v′, w′′ − w′) + Ω(y)(v′′ − v′, w′)

+ Ω(y)(v′, w′′ − w′) + Ω(y)(v′, w′).
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The second and third terms vanish by Lemma 7.2 (iv). The first term vanishes
by Lemma 7.2 (iii) and (iv). Thus we have

Ω(y)(v′′, w′′) = Ω(y)(v′, w′)

and we conclude

Ω(y)(v′′, w′′) = Ω(y)(v′, w′) = Ω(Φg(z))(TzΦg(v), TzΦg(w))

= (Φ∗
gΩ)(z)(v, w) = Ω(z)(v, w)

since the action is symplectic. This proves that Ωµ([z])([v], [w]) is well defined
and satisfies the relation in the statement of the theorem. It is smooth since
π∗
µΩµ = ι∗µΩ is smooth. Thus we have a well defined smooth two-form Ωµ on

Pµ.
Since dΩ = 0, we get

π∗
µdΩµ = dπ∗

µΩµ = dι∗µΩ = ι∗µdΩ = 0.

Since πµ is a surjective submersion, the pull-back map π∗
µ on forms is injective,

so we can conclude that dΩµ = 0.
Finally, we prove that Ωµ is non-degenerate. Suppose that Ωµ([z])([v], [w]) =

0 for all w ∈ Tz(J−1(µ)). This means that Ω(z)(v, w) = 0 for all w ∈
Tz(J−1(µ)), which is equivalent to v ∈ (Tz(J−1(µ)))Ω = Tz(G · z) by
Lemma 7.2 (iv). Hence v ∈ Tz(J−1(µ))∩ Tz(G · z) = Tz(Gµ · z) by Lemma
7.2 (iii) so that [v] = 0, thus proving the weak non-degeneracy of Ωµ. �

There are several important comments related to the Symplectic Point Re-
duction Theorem which will be addressed below.

(1) Define the symmetry algebra at z ∈ P by gz := {ξ ∈ g | ξP (z) = 0}. An
element µ ∈ g∗ is a regular value of J if and only if gz = 0 for all z ∈ J−1(µ).

To prove this, recall that z is a regular point if and only if TzJ is surjective
which is equivalent to {0} = {ξ ∈ g | 〈ξ, TzJ(v)〉 = 0, for all v ∈ TzP}.
Since 〈ξ, TzJ(v)〉 = Ω(z)(ξP (z), v) by the definition of the momentum map,
it thus follows that z is a regular point of J if and only if {0} = {ξ ∈ g |
Ω(z)(ξP (z), v) = 0 for all v ∈ TzP}. As Ω(z) is nondegenerate, this is in
turn equivalent to gz = {0}.
(2) The previous statement affirms that only points with trivial symmetry al-
gebra are regular points of J. This is important in concrete examples because
it isolates the singular points easily. Another way to look at this statement is
to interpret it as saying that points with symmetry are bifurcation points of
J. This simple observation turns out to have many important consequences,
for example in the convexity theorems for momentum maps. Another conse-
quence of statement (1) is that if µ ∈ J(P ) ⊂ g∗ is a regular value of J then
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the action is locally free, which means, by definition, that the symmetry alge-
bras of all the points in J−1(µ) vanish. In this case the reduction construction
can be carried out locally.

(3) Even if Ω = −dΘ and the action of G leaves Θ invariant, Ωµ need not be
exact. We shall prove in the next section that coadjoint orbits with their orbit
symplectic form are reduced spaces. This immediately gives an example of
a situation where the original symplectic form is exact but the reduced one is
not. The sphere is the reduced space of T ∗SO(3). The canonical symplectic
form on T ∗SO(3) is clearly exact whereas the area form on S2 is not.

(4) If one looks at the proof of the theorem carefully, one notices that the hy-
pothesis that µ is a regular value of J was not really used. What was necessary
is that µ is a clean value of J which means, by definition, that J−1(µ) is a
manifold and Tz(J−1(µ)) = kerTzJ.

(5) The freeness and properness of the Gµ action on J−1(µ) are used only to
guarantee that Pµ is a manifold. So these hypotheses can be replaced by the
requirement that Pµ is a manifold and that πµ : J−1(µ)→ Pµ a submersion.

(6) A point in g∗ is said to be generic if its coadjoint orbit is of maximal
dimension. Duflo and Vergne have shown that the set of generic points is
Zariski open in g∗ and that the coadjoint isotropy algebra of a generic point
is necessarily Abelian. Regarding the momentum map, one should be warned
that if µ is a regular value of J, it need not be a generic point in g∗. As we
shall see in the next section, the cotangent lift of the left (or right) translation
of a Lie group G has all its values regular. However, among those, there are
points that are not generic, such as the origin, in g∗.

(7) The connected components of the point reduced spaces Pµ can be viewed in
a natural way as symplectic leaves of the Poisson manifold (P/G, {·, ·}P/G),
provided that G acts freely and properly on P . Indeed, the smooth map κµ :
Pµ → P/G naturally defined by the commutative diagram

J−1 (µ) P

Pµ P/G

❄ ❄

✲

✲

πµ π

ιµ

κµ
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is a Poisson injective immersion. Moreover, the κµ-images in P/G of the
connected components of the symplectic manifolds (Pµ,Ωµ) are its symplec-
tic leaves (see e.g. [OR04]). We will return to this in §7.4, where we will
summarize the orbit reduction process and link it with these observations.

Note that, in general, κµ is only an injective immersion. So the topology
of the image of κµ, homeomorphic to the topology of Pµ, is stronger than the
subspace topology induced by the ambient space P/G. For example, we can
have a subset of κµ(Pµ) which is compact in the induced topology from P/G

and not compact in the intrinsic topology of κµ(Pµ) (relative to which it is
homeomorphic to Pµ endowed with the quotient topology).

(8) We describe how reduction can be carried out for a non-equivariant momen-
tum map J : P → g∗. If P is connected, the expression J(g · z)−Ad∗

g−1 J(z)
turns out to be independent of z ∈ P . Setting σ(g) := J(g · z)− Ad∗

g−1 J(z)
one obtains a group one-cocycle with values in g∗, that is, σ satisfies the cocy-
cle identity σ(gh) = σ(g) + Adg−1 σ(h) (see, e.g. [MaRa94]). If this cocycle
is a coboundary, that is, there is some λ ∈ g∗ such that σ(g) = λ − Ad∗

g−1 λ,
then the momentum map can be modified by the addition of −λ to become
equivariant. If σ is not a coboundary then there is no way one can modify J to
make it equivariant. This g∗-valued group one-cocycle σ : G → g∗ is called
the nonequivariance group one-cocycle defined by J.

To carry out reduction, modify the coadjoint action of G on g∗ in the follow-
ing way: g ·µ := Ad∗

g−1 µ+σ(g). Relative to this affine action the momentum
map J is equivariant and the reduction procedure works by dividing the level
set J−1(µ) by the µ-isotropy subgroup for this affine action.

(9) If the regularity assumptions in the Symplectic Point Reduction Theorem
do not hold, then Pµ is a stratified space, all of whose strata are symplectic
manifolds. This result is considerably more difficult to prove and we refer
to [OR04] and references therein for an exposition of this theory. One could
even further relax the requirements, namely, do not even assume that there
is a momentum map for a given canonical Lie group action on (P,Ω). In
this case there is a generalization of the momentum map due to Condevaux,
Dazord, and Molino, the so-called cylinder valued momentum map, for which
the reduction procedure can be implemented. We refer again to [OR04] and
references therein for a treatment of this subject.
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7.2 Reduction and Reconstruction of Dynamics

The geometric theorem presented in the previous section has a dynamic coun-
terpart that will be discussed now. We keep the same conventions and notations
as in §7.1.

Theorem 7.3 (Point reduction of dynamics) Let Φ : G × P → P be a free
proper canonical action of the Lie group G on the connected symplectic man-
ifold (P,Ω). Assume that this action has an associated momentum map J :
P → g∗, with nonequivariance one-cocycle σ : G → g∗. Let µ ∈ g∗ be a
value of J and denote by Gµ the isotropy subgroup of µ under the affine action
of G on g∗.

(i) Let H : P → R be a smooth G-invariant function. The flow Ft of
the Hamiltonian vector field XH leaves the connected components of
J−1(µ) invariant and commutes with the G-action, so it induces a flow
Fµt on the reduced space Pµ = J−1(µ)/Gµ defined by

πµ ◦ Ft ◦ ιµ = Fµt ◦ πµ.

The vector field generated by the flow F µt on (Pµ, Ωµ) is Hamiltonian
with associated reduced Hamiltonian function Hµ : Pµ → R defined
by

Hµ ◦ πµ = H ◦ ιµ.

The vector fields XH and XHµ
are πµ-related.

(ii) Let F : P → R be another smooth G-invariant function. Then {F,H}
is also G-invariant and {F,H}µ = {Fµ,Hµ}Pµ

, where {·, ·}Pµ
de-

notes the Poisson bracket associated to the reduced symplectic form
Ωµ on Pµ.

Proof (i) By Noether’s Theorem 5.4, the flow Ft leaves the connected compo-
nents of J−1(µ) invariant. Since H is G-invariant and the G-action is canon-
ical, it follows by Proposition 2.7 that Ft commutes with the G-action. Thus
Ft induces a flow Fµt on Pµ that makes the following diagram commutative:

J−1(µ)
Ft◦ιµ−−−−→ J−1(µ)

πµ

4 4πµ

Pµ
Fµ

t−−−−→ Pµ.

The G-invariance of H implies the existence of a smooth function Hµ :
Pµ → R uniquely determined by the identity Hµ ◦ πµ = H ◦ ιµ. Let Y ∈
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X(Pµ) be the vector field on Pµ whose flow is Fµt . By construction, Y is πµ-
related to XH . Indeed, differentiating the relation given by the diagram above
relative to t at t = 0, we obtain

Tπµ ◦XH ◦ ιµ = Y ◦ πµ.

Let us check that Y = XHµ
. For z ∈ J−1(µ) and v ∈ TzJ−1(µ) we have

Ωµ(πµ(z)) (Y (πµ(z)), Tzπµ(v)) = Ωµ(πµ(z)) (Tzπµ(XH(z)), Tzπµ(v))

= Ω(z)(XH(z), v) = dH(z)(v) = d(Hµ ◦ πµ)(z)(v)
= dHµ(πµ(z)) (Tzπµ(v)) = Ωµ(πµ(z))

(
XHµ

(πµ(z)), Tzπµ(v)
)
,

which, by nondegeneracy of Ωµ, shows that Y = XHµ
.

(ii) The G-invariance of {F,H} is a straightforward corollary of Proposition
2.8. Recall that the function {F,H}µ is uniquely characterized by the identity
{F,H}µ ◦ πµ = {F,H} ◦ ιµ. By the definition of the Poisson bracket on
(Pµ,Ωµ), πµ-relatedness of the relevant Hamiltonian vector fields, and the
identity ι∗µΩ = π∗

µΩµ, we have for any z ∈ J−1(µ) denoting [z]µ := πµ(z),

{Fµ,Hµ}Pµ
([z]µ) = Ωµ([z]µ)

(
XFµ

([z]µ),XHµ
([z]µ)

)
= Ωµ([z]µ) (Tzπµ(XF (z)), Tzπµ(XH(z)))

= (π∗
µΩµ)(z) (XF (z),XH(z)) = (ι∗µΩ)(z) (XF (z),XH(z))

= Ω(z) (XF (z),XH(z)) = {F,H}(z),

that is, the function {Fµ,Hµ}Pµ
also satisfies the relation {Fµ,Hµ}Pµ

◦πµ =
{F,H} ◦ ιµ, which proves the desired equality {Fµ,Hµ}Pµ

= {F,H}µ. �

This theorem shows how dynamics on P descends to dynamics on all re-
duced manifolds Pµ for any µ ∈ g∗, if the group action is free and proper. For
the singular case see [OR04].

Let us now pose the converse question. Assume that an integral curve cµ(t)
of the reduced Hamiltonian system XHµ

on (Pµ,Ωµ) is known. Let z0 ∈
J−1(µ) be given. Can one determine from this data the integral curve of the
Hamiltonian system XH with initial condition z0? The answer to this question
is affirmative as we shall see below.

The general method of reconstruction of dynamics is the following ([AbMa78]
§4.3, [MaMoRa90], [MaRa03]). Pick a smooth curve d(t) in J−1(µ) such that
d(0) = z0 and πµ(d(t)) = cµ(t). We shall give later concrete choices for such
curves in terms of connections. Then, if c(t) denotes the integral curve of XH
with c(0) = z0, we can write c(t) = g(t) · d(t) for some smooth curve g(t) in
Gµ. We shall determine now g(t) and therefore c(t). Below, Φ : G× P → P
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denotes the left action of G on P and Φg : P → P is the diffeomorphism of
P given by the group element g ∈ G. We have

XH(c(t)) = ċ(t) = Td(t)Φg(t)ḋ(t) + Td(t)Φg(t)
(
Tg(t)Lg(t)−1 ġ(t)

)
P
(d(t))

= Td(t)Φg(t)
(
ḋ(t) + (Tg(t)Lg(t)−1 ġ(t))P (d(t))

)
which implies

ḋ(t) + (Tg(t)Lg(t)−1 ġ(t))P (d(t)) = Tg(t)·d(t)Φg(t)−1XH(c(t))

= Tg(t)·d(t)Φg(t)−1XH(g(t) · d(t))

=
(
Φ∗
g(t)XH

)
(d(t)) = XH(d(t))

since, by hypothesis, H = Φ∗
gH and thus, by Proposition 2.7, XH = XΦ∗

gH
=

Φ∗
gXH for any g ∈ G. This equation is solved in two steps as follows:

• Step 1: Find a smooth curve ξ(t) in gµ such that

ξ(t)P (d(t)) = XH(d(t))− ḋ(t). (7.1)

• Step 2: With ξ(t) ∈ gµ determined above, solve the nonautonomous differ-
ential equation on Gµ

ġ(t) = TeLg(t)ξ(t), with g(0) = e. (7.2)

Here are some useful remarks regarding the solution of each step.

(1) The first step is of algebraic nature. For example, if G is a matrix Lie
group, (7.1) is just a matrix equation. If one is willing to work with more
geometric structure, this equation can be solved explicitly. Typically, one en-
dows the left principal Gµ-bundle πµ : J−1(µ) → Pµ with a connection.
Recall that a (left) connection on this bundle is given by a gµ-valued one-form
A ∈ Ω1(J−1(µ); gµ) satisfying for all z ∈ J−1(µ) the relations

A(z)
(
ξJ−1(µ)(z)

)
= ξ, for all ξ ∈ gµ

and

A(g · z)(TzΦg(vz)) = Adg(A(z)(vz)), for all g ∈ Gµ, vz ∈ TzJ−1(µ).

Let Gµ act on P by restriction so that ξP = ξJ−1(µ) for any ξ ∈ gµ. Choose
in Step 1 of the reconstruction method the curve d(t) to be the horizontal lift
of cµ(t) through z0, that is, d(t) is uniquely characterized by the conditions
A(d(t))(ḋ(t)) = 0, πµ(d(t)) = cµ(t), for all t, and d(0) = z0. Then the
solution of (7.1) is given by

ξ(t) = A(d(t))
(
XH(d(t))

)
.
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(2) The second step is the main difficulty in finding a complete answer to the
reconstruction problem; equation (7.2) cannot be solved explicitly, in general.
For matrix groups this is a linear system with time dependent coefficients.
However, if G is Abelian, this equation can be solved by quadratures. To see
how this works, we need the formula of the derivative of the exponential map
at any point in the Lie algebra.

If G is a Lie group and exp : g→ G the exponential map then

Tξ exp = TeLexp ξ ◦
∞∑
n=0

(−1)n

(n + 1!
adnξ

for any ξ ∈ g. If G is Abelian, then adξ = 0 and so Tξ exp = TeLexp ξ, a
formula that we shall use below.

So let us return to the second step in the reconstruction method for an
Abelian group G. Since the connected component of the p-dimensional Lie
group G is a cylinder Rk × Tp−k, the exponential map exp(ξ1, . . . , ξp) =
(ξ1, . . . , ξk, ξk+1(mod 2π), . . . , ξp(mod 2π)) is onto, so we can write g(t) =
exp η(t) for some smooth curve η(t) ∈ g satisfying η(0) = 0. Equation (7.2)
gives then ξ(t) = Tg(t)Lg(t)−1 ġ(t) = η̇(t) since ġ(t) = Tη(t) exp η̇(t) =
TeLexp η(t)η̇(t) by the comments above. Therefore, in this case, the solution
of (7.2) is given by

g(t) = exp
(∫ t

0

ξ(s)ds
)
.

This reconstruction method is crucial in the determination of various geo-
metric phases in mechanical problems; see [MaMoRa90] for details.

7.3 Examples of Reduced Manifolds

The projective space. Consider C2n = R4n = T ∗R2n endowed with the
canonical symplectic structure dq ∧ dp for (q,p) ∈ T ∗R2n. The flow of
the Hamiltonian vector field given by the harmonic oscillator Hamiltonian
H(q,p) := (‖q‖2+‖p‖2)/2 is 2π-periodic and hence defines the circle action
θ · (q,p) �→ (q cos θ + p sin θ,−q sin θ + p cos θ) on R2n or θ · (q + ip) :=
e−iθ(q + ip) on Cn. Since the circle is compact this action is necessarily
proper and it is obvious that it is free away from the origin. The infinitesimal
generator of this action is XH , which shows that H : T ∗Rn → R is an invari-
ant momentum map for this circle action. All hypotheses of the Symplectic
Point Reduction Theorem hold and therefore H−1(1/2) is a symplectic man-
ifold. However, since H−1(1/2) is diffeomorphic to the unit sphere S2n−1,
we can immediately conclude that H−1(1/2)/S1 ∼= S2n−1/S1 This suggests
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that this reduced manifold is in fact symplectically diffeomorphic to complex
projective space CP

n−1. We shall prove this below.
Recall that CP

n−1 is the space of complex lines through the origin in Cn.
Let π : Cn \ {0} → CP

n−1 be the tautological projection that sends the
vector z �= 0 to the complex line it spans, denoted by [z] when thought of as
an element of CP

n−1. Consider the inclusion ι1/2 : H−1(1/2) = S2n−1 ↪→
Cn \ {0} and note that it preserves the equivalence relations, that is, the span
of e−iθz equals the span of z �= 0. Therefore, ι1/2 induces a smooth map
ι̂1/2 : S2n−1/S1 → CP

n−1, uniquely characterized by the relation π ◦ ι1/2 =
ι̂1/2 ◦π1/2, which is easily seen to be bijective. Since the inverse of this map is
the quotient of the smooth map z ∈ Cn \{0} �→ S1 · (z/‖z‖) ∈ S2n−1/S1 by
the equivalence relation defining projective space, it follows that this inverse
is also smooth and therefore ι̂1/2 : S2n−1/S1 → CP

n−1 is a diffeomorphism.
In what follows it is convenient to define the map ϕ : S2n−1 → CP

n−1 by
ϕ := π ◦ ι1/2 = ι̂1/2 ◦ π1/2. Let us record all of these maps in the following
commutative diagram:

S2n−1 Cn \ {0}

S2n−1/S1
CP

n−1

❄ ❄

✲

✲

❍❍❍❍❍❍❍❍❍❥

π1/2 π

ι1/2

ι̂1/2

ϕ

Finally, we recall the symplectic form on projective space (see e.g. [MaRa94],
§5.3). Let [z] ∈ CP

n−1 be such that ‖z‖ = 1 and let w1,w2 ∈ (Cz)⊥. Then
the symplectic form ΩFS on CP

n−1 is given by

ΩFS([z]) (Tzπ(w1), Tzπ(w2)) = − Im(w1 ·w2).

This symplectic form is associated to the Fubini-Study Kähler metric on CP
n−1,

a subject not discussed in these lectures; it is the negative of its imaginary part.
We need to prove that ι̂∗1/2ΩFS = Ω1/2. By the characterization of the re-

duced symplectic form Ω1/2, this is equivalent to ι∗1/2(dq∧dp) = π∗
1/2Ω1/2 =

π∗
1/2ι̂

∗
1/2ΩFS = (ι̂1/2 ◦ π1/2)∗ΩFS = ϕ∗ΩFS , which is the identity that shall

be verified below. Since ϕ = π ◦ ι1/2, we have for any z ∈ S2n−1 and any
w1,w2 ∈ TzS

2n−1 = (Cz)⊥ the identity Tzϕ(wj) = Tzπ(wj) for j = 1, 2,
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and hence

(ϕ∗ΩFS)(z) (w1,w2) = ΩFS([z]) (Tzϕ(w1), Tzϕ(w2))

= ΩFS([z]) (Tzπ(w1), Tzπ(w2))

= − Im(w1 ·w2) = ι∗1/2(dq ∧ dp) (w1,w2)

as was remarked at the beginning of §2.1. This proves that the symplectic
reduced space (H−1(1/2)/S1,Ω1/2) is symplectically diffeomorphic to the
complex projective space (CP

n−1,ΩFS).

Kaluza-Klein construction in electromagnetism. Let us revisit the motion
of a particle with charge e and mass m moving in a given time independent
divergence free magnetic field B := Bxi + Byj + Bzk, where i, j,k is the
usual orthonormal basis of R3. In §2.5 we have shown that Newton’s equations
(2.13) for the Lorentz force law

m
dv
dt

=
e

c
v ×B,

where v := q̇ is the velocity of the particle, are equivalent to Hamilton’s
equations in T ∗R3 := {(q,p) | x = (x, y, z),p := mv = (mẋ,mẏ,mż) =
(px, py, pz) ∈ R3} endowed with the magnetic symplectic form

ΩB = dx ∧ dpx + dy ∧ dpy + dz ∧ dpz −
e

c
B

and the Hamiltonian given by the kinetic energy of the particle

H =
1

2m
‖p‖2 =

m

2
(ẋ2 + ż2 + ẏ2);

B denotes the closed two-form on R3 associated to the divergence free vector
field B, that is,

B := iB(dx ∧ dy ∧ dz) = Bxdy ∧ dz + Bydz ∧ dx + Bzdx ∧ dy.

In addition, we have shown that writing B = dA, or equivalently, B = ∇×A,
where A� = A, that is, A = Axi+Ayj+Azk and A = Axdx+Aydy+Azdz,
the same Lorentz force law equations are Hamiltonian on T ∗R3 endowed with
the canonical symplectic structure but the momentum shifted Hamiltonian

HA(q,p) =
1

2m

∥∥∥p− e

c
A
∥∥∥2

.

In §3.3, writing these equations in Lagrangian form, we remarked that they
are not geodesic, essentially because of the magnetic symplectic form. Then
we used the Kaluza-Klein construction to find a new Lagrangian LKK (see
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(3.6)) on the enlarged configuration space QKK := R3 × S1 = {(q, θ) | q ∈
R3, θ ∈ S1} which turned out to be the quadratic form of an A-dependent
Riemannian metric on QKK , called the Kaluza-Klein metric. Thus the Euler-
Lagrange equations for LKK are the geodesic equations of this metric on R3×
S1. Furthermore, we Legendre transformed LKK to get a Hamiltonian (see
(3.8)) on T ∗R3 = {q, θ,p, π) | q,p ∈ R3, θ ∈ S1, π ∈ R} given by

HKK(q,p, θ, π) =
1

2m
‖p− πA‖2 +

1
2
π2.

Relative to the canonical symplectic form, Hamilton’s equations for HKK are
the geodesic equations for the Kaluza-Klein metric (expressed in Hamiltonian
form). Since HKK does not depend on θ, π is conserved and setting π = e/c,
we noted that HKK , regarded as a function of only the variables (q,p), is
up to a constant (namely π2/2), equal to the momentum shifted Lorentz force
Hamiltonian HA (see (3.4)). These were just observations obtained by direct
calculations.

Now we shall show how all of this is obtained from reduction theory. We
start from the Hamiltonian system on T ∗QKK = T ∗(R3×S1) and note that S1

acts on QKK by ψ · (q, θ) := (q, θ+ψ) where θ+ψ is taken modulo 1 (so we
normalize the length of the circle to be 1). The infinitesimal generator defined
by ξ ∈ R for this action is ξQKK

(q, θ) = (q, θ;0, ξ). The Hamiltonian HKK
is obviously invariant under this action. The momentum map for this action,
given by (5.11), is in this case

〈J(q, θ,p, π), ξ〉 = (pdq + πdθ)ξ
∂

∂θ
= ξπ,

that is, J(q, θ,p, π) = π, thus recovering the direct observation that π is a
conserved quantity. Moreover, any value of J in R is a regular value and we
have J−1(e/c) = T ∗R3×S1×{e/c} on which S1 acts on the S1-factor only.
Thus the reduced space is (T ∗QKK)e/c = T ∗R3. The reduced Hamiltonian is
obviously HA + e2/2c2, so the reduced dynamics is given by HA. Finally we
need to compute the reduced symplectic form Ωred. We have

(π∗
e/cΩred)(q, θ,p, π)

(
X

∂

∂q
+ a

∂

∂θ
+ Y

∂

∂p
,X′ ∂

∂q
+ a′

∂

∂θ
+ Y′ ∂

∂p

)
= ι∗e/c(dq ∧ dp + dθ ∧ dπ)

(
X

∂

∂q
+ a

∂

∂θ
+ Y

∂

∂p
,

X′ ∂

∂q
+ a′

∂

∂θ
+ Y′ ∂

∂p

)
= X ·Y′ −X′ ·Y.
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Since

T(q,θ,p,e/c)πe/c

(
X

∂

∂q
+ a

∂

∂θ
+ Y

∂

∂p

)
= X

∂

∂q
+ Y

∂

∂p

this identity shows that Ωred is the canonical symplectic form on the reduced
space T ∗R3, thus recovering the second result in §2.5: the Lorentz force law
equations are Hamiltonian on T ∗R3 relative to the canonical symplectic form
and the Hamiltonian function HA.

Let us carry out the reduction in a different manner, by insisting that we get
on the reduced space the kinetic energy Hamiltonian ‖p‖2/2m. To do this,
requires that we project J−1(e/c)→ T ∗R3 by the S1-invariant smooth map

ϕ
(
q, θ,p,

e

c

)
:=
(
q,p− e

c
A
)
.

It is clear from the computation above that the reduced symplectic form will
not be the canonical one anymore, since we are using a different map to iden-
tify (T ∗QKK)e/c with T ∗R3. So what is the symplectic form now?

We compute it by using ϕ as the projection from the reduction theorem and
get as before

(ϕ∗Ωe/c)(q, θ,p, π)
(
X

∂

∂q
+ a

∂

∂θ
+ Y

∂

∂p
,X′ ∂

∂q
+ a′

∂

∂θ
+ Y′ ∂

∂p

)
= ι∗e/c(dq ∧ dp + dθ ∧ dπ)

(
X

∂

∂q
+ a

∂

∂θ
+ Y

∂

∂p
,

X′ ∂

∂q
+ a′

∂

∂θ
+ Y′ ∂

∂p

)
= X ·Y′ −X′ ·Y.

However,

T(q,θ,p,e/c)ϕ

(
X

∂

∂q
+ a

∂

∂θ
+ Y

∂

∂p

)
= X

∂

∂q
+
(
Y − e

c
(X · ∇)A

) ∂

∂p
,

so the previous equality yields

Ωe/c
(
q,p− e

c
A
)(

X
∂

∂q
+
(
Y − e

c
(X · ∇)A

) ∂

∂p
,

X′ ∂

∂q
+
(
Y′ − e

c
(X′ · ∇)A

) ∂

∂p

)
= X ·Y′ −X′ ·Y.

Replacing now p by p + e
cA, noting that the right hand side of this equality
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does not depend on p, replacing Y by Y+ e
c (X ·∇)A, and Y′ by Y′+ e

c (X
′ ·

∇)A, yields

Ωe/c(q,p)
(
X

∂

∂q
+ Y

∂

∂p
,X′ ∂

∂q
+ Y′ ∂

∂p

)
= X ·

(
Y′ +

e

c
(X′ · ∇)A

)
−X′ ·

(
Y +

e

c
(X · ∇)A

)
= X ·Y′ −X′ ·Y − e

c
(X′ · ((X · ∇)A)−X · ((X′ · ∇)A))

=
(
dq ∧ dp− e

c
B
)(

X
∂

∂q
+ Y

∂

∂p
,X′ ∂

∂q
+ Y′ ∂

∂p

)
since

B

(
X

∂

∂q
,X′ ∂

∂q

)
= X′ · ((X · ∇)A)−X · ((X′ · ∇)A)

as a straightforward computation in coordinates shows. Thus

Ωe/c = dq ∧ dp− e

c
B = ΩB .

which proves the first assertion in the example of §2.5 and explains the appear-
ance of the magnetic term B in the symplectic form: the Lorentz force law
equations are Hamiltonian on T ∗R3 relative to the symplectic form ΩB and
the kinetic energy ‖p‖2/2m as Hamiltonian function.

The phenomenon occurring here is very general and has to do with cotangent
bundle reduction, a topic not covered in these lectures. What is happening here
is the following: one has a principal bundle with a connection and searches for
explicit realizations of the reduced spaces of the cotangent bundle of the total
space by the structure group. It turns out that there are two natural ways to
carry out this reduction, both at Poisson and at symplectic level. For details of
this theory see [MaRa03] and [PR04]; for a quick summary without proofs see
[OR04].

Coadjoint Orbits. For the Lie group G denote by Lg, Rg : G → G the left
and right translations on G by g ∈ G. The lifts of these actions to T ∗G,
denoted by L̄, R̄ : G × T ∗G → T ∗G respectively, are proper, free, and have
equivariant momentum maps JL,JR : T ∗G→ g∗ given by (see (5.16))

JL(αg) = T ∗
eRg(αg), JR(αg) = T ∗

e Lg(αg).

Recall that

L̄h(αg) = T ∗
hgLh−1(αg), R̄h(αg) = T ∗

ghRh−1(αg)

for any h ∈ G and αg ∈ T ∗G.
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Let us compute the point reduced space (T ∗G)µ for any µ ∈ g∗ relative
to the left action L̄. Notice that we do not require µ to be a generic point in
g∗; that is, arbitrarily nearby coadjoint orbits may have a different dimensions.
Since the action L̄ is free, the symmetry algebra of every point in T ∗G is zero
and thus every µ ∈ g∗ is a regular value of JL. Thus, the hypotheses of the
Symplectic Point Reduction Theorem hold.

The submanifold J−1
L (µ) = {αg ∈ T ∗G | T ∗

eRg(αg) = µ} = {T ∗
gRg−1µ |

g ∈ G} is the graph of the right invariant one-form αµ on G whose value at
the identity is µ. Thus αµ : G → J−1

L (µ) is a diffeomorphism. Let us show
that it is Gµ-equivariant, that is,

αµ ◦ Lh = L̄h ◦ αµ for all h ∈ Gµ.

Indeed, for any g ∈ G we have

(L̄h ◦ αµ)(g) = λh(T ∗
gRg−1µ) = T ∗

hgLh−1T ∗
gRg−1µ = T ∗

hgRg−1T ∗
hLh−1µ

= T ∗
hgRg−1T ∗

hRh−1T ∗
eRhT

∗
hLh−1µ = T ∗

hgR(hg)−1 Ad∗
h−1 µ

= T ∗
hgR(hg)−1µ = αµ(hg).

Therefore αµ : G → J−1
L (µ) induces a diffeomorphism αµ : G/Gµ →

(T ∗G)µ, where G/Gµ := {Gµg | g ∈ G}. Recall now that the map εµ :
G/Gµ → Oµ given by εµ(Gµg) = Ad∗

g µ is the diffeomorphism that defines
the smooth manifold structure of the orbit Oµ. Define the diffeomorphism
ϕ : (T ∗G)µ = J−1

L (µ)/Gµ → Oµ by ϕ := εµ ◦ (αµ)−1 and note that
ϕ := ϕ ◦πµ = JR|J−1

L (µ) : J−1
L (µ)→ Oµ has the expression ϕ(T ∗

gRg−1µ) =
Ad∗

g µ.

J−1
L (µ) G

(T ∗G)µ G/Gµ Oµ
❄ ❄

✛

✛ ✲

πµ

αµ

αµ εµ

We claim that ϕ∗Ωµ = ω−, where Ωµ is the reduced symplectic form and
ω− is the minus orbit symplectic form on Oµ. Since Ωµ is characterized by
the identity πµΩµ = ι∗µΩ = −ι∗µdΘ, where Θ is the canonical one-form on
T ∗G, this relation is equivalent to ϕ∗ω− = −ι∗µdΘ. We shall now prove this
identity. In what follows we shall denote by ADg : G → G the conjugation



II. 7 Symplectic Reduction 137

automorphism ADg(h) := ghg−1, for any h ∈ G. Thus TeADg = Adg :
g→ g is the adjoint representation of G on g.

Let

αξ(t) = T ∗
g exp(tξ)Rexp(−tξ)g−1µ

be an arbitrary smooth curve in J−1
L (µ) passing through αξ(0) = T ∗

gRg−1µ,
where ξ ∈ g. Since Rexp(−tξ)g−1 = ADg ◦Rexp(−tξ) ◦ Lg−1 , we get

Tg exp(tξ)Rexp(−tξ)g−1 = Adg ◦Texp(tξ)Rexp(−tξ) ◦ Tg exp(tξ)Lg−1 ,

so letting ν = Ad∗
gµ, we have

αξ(t) = T ∗
g exp(tξ)Lg−1T ∗

exp(tξ)Rexp(−tξ)ν = L̄gR̄exp(tξ)ν.

Therefore, an arbitrary tangent vector at T ∗
gRg−1µ ∈ J−1

L (µ) to the submani-
fold J−1

L (µ) has the expression

α′
ξ(0) = TνL̄g(ξRT∗G(ν)), (7.3)

where ξRT∗G is the infinitesimal generator of the right action R̄ on T ∗G.
Now note that ϕ(αξ(t)) = Ad∗

g exp(tξ)µ = Ad∗
exp(tξ)Ad∗

gµ = Ad∗
exp(tξ)ν

so that

Tαξ(0)ϕ(α′
ξ(0)) =

d

dt

∣∣∣∣
t=0

ϕ(αξ(t)) =
d

dt

∣∣∣∣
t=0

Ad∗
exp(tξ)ν = ad∗

ξ ν. (7.4)

By (7.4), we have for any ξ, η ∈ g and ν = Ad∗
g µ,

(ϕ∗ω−)(T ∗
gRg−1µ)(α′

ξ(0), α
′
η(0))

= ω−(ν)
(
Tαξ(0)ϕ(α′

ξ(0)), Tαη(0)ϕ(α′
η(0))

)
= ω−(ν)

(
ad∗
ξ ν, ad

∗
η ν
)

= −〈ν, [ξ, η]〉

= −J [ξ,η]
R (ν) = {JξR, J

η
R}(ν), (7.5)

since for right actions we have J
[ξ,η]
R = −{JξR, J

η
R} (see (5.12) for left ac-

tions).
On the other hand, since T ∗

gRg−1µ = L̄gν, the expression (7.3) and left
invariance of Θ give

(ι∗dΘ)(T ∗
gRg−1µ)(α′

ξ(0), α
′
η(0))

= dΘ(L̄gν)
(
TνL̄g(ξRT∗G(ν)), TνL̄g(ηRT∗G(ν))

)
= dΘ(ν)

(
ξRT∗G(ν), ηRT∗G(ν)

)
= ξRT∗G[Θ(ηRT∗G)](ν)− ηRT∗G[Θ(ξRT∗G)](ν)−Θ([ξRT∗G, η

R
T∗G])(ν).
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If π : T ∗G → G is the cotangent bundle projection, the definition (2.8) of Θ
gives for any αg ∈ T ∗G,

Θ(ηRT∗G)(αg) =
〈
αg, Tαg

π(ηRT∗G)
〉

=
〈
αg, η

R
G(g))

〉
= JηR(αg)

since ηRT∗G and ηRG are π-related. Thus, using the identity [ξRT∗G, η
R
T∗G] =

[ξ, η]RT∗G valid for right actions (see (5.8) for left actions), as well as the def-
inition of the momentum map, we can continue the computation above and
write

ξRT∗G[Θ(ηRT∗G)](ν)− ηRT∗G[Θ(ξRT∗G)](ν)−Θ([ξ, η]RT∗G)(ν)

= XJξ
R
[JηR](ν)−XJη

R
[JξR](ν)− J

[ξ,η]
R (ν)

= {JηR, J
ξ
R}(ν)− {J

ξ
R, J

η
R}(ν) + {JξR, J

η
R}(ν) = −{JξR, J

η
R}(ν).

Thus we have proved the identity

−(ι∗µdΘ)(T ∗
gRg−1µ)(α′

ξ(0), α
′
η(0)) = {JξR, J

η
R}(ν). (7.6)

Equations (7.5) and (7.6) prove that ϕ∗ω− = −ι∗µdΘ.

7.4 Orbit Reduction

Let us return to Remark (7) in §7.1 where we have commented on the fact
that the inclusion ιµ : J−1(µ) ↪→ P induces a Poisson injective immersion
κµ : Pµ → P/G. So, the κµ-images in P/G of the connected components
of the point reduced symplectic manifolds (Pµ,Ωµ) are the symplectic leaves
of P/G. In this section we shall present, without proofs, how this is actually
carried out concretely.

We begin with the easy observation that, as sets, κµ(Pµ) = J−1(Oµ)/G,
where Oµ is the coadjoint orbit through µ ∈ g∗. If the momentum map J :
P → g∗ is not equivariant then instead of the coadjoint orbit through µ one
considers the orbit of the affine action g ·µ := Ad∗

g−1 µ+σ(g), where σ is the
g∗-valued nonequivariance group one-cocycle defined by J; we need to assume
here that P is connected (see Remark (8) in §7.1). Recall that σ(g) := J(g ·
z)−Ad∗

g−1 J(z) and that if P is connected the right hand side of this equation
is independent of z ∈ P . The group one-cocycle σ induces by derivation a
real valued Lie algebra two-cocycle Σ : g × g → R which can be shown to
equal Σ(ξ, η) = J [ξ,η](z)−{Jξ, Jη}(z) for every z ∈ P and ξ, η ∈ g. Denote
by ξg∗(ν) := −ad∗

ξν + Σ(ξ, ·) the infinitesimal generator of the affine action
of G on g∗, where ν ∈ g∗. The affine action orbit Oµ carries two symplectic
forms given by

ω±
Oµ

(ν)(ξg∗(ν), ηg∗(ν)) = ±〈ν, [ξ, η]〉 ∓ Σ(ξ, η), (7.7)
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for any ξ, η ∈ g. They are the natural modifications of the usual orbit sym-
plectic forms on coadjoint orbits. For the proofs of the statements above see
[AbMa78], [LiMa87], or [OR04]. From now on we shall not make any equiv-
ariance hypotheses on J and shall work with the affine orbit Oµ ⊂ g∗ through
µ. The set POµ

:= J−1 (Oµ) /G is called the orbit reduced space associated
to the orbit Oµ. The smooth manifold structure (and hence the topology) on
POµ

is the one that makes the bijective map κµ : Pµ → POµ
into a diffeomor-

phism.
The next theorem characterizes the symplectic form and the Hamiltonian

dynamics on POµ
.

Theorem 7.4 (Symplectic orbit reduction) Assume that the free proper sym-
plectic action of the Lie group G on the symplectic manifold (P,Ω) admits an
associated momentum map J : P → g∗.

(i) On J−1 (Oµ) there is a unique immersed smooth manifold structure
such that the projection πOµ

: J−1 (Oµ) → POµ
is a surjective sub-

mersion, where POµ
is endowed with the manifold structure making κµ

into a diffeomorphism. This smooth manifold structure does not depend
on the choice of µ in the orbit Oµ. If J−1 (Oµ) is a submanifold of P
in its own right, then the immersed topology by κµ and the induced
topology on POµ

coincide.
(ii) POµ

is a symplectic manifold with the symplectic form Ω�
Oµ uniquely

characterized by the relation

ι∗Oµ
Ω = π∗

Oµ
Ω�

Oµ + J∗
Oµ

ω+
Oµ

,

where JOµ
is the restriction of J to J−1 (Oµ), ιOµ

: J−1 (Oµ) ↪→ P

is the inclusion, and ω+
Oµ

is the +orbit symplectic form on Oµ given
by (7.7). The symplectic manifolds Pµ and POµ

are symplectically
diffeomorphic by κµ.

(iii) Let H be a G-invariant function on P and define H̃ : P/G → R

by H = H̃ ◦ π. Then the Hamiltonian vector field XH is also G-
invariant and hence induces a vector field on P/G which coincides
with the Hamiltonian vector field XH̃ . Moreover, the flow of XH̃ leaves
the symplectic leaves POµ

of P/G invariant. This flow restricted to the
symplectic leaves is again Hamiltonian relative to the symplectic form
Ω�

Oµ and the Hamiltonian function HOµ
given by

HOµ
◦ πOµ

= H ◦ iOµ
or HOµ

= H̃|Oµ
.

Moreover, if F : P → R is another smooth G-invariant function, then
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{F,H} is also G-invariant and {F,H}Oµ
= {FOµ

,HOµ
}POµ

, where
{·, ·}Oµ

is the Poisson bracket on the symplectic manifold POµ
=

J−1(Oµ)/G.

The proof of this theorem in the regular case and when Oµ is an embedded
submanifold of g∗ can be found in [Marle76], [KaKoSt78], and [Marsden81].
For the general case, when Oµ is not a submanifold of g∗ see [OR04]. Here
is the main idea of the proof. Consider for each value µ ∈ g∗ of J the G-
equivariant bijection

s : [g, z] ∈ G×Gµ
J−1(µ) �→ g · z ∈ J−1(Oµ),

where G×Gµ
J−1(µ) := (G×J−1(µ))/Gµ, the Gµ-action being the diagonal

action. Endow J−1(Oµ) with the smooth manifold structure that makes the
bijection s into a diffeomorphism. Then J−1(Oµ) with this smooth structure
is an immersed submanifold of P . This is the manifold structure on J−1(Oµ)
used in the statement of Theorem 7.4.

In the particular case when J−1(Oµ) is a smooth submanifold of P in its
own right, this manifold structure coincides with the one induced by the map-
ping s described above since in this situation the bijection s becomes a diffeo-
morphism relative to the a priori given smooth manifold structure on J−1(Oµ).

If µ is a regular value of J and Oµ is an embedded submanifold of g∗,
then J is transverse to Oµ and hence J−1(Oµ) is automatically an embedded
submanifold of P .

The orbitOµ can be used to transform point reduction at an arbitrary µ ∈ g∗

to point reduction at zero for a larger manifold. Suppose that we are in the
hypotheses of the Symplectic Point Reduction Theorem 7.1. Form the point
reduced space Pµ and consider the G-orbit through µ in g∗ (in general the
orbit under the affine action) endowed with the + orbit symplectic form. The
group G acts canonically on the left on Oµ with momentum map given by the
inclusion i : Oµ ↪→ g∗. Let P .Oµ denote the symplectic manifold P ×Oµ
endowed with the symplectic structure Ω − ω+

Oµ
:= π∗

1Ω − π∗
2ω

+
Oµ

, where
π1 : P × Oµ → P and π2 : P × Oµ → Oµ are the projections on the first
and second factors respectively. The Lie group G acts canonically on P .Oµ
by g · (z, ν) := (g · z,Ad∗

g−1 ν). As discussed in §5.3, example (6), this action
has the momentum map J − i : P . Oµ → g∗. This momentum map is
equivariant if J is, in which case, Oµ is taken to be the coadjoint orbit. With
these notations we have the following result.

Theorem 7.5 (Shifting theorem) The reduced symplectic manifolds Pµ and
(P .Oµ)0 are symplectically diffeomorphic.
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One should not read into this theorem more than it states. It is tempting to
quote it in order to dismiss the reduction procedure at all points µ �= 0. This
would be an error, for the price one pays to reduce only at zero is heavy: the
original phase space is enlarged by multiplication with the orbit Oµ whose
topology can be quite involved and who is, in general, not an embedded sub-
manifold of g∗. Specifically, when dealing with singular reduction it is im-
portant to study reduction at non-zero values of the momentum map carefully.
The Shifting Theorem 7.5 only hides the differential topological difficulties by
burying them into Oµ.

7.5 Semidirect Product Reduction

In this section we present the general Semidirect Product Reduction Theorem
as found in [MaRaWe84a, MaRaWe84b]. We do not attempt to give a his-
tory of the subject here since it can be found in many other papers and books.
To avoid any technical complications, all of this section deals only with finite
dimensional objects, even though the range of applicability of the theorems
presented here goes far beyond that to many continuum and quantum mechan-
ical systems.

Let V be a vector space and assume that σ : G → Aut(V ) is a repre-
sentation of the Lie group G on V ; Aut(V ) denotes the Lie group of linear
isomorphisms of V onto itself whose Lie algebra is End(V ), the space of all
linear maps of V to itself. Denote by σ′ : g → End(V ) the induced Lie
algebra representation, that is,

ξ · v := ξV (v) := σ′(ξ)v :=
d

dt

∣∣∣∣
t=0

σ(exp tξ)v

Given G, V , and ρ define the semidirect product S := G�V as the Lie
group whose underlying manifold is G× V and multiplication

(g1, v1)(g2, v2) := (g1g2, v1 + σ(g1)v2)

for g1, g2 ∈ G and v1, v2 ∈ V . The identity element is (e, 0) and (g, v)−1 =
(g−1,−σ(g−1)v). Note that V is a normal subgroup of S and that S/V = G.

Let g be the Lie algebra of G and let s := g�V be the Lie algebra of S;
it is the semidirect product of g with V using the representation σ′ and its
underlying vector space is g× V . The Lie bracket on s is given by

[(ξ1, v1), (ξ2, v2)] = ([ξ1, ξ2], σ′(ξ1)v2 − σ′(ξ2)v1)

for ξ1, ξ2 ∈ g and v1, v2 ∈ V . Identify s∗ with g∗ × V ∗ by using the du-
ality pairing on each factor. The following formulas are useful for our next
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considerations. They are obtained by straightforward (and sometimes lengthy)
computations:

• the adjoint action of S on s:

Ad(g,u)(ξ, v) = (Adg ξ, σ(g)v − σ′(Adg ξ)u) , for (g, u) ∈ S, (ξ, v) ∈ s;

• the coadjoint action of S on s∗:

Ad∗
(g,u)−1(ν, a) =

(
Ad∗

g−1 ν + (σ′
u)

∗σ∗(g)a, σ∗(g)a
)
,

for (g, u) ∈ S, (ν, a) ∈ s∗, where σ∗(g) := σ(g−1)∗ ∈ Aut(V ∗), σ′
u : g→

V is the linear map given by σ′
u(ξ) := σ′(ξ)u and (σ′

u)
∗ : V ∗ → g∗ is its

dual;
• the lift λ of left translation of S on T ∗S:

λ((g, u), (αh, v, a)) =
(
T ∗
ghLg−1αh, u + σ(g)v, σ∗(g)a

)
for (g, u) ∈ S, and (αh, v, a) ∈ T ∗

(h,v)S = T ∗
hG × {v} × V ∗; λ induces a

canonical S-action on the product Poisson manifold T ∗G× V ∗ by ignoring
the third factor (V ∗ has the trivial Poisson bracket);
• the lift ρ of right translation of S on T ∗S:

ρ((g, u), (αh, v, a)) =
(
T ∗
ghRg−1αh − dfaσ(g−1)u(hg), v + σ(h)u, a

)
for (g, u) ∈ S, and (αh, v, a) ∈ T ∗

(h,v)S = T ∗
hG × {v} × V ∗, and where

fau : G → R is the “matrix element function” fau (g) := 〈a, σ(g)u〉; ρ

induces a canonical S-action on T ∗G× V ∗ by ignoring the third factor (V ∗

has the trivial Poisson bracket);
• the momentum map JL : T ∗S → s∗+ for the left translation λ:

JL(αg, v, a) = T ∗
(e,0)R(g,v)(αg, v, a) = (T ∗

eRgαg + (σ′
v)

∗a, a) ; (7.8)

• the momentum map JR : T ∗S → s∗− for the right translation ρ:

JR(αg, v, a) = T ∗
(e,0)R(g,v)(αg, v, a) = (T ∗

e Lgαg, σ(g)∗a) ; (7.9)

• the ± Lie-Poisson bracket of F,H : s∗ → R:

{F,H}±(µ, a) =±
〈
µ,

[
δF

δµ
,
δH

δµ

]〉
±
〈
a, σ′

(
δF

δµ

)
δH

δa

〉
∓
〈
a, σ′

(
δH

δµ

)
δF

δa

〉
for µ ∈ g∗, a ∈ V ∗; (7.10)

• the Hamiltonian vector field determined by H : s∗ → R:

XH(µ, a) = ∓
(

ad∗
δH
δµ

µ−
(
σ′

δH
δa

)∗
a, σ′

(
δH

δµ

)∗
a

)
. (7.11)
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Now we shall reduce in two steps. We start with the left action of S on T ∗S.
As we already know from general theory, the momentum map JR is invariant
under λ. The normal subgroup V of S acts on S by left translations and the
lift of this action admits an equivariant momentum map (in this case invariant
since V is Abelian), given by the second component (αg, v, a) �→ a of JL. In
addition, the projection T ∗S → T ∗G is clearly canonical so that the map

PL : (αg, v, a) ∈ T ∗S �→ (αg, a) ∈ T ∗G× V ∗

is also canonical; T ∗G×V ∗ has the product Poisson structure (see §5.3, exam-
ple (6)). It is easy to see that JR factors through PL, that is, there is a smooth
map

J̃R : (αg, a) ∈ T ∗G× V ∗ �→ (T ∗
e Lgαg, σ(g)∗a) ∈ s∗−

such that the following diagram is commutative:

T ∗S

T ∗G× V ∗ s∗−.✲

❅
❅

❅
❅❅❘

�
�

�
��✠

PL JR

J̃R

Since JR = J̃R ◦ PL, all three maps are canonical, and PL is onto, it follows
that J̃R is also canonical.

The same phenomenon occurs when working with the right action ρ. Since
there is a lot a asymmetry in the expression of all the maps involved, we shall
repeat the argument. The momentum map JL is right invariant. The normal
subgroup V of S acts on the right on T ∗S with momentum map (αg, v, a) �→
σ(g)∗a given by the second component of JR. This map is therefore canonical.
Moreover, the map

(αg, u, a) �→ αg + dfaσ(g−1)u(g) = αg + T ∗
gRg−1(σ′

u)
∗a

is a projection followed by a translation with an exact differential on the fibers
and is hence a canonical map from T ∗S to T ∗G (see Proposition 2.15). There-
fore

PR : (αg, u, a) ∈ T ∗S �→ (αg + T ∗
gRg−1(σ′

u)
∗a, σ(g)∗a) ∈ T ∗G× V ∗
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is a canonical map. Now notice that JL factors through PR, that is, there is a
smooth map

J̃L : (αg, a) ∈ T ∗G× V ∗ �→ (T ∗
eRgαg, σ(g−1)∗a) ∈ s∗+

such that the following diagram is commutative:

T ∗S

T ∗G× V ∗ s∗+.✲

❅
❅

❅
❅❅❘

�
�

�
��✠

PR JL

J̃L

As before, this implies that J̃L is a canonical map.
The origin of the maps PL and PR is also transparent. The space T ∗G×V ∗

is diffeomorphic to the orbit space of T ∗S by the left or right V -action. The
diffeomorphisms that implement this identification are easily seen to be

[αg, u, a] �→ (αg, a)

for the left V -action and

[αg, u, a] �→ (αg + dfaσ(g−1)u(g), σ(g)∗a)

for the right V -action, where [αg, u, a] denotes the left or right V -orbit through
(αg, u, a). Using these diffeomorphisms, the projections onto the orbit spaces
become PL and PR respectively.

We summarize these considerations in the following theorem.

Theorem 7.6 The maps J̃L, J̃R : T ∗G× V ∗ → s∗± given by

J̃L(αg, a) =
(
T ∗
eRgαg, σ(g−1)∗a

)
J̃R(αg, a) = ((T ∗

e Lgαg, σ(g)∗a)

are canonical. These maps are reductions of momentum maps by the action
of the normal subgroup V and are themselves momentum maps for the left,
respectively right, actions of S on the product Poisson manifold T ∗G × V ∗,
where V ∗ carries the trivial Poisson bracket.

The procedure used here to reduce in two steps is very general and can
be applied to many other situations, such as central extensions of groups, for
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example. We refer to [Marsden et. al.] and references therein for the general
theory of reduction by stages and many other examples.

Let us study the reduction of dynamics implied by this theorem. So, consider
a Hamiltonian H : T ∗G × V ∗ → R and assume that it is invariant under the
left action of S on T ∗G × V ∗. In particular, for each a ∈ V ∗ the function
Ha : T ∗G → R given by Ha(αg) := H(αg, a) is invariant under the lift to
T ∗G of the left action of the stabilizer Ga := {g ∈ G | σ(g)∗a = a} on
G. Then it follows that H induces a smooth function HL : s∗− → R defined

by HL ◦ J̃R = H , that is, HL(T ∗
e Lgαg, σ(g)∗a) = H(αg, a). For right

invariant systems, one interchanges, as usual, “left” by “right” and “−” by
“+”. However, in this case, because the maps involved are different we record
HR separately: HR ◦ J̃L = H , that is, HR(T ∗

eRgαg, σ(g−1)∗a) = H(αg, a).
It turns out that the evolution of a ∈ V ∗ is particularly simple. We begin

with the left action and work on s∗−. Let ca(t) ∈ T ∗G denote an integral
curve of the Hamiltonian system for Ha and let ga(t) be its projection on G.
Then t �→ (ca(t), a) is an integral curve of H on T ∗G× V ∗ so that the curve
t �→ J̃R(ca(t), a) is an integral curve of HL on s∗−. Thus, t �→ σ(ga(t))∗a is
the evolution of the initial condition a ∈ V ∗ in s∗−.

For right actions the situation is identical, but we shall find another formula.
If ca(t) and ga(t) are as before, the curve t �→ J̃L(ca(t), a) is an integral curve
of HR on s∗+. Hence t �→ σ(ga(t)−1)∗a is the evolution of a ∈ V ∗ in s∗+. This
proves the following theorem.

Theorem 7.7 Let H : T ∗G× V ∗ → R be a left invariant function relative to
the S-action on T ∗G × V ∗. Then H induces a Hamiltonian HL : s∗− → R

defined by HL(T ∗
e Lgαg, σ(g)∗a) = H(αg, a) which then yields Lie-Poisson

equations on s∗−. The curve (ca(t), a) ∈ T ∗G×V ∗ is a solution of Hamilton’s
equations defined by H on the product Poisson manifold T ∗G × V ∗, where
V ∗ is endowed with the trivial Poisson bracket, if and only if J̃R(ca(t), a) is
a solution of the Lie-Poisson system on s∗− defined by HL. In particular, the
evolution of a ∈ V ∗ is given by σ(ga(t))∗a, where ga(t) is the projection of
ca(t) on G. For right invariant systems one interchanges “left” by “right”,
“−” by “ +”, and defines HR : s∗+ → R by HR(T ∗

eRgαg, σ(g−1)∗a) =
H(αg, a). In this case, the evolution of a ∈ V ∗ is given by σ(ga(t)−1)∗a.

The combination of these two theorems is quite powerful in examples. Of-
ten, a physical system is given by a Hamiltonian on T ∗G × V ∗, where V ∗

is usually a space of parameters of the system. This Hamiltonian is left or
right invariant under the G�V -action on T ∗G× V ∗. Then, the theorems just
proved, guarantee that one can reduce the given system to Lie-Poisson equa-
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tions on (g�V )∗ and one knows already that the second equation has as so-
lution the “dragging along by the action” of the initial condition. For systems
in continuum mechanics, this appears usually as a “Lie transport” equation,
such as the conservation of mass, of entropy, or the frozen magnetic lines in
the fluid in the magneto-hydrodynamics approximation.

We close these considerations by presenting a symplectic counterpart of
Theorem 7.6. We shall use the Symplectic Orbit Reduction Theorem 7.4 to
determine, up to connected components, the symplectic leaves of (T ∗G)/Ga
for any a ∈ V ∗. Fix in all that follows an a ∈ V ∗ and let ga := {ξ ∈ g |
σ′(ξ)∗a = 0} be the Lie algebra of Ga. The lift to T ∗G of left translation
of Ga on G has the equivariant momentum map JaL : T ∗G → g∗a given by
restriction JaL(αg) = (T ∗

eRgαg)|ga
. The map iaL : T ∗G → T ∗S given by

iaL(αg) := (αg, 0, a) is a Poisson embedding which is equivariant relative to
the left action of Ga on T ∗G and the lifted left action λ of S on its cotan-
gent bundle T ∗S. Therefore iaL induces a Poisson embedding on the quotients
i
a
L : (T ∗G)/Ga → T ∗S/S ∼= s∗−. From the Symplectic Orbit Reduction

Theorem we know that

(JaL)
−1(µ|ga

)/(Ga)µ|ga

∼= (JaL)
−1(Oµ|ga

)/Ga ↪→ (T ∗G)/Ga
i
a
L−→ (T ∗S)/S JR−→ s∗−

where the first diffeomorphism is symplectic and given by the Orbit Symplectic
Reduction Theorem and JR is the quotient of JR : T ∗S → s∗− implementing
the Lie-Poisson reduction theorem (see §6.1). Where does the reduced space
(JaL)

−1(Oµ|ga
)/Ga land by this sequence of symplectic and Poisson diffeo-

morphisms and embeddings? To see this, we compute

(JR ◦ i
a
L)
(
(JaL)

−1(Oµ|ga
)/Ga

)
= (JR ◦ iaL)

(
(JaL)

−1(Oµ|ga

)
= {(ν, b) ∈ s∗ | there exists g ∈ G such that σ∗(g)a = b, Ad∗

g ν ∈ Oµ|ga
}

=
⋃

χ|ga=µ|ga

S · (χ, a),

where S · (χ, a) denotes the S-coadjoint orbit through (χ, a) in s∗−. However,
the identity

{(σ′
u)

∗a | u ∈ V } = {ν ∈ g∗ | ν|ga
= 0}

shows that S · (χ, a) = S · (µ, a) for all χ ∈ g∗ satisfying χ|ga
= µ|ga

.
Therefore the union above is actually one single orbit, namely S · (µ, a), and
we have shown that the reduced space (JaL)

−1(Oµ|ga
)/Ga lands in S · (µ, a).

For right actions the same thing happens but we need the map iaR : T ∗G→
T ∗S given by iaR(αg) := (αg, 0, σ∗(g)a) to embed right (Ga, S)-equivariantly
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T ∗G into T ∗S. We shall also need another notation for the quotients relative to
right actions and we shall adopt here S\T ∗S and Ga\T ∗G. Similarly, a sign
on a coadjoint orbit signifies the sign in front of the orbit symplectic structure.
We have proved the following theorem.

Theorem 7.8 The map JR ◦ i
a
L : (JaL)

−1(Oµ|ga
)/Ga → S · (µ, a)− is a

symplectic diffeomorphism thereby realizing this reduced space as a coadjoint
orbit in s∗−. The map JL ◦ i

a
R : Ga\(JaR)−1(Oµ|ga

) → S · (µ, a)+ is a
symplectic diffeomorphism thereby realizing this reduced space as a coadjoint
orbit in s∗+.

In other words, forgetting about the precise maps involved and the orbit
reduction formulation of this result, this theorem states that there is a sym-
plectic diffeomorphism between the coadjoint orbit S · (µ, a) ⊂ (g�V )∗ and
the reduced space obtained by reducing T ∗G by the subgroup Ga at the point
µ|ga
∈ g∗a.

There is a Lagrangian version of this theorem, that is, a formulation in
terms of Euler-Poincaré type equations. It is not true that the Euler-Poincaré
equations that we shall deduce below for g�V are simply the general Euler-
Poincaré equations explicitly written out for a semidirect product. The reduced
Lagrangian formulation in the case of semidirect products is more subtle and
was done in [HMR98]. We present only the situation of left representations and
left invariant Lagrangians. There are clearly three other versions and, unfor-
tunately, they are important because of various relative sign differences in the
equations and the constrained variations. Since in these lectures we shall only
deal with the heavy top, we refer to the above mentioned paper for additional
details and examples.

The set-up of the problem is the following. Given are:

• a left representation σ : G → Aut(V ) of a Lie group G on a vector space
V which induces the left action of G on TG × V ∗ given by h · (vg, a) :=
(TgLh(vg), σ∗(g)a), for vg ∈ TgG and a ∈ V ∗;
• a smooth left invariant function L : TG× V ∗ → R relative to this action;
• in particular, if a0 ∈ V ∗ the function La0 : TG → R given by La0(vg) :=

L(vg, a0) is invariant under the lift to TG of left translation of Ga0 on G;
• by left G-invariance of L the formula

l(TgLg−1vg, σ(g)∗a) = L(vg, a)

defines a smooth function l : g×V ∗ → R and conversely any such function
l : g× V ∗ → R determines a left invariant function L : TG× V ∗ → R;
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• for a curve g(t) ∈ G with g(0) = e, let ξ(t) := Tg(t)Lg(t)−1 ġ(t) ∈ g and
define the curve a(t) ∈ V ∗ by

a(t) := σ(g(t))∗a0 (7.12)

for some given a0 ∈ V ∗; the unique solution of the linear differential equa-
tion with time dependent coefficients

ȧ(t) = σ′(ξ(t))∗a(t) (7.13)

with initial condition a0 is this curve a(t).

With these notations we have the following.

Theorem 7.9 The following statements are equivalent:

(i) With a0 ∈ V ∗ fixed, Hamilton’s variational principle

δ

∫ t2

t1

La0(g(t), ġ(t))dt = 0

holds, for variations δg(t) of g(t) vanishing at the endpoints.

(ii) The curve g(t) satisfies the Euler-Lagrange equations for La0 on G.

(iii) The constrained variational principle

δ

∫ t2

t1

l(ξ(t), a(t))dt = 0

holds on g× V ∗, using variations of the form

δξ = η̇ + [ξ, η], δa = σ′(η)∗a,

where η(t) ∈ g is any curve vanishing at the endpoints.

(iv) The semidirect Euler-Poincaré equations

d

dt

δl

δξ
= ad∗

ξ

δl

δξ
+
(
σ′

δl
δa

)∗
a (7.14)

hold on g× V ∗.

Proof The proof follows the same pattern as that of Theorem 6.6. The equiv-
alence of (i) and (ii) is Hamilton’s classical variational principle that holds
for any manifold (see Theorem 3.5). To prove that (iii) and (iv) are equiva-
lent, we compute the variation of l, integrate by parts, and use the conditions
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η(t1) = η(t2) = 0 to get

δ

∫ t2

t1

l(ξ(t), a(t))dt =
∫ t2

t1

(〈
δl

δξ
, δξ

〉
+
〈
δa,

δl

δa

〉)
dt

=
∫ t2

t1

(〈
δl

δξ
, η̇ + [ξ, η]

〉
+
〈
σ′(η)∗a,

δl

δa

〉)
dt

=
∫ t2

t1

(〈
− d

dt

δl

δξ
+ ad∗

ξ

δl

δξ
, η

〉
+
〈(

σ′
δl
δa

)∗
a, η

〉)
dt

=
∫ t2

t1

〈
− d

dt

δl

δξ
+ ad∗

ξ

δl

δξ
+
(
σ′

δl
δa

)∗
a, η

〉
dt.

Since this is valid for any smooth path η(t) vanishing at the endpoints, the
variation of the integral of l vanishes subject to the constrained variations of ξ
and a if and only if the semidirect Euler-Poincaré equations hold.

It remains to be shown that (i) and (iii) are equivalent. We begin by notic-
ing that due to the G-invariance of L and the relation a(t) = σ′(g(t))∗a0

the integrands in the two variational principles are equal. Now let, η(t) :=
Tg(t)Lg(t)−1δg(t) ∈ g. At this point one could proceed with the proof exactly
as was done in the one for Theorem 6.6 by assuming that we work only with
matrix groups, or use Lemma 6.7 to do the general case. Let us work abstractly
this time around. So, by Lemma 6.7, all variations δg(t) ∈ TG of g(t) with
fixed endpoints induce and are induced by variations δξ(t) ∈ g of ξ(t) of the
form δξ = η̇ + [ξ, η] with η(t) a smooth curve vanishing at the endpoints.

Thus if (i) holds, define η(t) := Tg(t)Lg(t)−1δg(t) ∈ g for a variation δg(t)
vanishing at the endpoints and set δξ(t) = Tg(t)ġ(t). By Lemma 6.7 we have
δξ = η̇+[ξ, η] with η(t) a smooth curve vanishing at the endpoints. In addition,
the variation of a(t) = σ′(g(t))∗a0 is δa(t) = σ′(η(t))a(t). Thus (iii) holds.

Conversely, assume that (iii) holds. So if δξ = η̇ + [ξ, η] with η(t) a smooth
curve vanishing at the endpoints, define δg(t) = TeLg(t)η(t) ∈ TG. Lemma
6.7 guarantees then that this δg(t) is the general variation of g(t) vanishing
at the endpoints. Finally, the relation δa(t) = σ′(η(t))∗a(t) shows that the
variation of σ∗(g(t))a(t) = a0 vanishes, which is consistent with the fact that
La0 depends only on g(t) and ġ(t). Thus (i) holds. �

We close this section by showing how the heavy top equations fit into the
semidirect Lie-Poisson and Euler-Poincaré framework. In the process, many of
the remarkable statements in §1.2 that appeared as computational coincidences
will be explained through the theory that was just presented in this section. To
do this, we shall use all the explicit formulas deduced in §1.2. The configu-
ration space is G = SO(3) and it represents the attitude of the heavy top. In
coordinates it is given by Euler angles, as explained in §1.2. The parameter
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of the problem is Mg,χ, where M ∈ R is the mass of the heavy top, g ∈ R

is the value of the gravitational acceleration, , ∈ R is the distance from the
fixed point (that is, the point of suspension of the rigid body) to the center
of mass of the body, and χ ∈ R3 is the unit vector pointing from the fixed
point to the center of mass. Therefore, the parameter space of this problem
is V ∗ := R3. Identifying R3 with itself using the usual inner product, gives
V := R3. The representation σ : SO(3) → Aut(R3) is usual matrix multi-
plication on vectors, that is, σ(A)v := Av, for any A ∈ SO(3) and v ∈ R3.
Dualizing we get σ(A)∗Γ = A∗Γ = A−1Γ, for any Γ ∈ V ∗ ∼= R3. The
induced Lie algebra representation σ′ : R3 ∼= so(3) → End(R3) is given by
σ′(Ω)v = σ′

vΩ = Ω×v, for any Ω,v ∈ R3. Therefore, (σ′
v)∗ Γ = v×Γ and

σ′(Ω)∗Γ = Γ×Ω, for any v ∈ V ∼= R3, Ω ∈ R3 ∼= so(3), and Γ ∈ V ∗ ∼= R3.
Recall also that ad∗

Ω Π = Π×Ω by using the isomorphism (1.14); see (1.21).
The expressions of the Hamiltonian and Lagrangian functions on se(3)∗ ∼=

R3 × R3 and se(3) ∼= R3 × R3 respectively (see (1.42) and (1.46)),

H(Π,Γ) =
1
2
Π · I−1Π + Mg,Γ · χ

L(Ω,Γ) =
1
2

IΩ ·Ω−Mg,Γ · χ

yield δH/δΠ = I−1Π = Ω, δH/δΓ = Mg,χ, δL/δΩ = IΩ = Π, and
δL/δΓ = −Mg,χ, where, in this case, due to the dot product pairing, the
partial functional derivatives are given by δ/δΠ = ∇Π and δ/δΓ = ∇Γ. So
we can immediately write both the semidirect product Lie-Poisson (7.11) and
Euler-Poincaré equations (7.14), (7.13) to get

Π̇ = Π×Ω + Mg,Γ× χ, Γ̇ = Γ×Ω

which are the Euler-Poisson equations (1.44). The solution (7.12) of the second
Euler-Poisson equation with initial condition Γ(0) = k is Γ = A−1k which
was the definition of Γ used in the expression (1.39) of the potential energy.
The minus Lie-Poisson bracket (7.10) becomes in this case

{F,H}(Π,Γ) = −Π·(∇ΠF×∇ΠH)−Γ·(∇ΠF×∇ΓH+∇ΓF×∇ΠH),

which is formula (1.45). One recognizes in the computations at the end of
§1.2 part of the proof of Theorem 7.9. The remarkable map (1.43) that sends
the Euler angles and their conjugate momenta to the variables (Π,Γ) is none
other than the momentum map JR (see (7.9)) expressed in the chart given by
the Euler angles. So, of course, it will map Hamilton’s equations on T ∗SO(3)
to minus Lie-Poisson equations on se(3)∗, as the general theory presented in
these lectures stipulates.
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Since the Euler-Poisson equations are of Lie-Poisson type, their solutions
must lie on coadjoint orbits. The generic ones are given by the surfaces de-
fined by ‖Γ‖ = constant and Π · Γ = constant. Any function of ‖Γ‖ and
Π · Γ is a Casimir function for the Lie-Poisson bracket, as an easy verifica-
tion shows. In particular, the Euler-Poisson equations always have these two
functions as conserved quantities. Restricted to such a generic coadjoint orbit,
the Euler-Poisson equations are Hamiltonian relative to the orbit symplectic
form and have the total energy H conserved. To be completely integrable, one
needs therefore one more conserved quantity, independent of H and commut-
ing with it. It is known that this is possible only in three cases: the Euler case
characterized by , = 0, that is, the center of mass coincides with the point of
suspension of the rigid body, or equivalently, no forces act on the body and one
has fixed its center of mass, the Lagrange case characterized by χ = (0, 0, 1)
and I1 = I2, that is, the body has an additional S1-symmetry around the line
connecting the point of suspension of the body with its center of mass, and
the Kowalewski case, characterized by the conditions I1 = I2 = 2I3 and the
center of mass lies in the plane of the equal moments of inertia, so it can be
assumed to be χ = (1, 0, 0) by simply adjusting the frame of reference. The
last two cases have an additional integral. In the Lagrange top case, this is the
momentum map of the S1-action. In the Kowalewski case, the origin of this
additional integral remains to this day a mystery from the point of view of mo-
mentum maps, that is, it is not known a priori (that is, without solving explicitly
the system) what one-dimensional Lie group action has as its momentum map
this additional quartic integral.

To completely describe the kinematics of this system we shall record here
the coadjoint orbits of the special Euclidean group SE(3); for the proofs of
all the formulas below see [MaRa94], §14.7. Let {e1, e2, e3, f1, f2, f3} be an
orthonormal basis of se(3) ∼= R3 × R3 such that ei = fi, i = 1, 2, 3. The dual
basis of se(3)∗ via the dot product is again {e1, e2, e3, f1, f2, f3}. There is a
single zero dimensional coadjoint orbit, namely the origin. The other orbits are
two and four dimensional. There is no six dimensional coadjoint orbit since the
Poisson bracket is degenerate having the two Casimir functions given above.
There are three types of coadjoint orbits.

Type I: The orbit O through (e,0) equals

SE(3) · (e,0) = { (Ae,0) | A ∈ SO(3) } = S2
‖e‖ × {0}, (7.15)

the two-sphere of radius ‖e‖. The tangent space to O at (e,0) is the tangent
space to the sphere of radius ‖e‖ at the point e in the first factor. The minus
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orbit symplectic form is

ω−(e,0)(ad∗
(x,y)(e,0), ad∗

(x′,y′)(e,0)) = −e · (x× x′)

which equals −1/‖e‖ times the area element of the sphere of radius ‖e‖ (see
§6.3, example 1).

Type II: The orbit O through (0, f) is given by

SE(3) · (0, f) = { (a×Af ,Af) | A ∈ SO(3), a ∈ R
3 }

= { (u,Af) | A ∈ SO(3), u ⊥ Af } = TS2
‖f‖, (7.16)

the tangent bundle of the two-sphere of radius ‖f‖; note that the vector part is
the first component. The tangent space to O at (0, f) equals f⊥ × f⊥, where
f⊥ denotes the plane perpendicular to f . Let (u,v) ∈ O, that is, ‖v‖ = ‖f‖
and u ⊥ v. The symplectic form in this case is

ω−(u,v)(ad∗
(x,y)(u,v), ad∗

(x′,y′)(u,v))

= −u · (x× x′)− v · (x× y′ − x′ × y). (7.17)

It can be shown that this form is exact, namely, ω− = −dθ, where

θ(u,v)
(
ad∗

(x,y)(u,v)
)

= u · x.

Thus O is symplectically diffeomorphic to T ∗S2 endowed with the canonical
cotangent bundle symplectic structure (we identify T ∗S2 with TS2 using the
natural Riemannian metric on the sphere S2).

Type III: The orbit O through (e, f), where e �= 0, f �= 0, equals

SE(3) · (e, f) = { (Ae + a×Af ,Af) | A ∈ SO(3), a ∈ R
3 }. (7.18)

To get a better description of this orbit, consider the smooth map

ϕ : (A,a) ∈ SE(3) �→
(
Ae + a×Af − e · f

‖f‖2 Af ,Af
)
∈ TS2

‖f‖,

which is right invariant under the isotropy group

SE(3)(e,f) = { (B,b) | Be + b× f = e, Bf = f }

and induces hence a diffeomorphism ϕ̄ : SE(3)/SE(3)(e,f) → TS2
‖f‖. The

orbitO through (e, f) is diffeomorphic to SE(3)/SE(3)(e,f) by the diffeomor-
phism

(A,a) �→ Ad∗
(A,a)−1(e, f).
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Composing these two maps and identifying TS2 and T ∗S2 by the natural Rie-
mannian metric on S2, we get the diffeomorphism Φ : O → T ∗S2

‖f‖ given
by

Φ(Ad∗
(A,a)−1(e, f)) =

(
Ae + a×Af − e · f

‖f‖2 Af ,Af
)
.

Thus this orbit is also diffeomorphic to T ∗S2
‖f‖. The tangent space at (e, f) to

O is {(u,v) | u · f + v · e = 0 and v · f = 0}. If (u,v) ∈ O, the orbit
symplectic structure is given by formula (7.17), where u = Ae + a×Af and
v = Af , for some A ∈ SO(3), a ∈ R3. Let

u = Ae + a×Af − e · f
‖f‖2 Af = u− e · f

‖f‖2 v, v = Af = v,

be a pair of vectors (u,v) representing an element of TS2
‖f‖. Note that ‖v‖ =

‖f‖ and u ·v = 0. Then a tangent vector to TS2
‖f‖ at (u,v) can be represented

as ad∗
(x,y)(u,v) = (u × x + v × y,v × x). The push-forward of the orbit

symplectic form ω− to TS2
‖f‖ is computed then to be

(Φ∗ω−)(u,v)(ad∗
(x,y)(u,v), ad∗

(x′,y′)(u,v))

= −u · (x× x′)− v · (x× y′ − x′ × y)− e · f
‖f‖2 v · (x× x′).

A comparison with (7.17) shows that the first two terms represent the canonical
cotangent bundle symplectic form on T ∗S2

‖f‖. The last term is the following

closed two-form on TS2
‖f‖:

β(u,v)
(
ad∗

(x,y)(u,v), ad∗
(x′,y′)(u,v)

)
= − e · f
‖f‖2 v · (x× x′).

This two-form β is a magnetic term as in §2.5. Therefore O is the cotangent
bundle of the two-sphere of radius ‖f‖ endowed with a magnetic symplectic
form. The type II and III coadjoint orbits are diffeomorphic but not symplec-
tomorphic.

The motion of the heavy top always lies on these coadjoint orbits and is
a Hamiltonian system relative to the total energy H and the orbit symplectic
structures presented here.
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equations and semidirect products with applications to continuum theories, Advances
in Math., 137, 1–81.
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III

The Euler-Poincaré variational framework
for modeling fluid dynamics

Darryl Holm

Abstract
The global climate involves fluid motions that occur over a huge range
of interacting length and time scales. The multiscale aspect of the chal-
lenge of modeling the global climate summons a unified approach that
should have the capability to address a sequence of nested subprob-
lems in fluid dynamics. The approach should be based on fundamental
principles and it should have the capability to incorporate physical pro-
cesses at many different scales. The Euler-Poincaré theorem provides
the framework for such an approach. After introducing the global
climate problem from the viewpoint of modeling global ocean circu-
lation, we review the Euler-Poincaré theorem and apply it to address
a sequence of modeling challenges that ranges from balance equations
for geophysical fluid dynamics, to large eddy simulation models for
three-dimensional turbulence, to Hamiltonian dynamics of solitons.

1. The problem of ocean circulation & global climate . . . . . 157
2. Euler-Poincaré fluid dynamics . . . . . . . . . . . . . . 165
3. Applications of the Euler-Poincaré theorem in GFD . . . . 174
4. Lagrangian reduction and EP turbulence closures . . . . . 178
5. Pulsons and peakons . . . . . . . . . . . . . . . . . . 188
6. Momentum filaments and surfaces . . . . . . . . . . . . 196
References . . . . . . . . . . . . . . . . . . . . . . . . 206

1 The problem of ocean circulation & global climate

Figure 1.1 will help us focus our minds on a serious problem — the prob-
lem of the role of ocean circulation in climate modeling and global warm-
ing. The ocean and the atmosphere transport heat from the Earth’s

157
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equator to the poles at about equal rates. This coupled ocean-atmosphere
interaction is the basis of the global climate problem. This problem is
timely. Recently the “temperate zones” have been experiencing extreme
weather (floods in Europe, droughts in America) and the issue of global
warming is often in the news. We may all be studying this problem
eventually, simply to decide where to live, if global warming becomes a
reality. (The Sun also plays a large role in this problem. But we will
never be able to affect the solar contribution; so we shall not consider
the variability of the Sun here.) Of course, these lecture notes will not
even begin discussing the intricacies of this complex problem. We shall
only explain how geometry (in particular, the geometry of variational
principles and geodesic motion) provides a framework in which we may
think about some basic aspects of this problem and formulate equations
to solve some of its subproblems. These subproblems are interesting in
their own right and we shall pursue some of their fundamental features.
To study the climate, one must understand quantitatively how the cir-

culation of the coupled ocean-atmosphere system transports heat from
the equator to the poles by fluid motion. We shall explain the geometric
approach for attacking this problem. This approach is based on extend-
ing the classical geodesic equation for motion (which is driven purely by
kinetic energy) to include the effects of thermodynamics and potential
energy. This extension yields the Euler-Poincaré (EP) framework for
modeling and analyzing fluid dynamics introduced in [32].
The EP framework we shall describe is useful in formulating math-

ematical models for numerical simulations of weather and climate in
Earth’s coupled ocean-atmosphere system. The EP framework was al-
ready used to formulate a number of GFD (Geophysical Fluid Dynamics)
models of ocean-atmosphere circulation in [3] and in [33]. This frame-
work was also used to formulate the geometric elements of nonlinearity
in Lagrangian-averaged turbulence models of the LES type (for Large
Eddy Simulation) in [10]. These LES turbulence models may be useful
tools in solving some of the subproblems of the global climate prob-
lem. A measure of the difficulty of the global climate problem is that it
contains three dimensional turbulence as a subproblem.

Geostrophic balance Figure 1.1 shows a snapshot of the sea surface
elevation in the South Atlantic Ocean around Antarctica. The sea sur-
face elevation provides a wealth of readily observable information about
certain aspects of ocean flows. The Earth’s rotation is rapid compared
to the flow speeds in the ocean and atmosphere. Consequently, both the
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Fig. 1.1. The colors show sea surface height as a function of position — red is
higher, while blue is lower than the equilibrium geopotential. In geostrophic
balance, the flow is along the isoclines, whose deviations show the complex
meanderings of the currents and their tendency to form vortices. Geostroph-
ically balanced vortices about 300 km in diameter appear in this numerically
generated figure as confined regions of local elevation and depression of the
sea surface height. The dark regions are the continents of South America,
Antarctica and Africa, as well as Madagascar and a few other islands. In the
Southern Hemisphere, the Antarctic Circumpolar Current (ACC, appearing
here in blue, green and purple) flows rapidly in the only globally open channel.
The ACC interacts with the Agulhas Current off the tip of South Africa to
produce a sequence of vortices (shown in red, being elevations that circulate
anticlockwise in the Southern Hemisphere). These anticlockwise vortices re-
tain their integrity as they drift northwestward across the South Atlantic. The
recirculation at the western boundary (near South America) rejoins the ACC
to form the eastward flowing Malvinas Current in the Southeast Atlantic. Sev-
eral other anticlockwise vortices emerge due to the meanderings of the ACC
and the Malvinas Current.



160 III Euler-Poincaré framework for fluids

ocean and atmosphere satisfy the condition of “geostrophic balance,”
which determines the local velocity of the ocean from its surface eleva-
tion. Namely, in geostrophic balance, the hydrostatic pressure gradient
cancels the Coriolis force, thereby allowing one to solve for the velocity of
the ocean from the gradient of its sea surface elevation at each fixed (Eu-
lerian) position in the Earth’s co-rotating frame. In geostrophic balance,
a fluid moves along isoclines of its surface elevation in the co-rotating
frame. Hence, the gyres (or, large-scale ocean circulations) can be ob-
served as sea surface elevations in Figure 1.1 and their local speeds can
be inferred from geostrophic balance.
The sea surface height as a function of position is being measured by

the Topex-Poseidon satellite experiments using radar altimetry as part
of the World Ocean Circulation Experiment (WOCE). The satellite mea-
surements imply the local speed of clockwise geostrophic flow around an
elevation in sea surface height in the Northern Hemisphere, and anti-
clockwise flow in the Southern Hemisphere. These geostrophic flows are
slow, but persistent. The gyres out in the middle of the ocean move at
horizontal speeds of about U = 10 cm/sec. In the Southern Hemisphere,
the Antarctic Circumpolar Current (ACC) shown in Figure 1.1 flows in
the only globally open channel. This current is the fastest, at 2m/sec,
although the current in the Madagascar channel between the island and
the eastern coast of Africa is almost as fast. The flux of the ACC is
about one hundred million tons of water per second (through the Drake
Passage, for example, below the tip of South America) in its circulation
around Antarctica.

1.1 Eddy formation

Various types of phenomena may be recognized as aspects of the prob-
lem of global ocean circulation. One of these is the prolific formation of
eddies in ocean flows. The two main mechanisms for forming eddies are
both seen in Figure 1.1, which shows a snapshot of the sea surface ele-
vation in the South Atlantic Ocean. First, one sees a westward current
that comes around South Africa from the Indian Ocean. In the Agulas
Straight, this westward current runs into the eastward flowing Antarctic
Circumpolar Current. The collision of these two strong counter-flowing
currents produces eddies about 200-300 km in diameter via the mech-
anism of Kelvin-Helmholtz instability. These mesoscale eddies slowly
drift toward the northwest and move across the South Atlantic Ocean
in about three years. The eddies last essentially as long as it takes until
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they run into the coastline someplace near Venezuela, where they start
feeling the drag due to bottom topography. Hence, motion at this scale
is very nondissipative: large gyres in the ocean basins are driven by the
winds, but the only significant dissipation mechanism for the currents
and eddies in the ocean is their interaction with the bottom. The gyres
are thousands of kilometers in diameter. The eddies created by the cur-
rents at their edges are about 200-300 km across, so they are also large
enough to be in geostrophic balance, although they are much smaller
than the gyres. However, these mesoscale eddies still involve a great
deal of mass and momentum — so they certainly would not be stopped
by molecular viscosity any time soon. The Reynolds number for an eddy
100 km across turning at 10 cm/sec in water of viscosity 0.01 cm2/sec is
about 1010. The only significant dissipation mechanism for this system
of gyres, eddies and currents is their interaction with the bottom, or
along the shallows near the lateral boundaries.
A second mechanism for creating mesoscale eddies is also seen in Fig-

ure 1.1, in the vicinity of the Malvinas Current, off the coast of Agentina.
This snapshot illustrates the double gyre mechanism, in which recircula-
tion in the ocean basin creates a region of low surface elevation, coupled
with a region of high surface elevation that circulates in the opposite
sense. This double gyre mechanism forms the great currents in the
ocean, such as the Gulf Stream in the North Atlantic and the Kuroshio,
or Japanese Current in the North Pacific. The currents that form in
the middle regions between the ocean’s great gyres spontaneously form
unstable lateral displacements. This instability increases the complexity
of these flows, because the meandering unstable displacements grow into
loops that may pinch off to form vortices. These vortices, in turn, drift
westward and may interact with the current, until they run into the
western boundary, where they tend to interrupt the recirculation along
this boundary that sustains the double gyre itself.
So, in approaching the problem of ocean circulation as a subproblem of

the global climate, one must consider a thin, rapidly rotating domain of
flow driven at its free surface and dissipated by bottom drag and drag at
the lateral boundaries. In this thin rotating domain, unstable complex
three-dimensional fluid motions occur that remain nearly in horizontal
geostrophic balance. We shall use the Euler-Poincaré (EP) framework
to formulate the fundamental principles for developing models and ana-
lyzing the equations for these complex geophysical flows. This is a field
that oceanographers have already been investigating for many years, pri-
marily by truncating asymptotic expansions of the solutions of the exact



162 III Euler-Poincaré framework for fluids

equations, in powers of the various small parameters that are available in
this problem. For the physical motivations for these models, discussions
of the recent progress of their investigations and reviews of the historical
literature in this field, see [51].

Outline In seeking a method that will allow systematic investigations of
the global climate problem introduced and described in section 1 as a se-
quence of nested subproblems in fluid dynamics, we shall begin in section
2 by reviewing the recently developed Euler-Poincaré (EP) framework.
We shall show in section 3 how the EP framework provides a unified
approach for deriving and comparing the historical GFD models, and
for developing and analyzing the balance models needed in future GFD
applications. In section 1, we explained that three dimensional turbu-
lence is a subproblem of the ocean and atmosphere circulation problems.
In section 4, we will describe the approach of Lagrangian reduction and
EP approximations in deriving turbulence closure models that could
augment and enhance the traditional GFD models. The key idea here
is to perform Lagrangian averaging in the Euler-Poincaré framework.
Specifically, we will review some of the recent models, called “alpha-
models” for describing the mean effects of turbulence at lengthscales
that are larger than the model’s fundamental lengthscale, alpha. The
lengthscale, alpha, is the variance of a Lagrangian trajectory in the flow
from its mean. For the Navier-Stokes (NS) equations of incompressible
fluid motion in three dimensions, these alpha models provide extensions
of the classical ideas for regularizing Navier-Stokes equations that were
first introduced by Leray in [44]. The Leray regularization approach for
NS can be reframed as a mathematical basis for studying and develop-
ing the modern class of computational turbulence models called Large
Eddy Simulations (LES) also discussed in section 4. Since large eddies
in geostrophic balance lie at the heart of ocean circulation dynamics, one
may expect that the LES method could develop into a fruitful approach
for future numerical investigations of the climate modelling problem. A
crucial step in the development of an LES model is the choice of fil-
ter that one uses in discriminating between resolved and subgrid-scale
effects. Section 4 sets the stage for future LES models to benefit, by in-
troducing these filtering choices in the EP framework. Given the choice
of filter, the EP framework provides the motion equations for these LES
models and endows them with the required properties (energetic bal-
ance, Kelvin circulation theorem, potential vorticity conservation law,
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etc.) for properly modeling ocean and atmosphere circulation in the
Eulerian representation.
Finally, in a change of pace that allows one to develop insight by

hands-on manipulation of the solutions, in sections 5 and 6 we shall em-
ploy the Euler-Poincaré approach to study the subproblem of geodesic
motion of pressureless compressible fluids. The one dimensional consid-
erations of this problem in section 5 illustrate the mechanism of nonlin-
ear balance arising in the Euler-alpha models, in the context of soliton
dynamics. This nonlinear balance is isolated in the dispersionless limit
of the dynamics of unidirectional traveling wave pulses in shallow water.
Section 5 discusses this one dimensional compressible dynamics, and its
pulson and peakon solutions in the absence of linear dispersion. Pul-
sons are solutions of the EP equation for the horizontal fluid velocity for
geodesic motion in one dimension. The corresponding momenta of the
N−pulson solution is defined on a set of N Dirac measures that undergo
finite-dimensional canonical Hamiltonian particle dynamics. Peakons
arise as a special case of the pulson solutions that are genuine solitons,
and whose velocity profiles have a discontinuity in derivative at its peak.
That is, peakons propagate as confined pulses of peaked shape that in-
teract elastically, and they correspond to spectral data of an isospectral
eigenvalue problem. In section 6 we shall extend to higher dimensions
the idea of pulsons as measure-valued momentum solutions that inter-
act elastically in the geodesic EP dynamics of pressureless compressible
fluids. For example, the collective solutions corresponding to N one-
dimensional pulsons become N momentum filaments in two dimensions.
The momenta for these solutions are defined on delta functions along a
set of evolving curves in the plane. These solutions evolve by canonical
Hamiltonian dynamics that produces a system of 2N integral-partial-
differential equations (IPDE). The momentum filaments dominate the
solution of the initial value problem and arise as emergent patterns in the
geodesic motion of pressureless compressible fluids. This emergence is
demonstrated for the limit of shallow water dynamics in two dimensions
that corresponds to the peakons in one dimension.

1.2 Kelvin circulation theorem and “good” equations

Suppose we took an analytical approach to the problem of modeling
global ocean circulation and other GFD (Geophysical Fluid Dynamics)
flows. We would identify the various balances (such as the geostrophic
balance) and identify the small dimensionless numbers that are associ-
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ated with these flows. For example, we would take advantage of having
a thin domain that is rotating rapidly (f0, once per day). This rota-
tion rate is very much more rapid than the rate (U/L, once per month)
for even relatively small mesoscale eddies of, say, L ≈ 100 km to turn
around. That is, we would use the available separation of time scales to
create the small dimensionless ratio ε1 = U/(Lf0) ≈ 1/30 � 1, called
the Rossby number. The Rossby number also measures the ratio of the
nonlinearity to the Coriolis force. We are interested in length scales for
eddies that are hundreds of kilometers in diameter, but the ocean depth
is only about D ≈ 4 km. So our rapidly rotating domain is also thin
— its aspect ratio is of order ε2 = D/L ≈ 4/100 � 1. We would ex-
pand the exact equations for a rotating, surface-driven, stratified fluid
moving under gravity in these two small ratios of length scales and time
scales, the Rossby number, ε1, and the aspect ratio, ε2. Because the
acceleration of gravity g is acting on these flows, we might also intro-
duce the dimensionless ratio, F = f 2

0L
2/(gD) = O(1), the rotational

Froude number. At leading order in this expansion, the geostrophic and
hydrostatic balances would appear. At the next orders, a family of ap-
proximate equations would develop. Eventually, we would emerge from
all our asymptotic expansion efforts and balance considerations at each
power of ε1 and ε2 with approximate equations of motion containing
these three dimensionless numbers. As mentioned earlier, the inverse of
the Reynolds number is negligible, so viscosity would not enter in these
asymptotic balance equations for the large scale motion and its effects
would need to be diagnosed separately.
The family of GFD balance equations that people have derived via

this asymptotic procedure is investigated by Allen, Barth and Newberger
(ABN) in [1], who provide an impressive list of candidates. On consult-
ing this “ABN list” of balance equations, one would want to know about
the properties of these equations and the behavior of their solutions. In
fact, when the Climate Change Prediction Program first started in the
early 1990’s, people who were developing the sort of numerical simula-
tions shown in Figure 1.1, on meeting with a new set of GFD balance
equations, would ask, “Ok, what about this one? Is it good?” And then
someone would be required to learn enough about the differences of this
new one from the various other balance models, to answer the question.
This question was being asked perennially throughout the GFD model-
ing community, during the past few decades as the GFD balance models
developed in concert with the development of the computer capabili-
ties for their simulation. Eventually, two fundamental criteria emerged
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for selecting “good” approximate sets of balance equations. Namely, in
dealing with the circulation of the ocean or atmosphere, whatever gov-
erning equations one shall choose will need two properties: a circulation
theorem and proper energy balance. These two properties are closely
linked in the Euler-Poincaré (EP) framework. Indeed, a theorem exists
in the EP framework that governs the circulation and energy balance,
both for the exact fluid equations, and for any of their approximations
in this framework. We will talk about this EP theorem and describe
its use in making approximations and developing turbulence models for
ocean circulation dynamics in the remainder of these lectures.
The EP approach to mathematical modeling for fluids provides the

unified structure required for all the balanced models for ocean circu-
lation in the putative ABN list, and it also eliminates some of them.
The remaining models on this list each possesses a Kelvin circulation
theorem and satisfies energetics that are consistent with the leading or-
der geostrophic balance. We shall see that the EP theorem for deriving
fluid equations that possess proper circulation and energy laws follows
directly from Hamilton’s principle in the Eulerian fluid description.
In GFD, one is typically dealing with fluids in the Eulerian picture.

For example, geostrophic balance is an Eulerian concept, even though
it governs the velocity of the fluid’s Lagrangian motion. All the GFD
models on the ABN list that survive the selection procedure for proper
energetics and circulation are EP equations with advected parameters.
That is, these equations all follow from Hamilton’s principle (HP) for
a fluid action that depends parametrically on the advected quantities
such as mass, salt and heat that are carried as material properties of
the fluid’s motion. The EP equations for fluid dynamics with advected
parameters result from applying geometrical methods of reduction by
symmetry to reduce this HP from the material (or Lagrangian) picture
of fluid dynamics, to the spatial (or Eulerian) picture. This is the content
of the Euler-Poincaré theorem, reviewed in the next section.

2 Euler-Poincaré fluid dynamics following
Holm, Marsden & Ratiu [32]

Almost all of the GFD models on the ABN list admit the following
general assumptions. These assumptions form the basis of the Euler-
Poincaré theorem for Continua that we shall state later in this section,
after introducing the notation necessary for dealing geometrically with
the reduction of HP from the material (or Lagrangian) picture of fluid
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dynamics, to the spatial (or Eulerian) picture. This theorem was first
stated and proved in [32], to which we refer for additional details, as
well as for abstract definitions and proofs.

Basic assumptions underlying the Euler-Poincaré theorem

• There is a right representation of a Lie group G on the vector space
V and G acts in the natural way on the right on TG×V ∗: (Ug, a)h =
(Ugh, ah).

• The Lagrangian function L : TG× V ∗ → R is right G-invariant.1

• In particular, if a0 ∈ V ∗, define the Lagrangian La0 : TG → R by
La0(Ug) = L(Ug, a0). Then La0 is right invariant under the lift to TG
of the right action of Ga0 on G, where Ga0 is the isotropy group of a0.

• Right G-invariance of L permits one to define the Lagrangian on the
Lie algebra g of the group G. Namely, � : g × V ∗ → R is defined by,

�(u, a) = L
(
Ugg

−1(t), a0g
−1(t)

)
= L(Ug, a0) ,

where u = Ugg
−1(t) and a = a0g

−1(t) . Conversely, this relation de-
fines for any � : g×V ∗ → R a rightG-invariant function L : TG×V ∗ →
R.

• For a curve g(t) ∈ G, let u(t) := ġ(t)g(t)−1 and define the curve
a(t) as the unique solution of the linear differential equation with
time dependent coefficients ȧ(t) = −a(t)u(t), where the action of an
element of the Lie algebra u ∈ g on an advected quantity a ∈ V ∗ is
denoted by concatenation from the right. The solution with initial
condition a(0) = a0 ∈ V ∗ can be written as a(t) = a0g(t)−1.

Notation for reduction of HP by symmetries

Let g(D) denote the space of vector fields on D of some fixed differen-
tiability class. These vector fields are endowed with the Lie bracket

given in components by (summing on repeated indices)

[u,v]i = uj
∂vi

∂xj
− vj

∂ui

∂xj
. (2.1)

The notation adu v := [u, v] formally denotes the adjoint action of the
right Lie algebra of Diff(D) on itself.
1 For fluid dynamics, right G-invariance of the Lagrangian function L is traditionally
called “particle relabeling symmetry.”
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We shall identify the Lie algebra of vector fields g with its dual g∗ by
using the L2 pairing

〈u,v〉 =
∫
D

u · v d3x. (2.2)

We shall also let g(D)∗ denote the geometric dual space of g(D), that
is, g(D)∗ := Λ1(D) ⊗ Den(D). This is the space of one-form densities
on D. If m ⊗ dV ∈ Λ1(D)⊗Den(D), then the pairing of m ⊗ dV with
u ∈ g(D) is given by the L2 pairing,

〈m ⊗ dV,u〉 =
∫
D

m · u dV (2.3)

where m · u is the standard contraction of a one-form m with a vector
field u. For u ∈ g(D) and m ⊗ dV ∈ g(D)∗, the dual of the adjoint
representation is defined by

〈ad∗u(m ⊗ dV ),v〉 = −
∫
D

m · aduv dV = −
∫
D

m · [u,v] dV (2.4)

and its expression is

ad∗u(m ⊗ dV ) = (£um+ (divdV u)m)⊗ dV = £u(m ⊗ dV ) , (2.5)

where divdV u is the divergence of u relative to the measure dV , that
is, £udV = (divdV u)dV . Hence, ad∗u coincides with the Lie-derivative
£u for one-form densities. If u = uj∂/∂xj , m = midx

i, then the one-
form factor in the preceding formula for ad∗u(m⊗dV ) has the coordinate
expression
(
uj
∂mi

∂xj
+mj

∂uj

∂xi
+ (divdV u)mi

)
dxi =

(
∂

∂xj
(ujmi) +mj

∂uj

∂xi

)
dxi .

(2.6)
The last equality assumes that the divergence is taken relative to the
standard measure dV = dnx in R

n. (On a Riemannian manifold the
metric divergence needs to be used.)
Throughout the rest of the lecture notes, we shall follow [32] in using

the conventions and terminology for the standard quantities in contin-
uum mechanics. Elements of D representing the material particles of the
system are denoted by X; their coordinates XA, A = 1, ..., n may thus
be regarded as the particle labels. A configuration, which we typically
denote by η, or g, is an element of Diff(D). A motion , denoted as
ηt or alternatively as g(t), is a time dependent curve in Diff(D). The
Lagrangian, ormaterial velocity U(X, t) of the continuum along the



168 III Euler-Poincaré framework for fluids

motion ηt or g(t) is defined by taking the time derivative of the motion
keeping the particle labels X fixed:

U(X, t) :=
dηt(X)
dt

:=
∂

∂t

∣∣∣∣
X

ηt(X) := ġ(t) ·X .

These are convenient shorthand notations for the time derivative at fixed
X.
Consistent with this definition of velocity, the tangent space to Diff(D)

at η ∈ Diff(D) is given by
Tη Diff(D) = {Uη : D → TD | Uη(X) ∈ Tη(X)D}.

Elements of Tη Diff(D) are usually thought of as vector fields on D cover-
ing η. The tangent lift of right translations on T Diff(D) by ϕ ∈ Diff(D)
is given by

Uηϕ := TηRϕ(Uη) = Uη ◦ ϕ .
During a motion ηt or g(t), the particle labeled by X describes a path

in D whose points

x(X, t) := ηt(X) := g(t) ·X
are called the Eulerian or spatial points of this path, which is also
called the Lagrangian trajectory , because a Lagrangian fluid parcel
follows this path in space. The derivative u(x, t) of this path, evaluated
at fixed Eulerian point x, is called the Eulerian or spatial velocity of
the system:

u(x, t) := u(ηt(X), t) := U(X, t) :=
∂

∂t

∣∣∣∣
X

ηt(X) := ġ(t)·X := ġ(t)g−1(t)·x .

Thus the Eulerian velocity u is a time dependent vector field on D:
ut ∈ g(D), where ut(x) := u(x, t). We also have the fundamental rela-
tionships

Ut = ut ◦ ηt and ut = ġ(t)g−1(t) ,

where Ut(X) := U(X, t).

The representation space V ∗ of Diff(D) in continuum mechanics is of-
ten some subspace of T(D)⊗Den(D), the tensor field densities on D and
the representation is given by pull back. It is thus a right representation
of Diff(D) on T(D)⊗Den(D). The right action of the Lie algebra g(D)
on V ∗ is given by concatenation from the right. Thus, au := £ua is the
Lie derivative of the tensor field density a along the vector field u.
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The Lagrangian of a continuum mechanical system is a function L :
T Diff(D) × V ∗ → R which is right invariant relative to the tangent
lift of right translation of Diff(D) on itself and pull back on the tensor
field densities. Invariance of the Lagrangian L induces a function � :
g(D)× V ∗ → R given by

�(u, a) = L(u ◦ η, η∗a) = L(U, a0) ,

where u ∈ g(D) and a ∈ V ∗ ⊂ T(D)⊗ Den(D), and where η∗a denotes
the pull back of a by the diffeomorphism η and u is the Eulerian velocity.
That is,

U = u ◦ η and a0 = η∗a . (2.7)

The evolution of a is by right action, given by the equation

ȧ = −£u a = −au. (2.8)

The solution of this equation, for the initial condition a0, is

a(t) = ηt∗a0 = a0g
−1(t) , (2.9)

where the lower star denotes the push forward operation and ηt is the
flow of u = ġg−1(t).

Advected Eulerian quantities are defined in continuum mechanics to
be those variables which are Lie transported by the flow of the Eulerian
velocity field. Using this standard terminology, equation (2.8), or its
solution (2.9) states that the tensor field density a(t) (which may include
mass density and other Eulerian quantities) is advected.
As remarked, typically V ∗ ⊂ T(D)⊗Den(D) for continuum mechan-

ics. On a general manifold, tensors of a given type have natural duals.
For example, symmetric covariant tensors are dual to symmetric con-
travariant tensor densities, the pairing being given by the integration of
the natural contraction of these tensors. Likewise, k-forms are naturally
dual to (n− k)-forms, the pairing being given by taking the integral of
their wedge product.
The diamond operation � between elements of V and V ∗ produces

an element of the dual Lie algebra g(D)∗ and is defined as

〈b � a,w〉 = −
∫
D
b · £w a , (2.10)

where b·£w a denotes the contraction, as described above, of elements of
V and elements of V ∗ and w ∈ g(D). (These operations do not depend
on a Riemannian structure.)
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For a path ηt ∈ Diff(D) let u(x, t) be its Eulerian velocity and consider
the curve a(t) with initial condition a0 given by the equation

ȧ+£ua = 0. (2.11)

Let the Lagrangian La0(U) := L(U, a0) be right-invariant under Diff(D).
We can now state the Euler-Poincaré Theorem for Continua of [32].

Theorem 2.1 (Euler-Poincaré Theorem for Continua.) Consider
a path ηt in Diff(D) with Lagrangian velocity U and Eulerian velocity
u. The following are equivalent:

i Hamilton’s variational principle

δ

∫ t2

t1

L (X,Ut(X), a0(X)) dt = 0 (2.12)

holds, for variations δηt vanishing at the endpoints.

ii ηt satisfies the Euler-Lagrange equations for La0 on Diff(D).
iii The constrained variational principle in Eulerian coordinates

δ

∫ t2

t1

�(u, a) dt = 0 (2.13)

holds on g(D)× V ∗, using variations of the form

δu =
∂w
∂t

+ [u,w] =
∂w
∂t

+ ad uw , δa = −£w a, (2.14)

where wt = δηt ◦ η−1
t vanishes at the endpoints.

iv The Euler-Poincaré equations for continua

∂

∂t

δ�

δu
= − ad∗u

δ�

δu
+
δ�

δa
� a = −£u

δ�

δu
+
δ�

δa
� a , (2.15)

hold, with auxiliary equations (∂t + £u)a = 0 for each advected
quantity a(t). The � operation defined in (2.10) needs to be de-
termined on a case by case basis, depending on the nature of the
tensor a(t). The variation m = δ�/δu is a one-form density and
we have used relation (2.5) in the last step of equation (2.15).



III. 2 Euler-Poincaré fluid dynamics 171

Discussion of the Euler-Poincaré equations

In the absence of dissipation, most Eulerian fluid equations 1 can be
written in the EP form in equation (2.15),

∂

∂t

δ�

δu
+ ad∗u

δ�

δu
=

δ�

δa
� a , with

(
∂t +£u

)
a = 0 . (2.16)

Equation (2.16) is Newton’s Law: The Eulerian time derivative of
the momentum density m = δ�/δu (a one-form density dual to the
velocity u) is equal to the force density (δ�/δa)�a, with the � operation
defined in (2.10). Thus, Newton’s Law is written in the Eulerian fluid
representation as,1

d

dt

∣∣∣
Lag

m :=
(
∂t +£u

)
m =

δ�

δa
� a , with

d

dt

∣∣∣
Lag
a :=

(
∂t +£u

)
a = 0 .

(2.17)
The left side of the EP equation in (2.17) describes the fluid’s dynamics
due to its kinetic energy. A fluid’s kinetic energy typically defines a norm
for the Eulerian fluid velocity, KE = 1

2‖u‖2. The left side of the EP
equation is the geodesic part of its evolution, with respect to this norm.
See [5] for discussions of this interpretation of ideal incompressible flow
and references to the literature. However, in a gravitational field, for
example, there will also be dynamics due to potential energy. And this
dynamics will by governed by the right side of the EP equation.
The right side of the EP equation in (2.17) modifies the geodesic

motion. Naturally, the right side of the EP equation is also a geometrical
quantity. The diamond operation � represents the dual of the Lie algebra
action of vectors fields on the tensor a. Here δ�/δa is the dual tensor,
under the natural pairing (usually, L2 pairing) 〈 · , · 〉 that is induced
by the variational derivative of the Lagrangian �(u, a). The diamond
operation � is defined in terms of this pairing in (2.10). For the L2

pairing, this is integration by parts of (minus) the Lie derivative in
(2.10).
1 Exceptions to this statement are certain multiphase fluids, and complex fluids with
active internal degrees of freedom such as liquid crystals. These require a further
extension, as discussed in [28].

1 In coordinates, a one-form density takes the form m ·dx⊗dV and the EP equation
(2.15) is given neumonically by

d

dt

∣
∣
∣
Lag

(
m ·dx⊗dV

)
=

dm

dt

∣
∣
∣
Lag
· dx⊗dV +m ·du⊗dV +m ·dx⊗ (∇·u)dV =

δ�

δa
�a

with d
dt

∣
∣
∣
Lag

dx :=
(
∂t + £u

)
dx = du = u,jdxj , upon using commutation of Lie

derivative and exterior derivative. Compare this formula with the definition of
ad∗u(m ⊗ dV ) in equation (2.6).
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The quantity a is typically a tensor (e.g., a density, a scalar, or a
differential form) and we shall sum over the various types of tensors a
that are involved in the fluid description. The second equation in (2.17)
states that each tensor a is carried along by the Eulerian fluid velocity
u. Thus, a is for fluid “attribute,” and its Eulerian evolution is given
by minus its Lie derivative, −£ua. That is, a stands for the set of fluid
attributes that each Lagrangian fluid parcel carries around (advects),
such as its buoyancy, which is determined by its individual salt, or heat
content, in ocean circulation.
Many examples of how equation (2.17) arises in the dynamics of con-

tinuous media are given in [32]. The EP form of the Eulerian fluid
description in (2.17) is analogous to the classical dynamics of rigid bod-
ies (and tops, under gravity) in body coordinates. Rigid bodies and tops
are also governed by Euler-Poincaré equations, as Poincaré showed in a
two-page paper with no references, over a century ago [52]. For modern
discussions of the EP theory, see the notes of Tudor Ratiu’s lectures in
this volume, [45], or [32].

2.1 Corollary of the EP theorem: the Kelvin-Noether circula-
tion theorem

Theorem 2.2 (Kelvin-Noether Circulation Theorem.) Assume
u(x, t) satisfies the Euler-Poincaré equations for continua:

∂

∂t

(
δ�

δu

)
= −£u

(
δ�

δu

)
+
δ�

δa
� a

and the quantity a satisfies the advection relation

∂a

∂t
+£ua = 0. (2.18)

Let ηt be the flow of the Eulerian velocity field u, that is, u = (dηt/dt) ◦
η−1
t . Define the advected fluid loop γt := ηt ◦ γ0 and the circulation map
I(t) by

I(t) =
∮
γt

1
D

δ�

δu
. (2.19)

In the circulation map I(t) the advected mass density Dt satisfies the
push forward relation Dt = η∗D0. This implies the advection relation
(2.18) with a = D. Then the map I(t) satisfies the Kelvin circulation
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relation,
d

dt
I(t) =

∮
γt

1
D

δ�

δa
� a . (2.20)

Both an abstract proof of the Kelvin-Noether Circulation Theorem and
a proof tailored for the case of continuum mechanical systems are given
in [32].
The Kelvin-Noether theorem is called so here because its derivation

relies on the invariance of the Lagrangian L under the particle relabel-
ing symmetry, and Noether’s theorem is associated with this symmetry.
However, the result (2.20) is the Kelvin circulation theorem: the
circulation integral I(t) around any fluid loop (γt, moving with the ve-
locity of the fluid parcels u) is invariant under the fluid motion. These
two statements are equivalent. We note that two velocities appear in
the integrand I(t): the fluid velocity u and D−1δ�/δu. The latter ve-
locity is the momentum density m = δ�/δu divided by the mass density
D. These two velocities are the basic ingredients for performing mod-
eling and analysis in the ocean circulation problem. We simply need
to put these ingredients together in the Euler-Poincaré theorem and its
corollary, the Kelvin-Noether theorem.

Corollary 2.3 (Kelvin-Noether form.) Since the last expression
holds for every loop γt, we may write it as(

∂

∂t
+£u

)
1
D

δ�

δu
=
1
D

δ�

δa
� a . (2.21)

This is the Kelvin-Noether form of the Euler-Poincaré equations for
ideal continuum dynamics. By defining the covariant vector velocity,

v :=
1
D

m :=
1
D

δ�

δu
, (2.22)

we may write equation (2.21) in vector notation as

∂

∂t
v + u · ∇v +∇uT · v = 1

D

δ�

δa
� a . (2.23)

In three-dimensional vector notation, this is also expressed as

∂

∂t
v − u × curlv +∇(u · v) = 1

D

δ�

δa
� a . (2.24)

Most of the ideal GFD model equations on the ABN list [1] may be
written in this form. For examples and more theoretical details, see
[33].
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3 Applications of the Euler-Poincaré theorem in GFD

Variational Formulae in Three Dimensions We compute explicit
formulae for the variations δa in the cases that the set of tensors a is
drawn from a set of scalar fields and densities on R

3. We shall denote
this symbolically by writing

a ∈ {b,D d3x} . (3.1)

We have seen that invariance of the set a in the Lagrangian picture
under the dynamics of u implies in the Eulerian picture that

(
∂

∂t
+£u

)
a = 0 ,

where £u denotes Lie derivative with respect to the velocity vector field
u. Hence, for a fluid dynamical Eulerian action S =

∫
dt �(u; b,D), the

advected variables b and D satisfy the following Lie-derivative relations,

(
∂

∂t
+£u

)
b = 0, or

∂b

∂t
= − u · ∇ b , (3.2)

(
∂

∂t
+£u

)
Dd3x = 0, or

∂D

∂t
= − ∇ · (Du) . (3.3)

In fluid dynamical applications, the advected Eulerian variables b and
Dd3x represent the buoyancy b (or specific entropy, for the compress-
ible case) and volume element (or mass density) Dd3x, respectively.
According to Theorem 2.1, equation (2.13), the variations of the tensor
functions a at fixed x and t are also given by Lie derivatives, namely
δa = −£w a, or

δb = −£w b = −w · ∇ b ,

δD d3x = −£w (Dd3x) = −∇ · (Dw) d3x . (3.4)
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Hence, Hamilton’s principle (2.13) with this dependence yields

0 = δ

∫
dt �(u; b,D)

=
∫
dt

[
δ�

δu
· δu+ δ�

δb
δb+

δ�

δD
δD

]

=
∫
dt

[
δ�

δu
·
(∂w
∂t

− adu w
)
− δ�

δb
w · ∇ b− δ�

δD

(
∇ · (Dw)

)]

=
∫
dt w ·

[
− ∂

∂t

δ�

δu
− ad∗u

δ�

δu
− δ�

δb
∇ b+D ∇ δ�

δD

]

= −
∫
dt w ·

[( ∂

∂t
+£u

) δ�
δu
+
δ�

δb
∇ b−D ∇ δ�

δD

]
, (3.5)

where we have consistently dropped boundary terms arising from inte-
grations by parts, by invoking natural boundary conditions. Specifically,
we may impose n̂ · w = 0 on the boundary, where n̂ is the boundary’s
outward unit normal vector and w = δηt◦η−1

t vanishes at the endpoints.

Euler-Poincaré framework for continuum GFD The Euler-Poin-
caré equations for continua (2.15) may now be summarized in vector
form for advected Eulerian variables a in the set (3.1). We adopt the
notational convention of the circulation map I in equations (2.19) and
(2.22) that a one form density can be made into a one form (no longer
a density) by dividing it by the mass density D and we use the Lie-
derivative relation for the continuity equation (∂/∂t + £u)Dd3x = 0.
Then, the Euclidean components of the Euler-Poincaré equations for
continua in equation (3.5) are expressed in Kelvin theorem form (2.21)
with a slight abuse of notation as

( ∂

∂t
+£u

)( 1
D

δ�

δu
· dx

)
+
1
D

δ�

δb
∇b · dx − ∇

( δ�

δD

)
· dx = 0 , (3.6)

in which the variational derivatives of the Lagrangian � are to be com-
puted according to the usual physical conventions, i.e., as Fréchet deriva-
tives. Formula (3.6) is the Kelvin-Noether form of the equation of motion
for ideal continua. Hence, we have the explicit Kelvin theorem expres-
sion, cf. equations (2.19) and (2.20),

d

dt

∮
γt(u)

1
D

δ�

δu
· dx = −

∮
γt(u)

1
D

δ�

δb
∇b · dx , (3.7)

where the curve γt(u) moves with the fluid velocity u. Then, by Stokes’
theorem, the Euler equations generate circulation of v := (D−1δl/δu)
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Fig. 3.1. The late Bill Burke was known as a great geometer. When he saw
the pattern in this Figure a few years ago at UC Santa Cruz, he smiled during
my lecture. When I asked him, “Bill, why are you smiling?” he answered,
“Oh, Darryl, I was thinking this diagram would make such a great Tee-shirt.”

whenever the gradients ∇b and ∇(D−1δl/δb) are not collinear. The
corresponding conservation of potential vorticity q on fluid parcels
is given by

∂q

∂t
+ u · ∇q = 0 , where q =

1
D
∇b · curl

(
1
D

δ�

δu

)
. (3.8)

This is also called PV convection. Equations (3.6-3.8) embody most
of the panoply of equations for GFD. The vector form of equation (3.6)
is,
See [3] and [33] for detailed accounts.

3.1 Discussion: Structure-preserving fluid approximations via
Hamilton’s principle

The EP framework provides a unified approach: by using it, one may
change the list of model GFD equations in [1] that looks rather like a
page of the phonebook, into the more structured arrangement in Figure
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3.1. This arrangement looks perhaps more organic, with HP at the
center.
In Figure 3.1, Hamilton’s Principle lies at the center. That is, the

variation of an action vanishes and this creates the Euler-Poincaré equa-
tion. The Kelvin circulation theorem immediately follows from HP and,
in turn, yields another central concept in oceanography and atmospher-
ics emerges as PV convection, in equation (3.8). Here, PV is “potential
vorticity” and, as we have seen, its convection follows from the Kelvin
circulation theorem whenever a passive scalar (such as the buoyancy b)
is available, by an application of the Stokes Theorem. One may ap-
ply various approximations, including balance, Lagrangian averaging,
asymptotics, hydrostasy, etc., at any level in Hamilton’s principle and
still preserve the variational structure that yields Kelvin’s circulation
theorem, PV convection and proper energetics.
From Hamilton’s Principle, one can Legendre transform to the Hamil-

tonian side. The EP equations are then found to be equivalent to Hamil-
tonian equations in terms of a Lie-Poisson bracket. (These equations
will be derived later for solitons in one spatial dimension.) Thus, the
corresponding partners of the Euler-Poincaré equations on the Hamil-
tonian side are the Lie-Poisson equations, which have been studied in
great detail. Considerable machinery is available on the Hamiltonian
side for classifying relative equilibria and obtaining their stability condi-
tions, and so forth. See, e.g., Holm, Marsden, Ratiu and Weinstein [34]
for a review of the Lie-Poisson Hamiltonian theory and its many assets.
All this Hamiltonian machinery is available to us for GFD, provided we
write those ocean models in the EP form. There are various ways of
doing this. For example, one may perform asymptotics in Hamilton’s
Principle and introduce constraints as in [2], [25] and [24]. This proce-
dure generates most of the various equations on the ABN list of balance
equations for GFD, via asymptotic expansions that change the kinetic
energy in the Lagrangian and impose constraints such as the geostrophic
relation. The GFD equations are reviewed systematically and new GFD
models are derived in the framework of the EP theorem in [3] and [33].
The strategy of this procedure is to make approximations in the La-

grangian, but still keep the same EP form of the equations that generates
the fluid motion in the Eulerian representation. These model equations
can then be implemented numerically. There are many physical choices
available for decomposing solutions, or making guesses about how the
averaging process, the course graining process, or some other approxima-
tion, or coupling, will change the kinetic energy, or smooth the solution



178 III Euler-Poincaré framework for fluids

in the kinetic energy, or constrain it. Having made the appropriate
physical choices, the EP framework provides the motion equations and
endows them with the required properties (energetic balance, Kelvin cir-
culation theorem, PV convection, etc.) for properly modeling ocean and
atmosphere circulation in the Eulerian representation.

4 Lagrangian reduction and EP turbulence closures

We are discussing reduction of HP by symmetries and EP approxima-
tions in the fluid setting. The EP framework provides a means of using
the invariance properties of the Lagrangian or action in HP to reduce
the number of variables in the equations of motion. In the previous
section we explained how to use it for generating approximate ocean
circulation models. The EP framework also provides a framework for
introducing approximate turbulence closure models, and we shall dis-
cuss the main ideas behind the recent progress in this direction due to
[32], [10], [11], [49] and [50]. We expect the EP framework will eventu-
ally also help generate climate models. However, EP climate modeling
efforts are presently only in a preliminary stage. Additional degrees of
freedom, such as order parameters, may also be accommodated by us-
ing the method of Lagrangian reduction by stages (LRBS). The LRBS
approach allows one to obtain the equations for the motion of complex
fluids such as liquid crystals, superfluids, Yang-Mills fluids and other flu-
ids whose order parameters are defined on coset spaces by the physical
process of symmetry breaking, as in [28]. However, complex fluids are
not the subject of this lecture. Instead, we shall discuss the simplest of
the Euler-Poincaré equations for incompressible fluids, beyond the Euler
equations themselves, for the purpose of introducing the concepts used
recently in making turbulence closures in the EP framework.
All of the Eulerian fluid equations we derive will take the EP form; so

all these model Eulerian fluid equations will have a Kelvin circulation
theorem. This is what we mentioned earlier in the spider-web diagram
in Figure 3.1 that Bill Burke liked so much. At the center is Hamil-
ton’s Principle (HP) and it is equivalent to the EP equations which, in
turn, imply Kelvin’s circulation theorem. Thus, HP is a unified way of
thinking about fluid circulation in the ocean, or in the atmosphere. And
HP can potentially be a guide for creating numerical models for ocean-
atmosphere circulation, in which the circulation doesn’t just start up by
itself for unphysical reasons. HP is also a guide for thinking about how
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to model other fluid equations by extending from the EP equation for
incompressible flow.
The use of the EP approach in deriving GFD equations for ocean

models has already been explained in [3] and [33]. Rather than repeat
details from those papers, in this section we shall simplify by special-
izing to the EP geodesic motion equation for 3D incompressible fluid
motion. This will lead us to turbulence models, when we add viscosity
and forcing to the 3D incompressible fluid motion equations. These tur-
bulence models are needed, in turn, so that one may eventually model
subgrid scale effects in the computations using the GFD models of ocean
circulation. One should have expected this: solving a complex problem
always requires solving other complex subproblems. The subproblem of
GFD that we must address is three-dimensional incompressible turbu-
lence. Fortunately, we will be able to use the same EP framework as a
guiding principle in developing models for the subproblem of turbulence
closure modeling.

4.1 Incompressible 3D flows

We consider the Euler-Poincaré equation (3.6) for the following La-
grangian,

�(u;D) =
∫
1
2
D u ·Qopu − p(D − 1) d 3x , (4.1)

where Qop is a positive-definite, symmetric, operator. (We shall also as-
sume for simplicity that Qop is translation invariant and isotropic under
rotations.) For this Lagrangian, the two velocities v = [δ�/δu]D=1 and
u are related by

v =
δ�

δu

∣∣∣
D=1

= Qopu . (4.2)

Conversely, the velocity u = g ∗ v is a smoothed, or filtered, version of
the velocity v in (2.22).

u = g ∗ v =
∫
g(|x − y|)v(y, t) d 3y , (4.3)
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for an isotropic, translation-invariant, filter function g.1 Expanding out
the Lie derivative in the vector form (2.23) of the Euler-Poincaré equa-
tion for this Lagrangian gives

∂

∂t
v + u · ∇v +∇uT · v = −∇(p− 1

2
u · v) . (4.4)

Here we have set D = 1 according to the constraint imposed by variation
of the Lagrangian � in (4.1) with respect to the Lagrange multiplier p
(pressure). By the continuity equation (3.3), this constraint, in turn,
imposes incompressibility on the transport velocity, ∇·u = 0. Preserva-
tion of incompressibility then implies the pressure p as the solution of the
Neumann problem implied by equation (4.4). If the filter function g is a
delta function, so that u = v, then we may use ∇vT ·v = 1

2∇|v|2, which
is a gradient, and the EP equation (4.4) reduces to Euler’s equation for
incompressible fluids,

∂

∂t
v + v · ∇v = −∇p , with ∇ · v = 0 . (4.5)

For other filter functions, g, in the filter relation u = g ∗ v in (4.3),
the transport velocity u is smoother than the transport-ed velocity v
and the first term in equation (4.4) can be regarded as being smoothed
advection. In fact, the second term in equation (4.4) also derives from
smoothed advection. Kelvin’s circulation theorem illustrates the effect
of this smoothed advection in equation (4.4) as,

d

dt

∮
γt(u)

v · dx =
∮
γt(u)

[ ∂
∂t

v + u · ∇v +∇uT · v
]
· dx = 0 , (4.6)

where the curve γt(u) moves with the filtered fluid velocity u = g ∗ v.
This is the principle ofKelvin filtering. We note that Kelvin filtering is
a Lagrangian-averaging step, since the curve γt(u) moves with the fluid
parcels. For more details of Lagrangian-averaging in the Euler-Poincaré
context, see [29], [30], [47].

Parallels of Kelvin filtering with Leray regularization Smoothing
the advection velocity in the Kelvin loop γt(u) in (4.6) is an important

1 In principle, the filtered velocity u may be determined from the defiltered velocity
v, by defining the filter function g(x) as the Green’s function for the corresponding
differential operator, Qop, so that Qop · g(x) = δ(x), where δ(x) is the Dirac delta
and appropriate boundary conditions are supplied for u. Because Qop is positive-

definite and symmetric, the quantity ‖u‖ =
( ∫

u · Qopu d 3x
)1/2

is a norm for
the velocity u. The kinetic energy in the Lagrangian (4.1) when evaluated on the
constraint surface D = 1 is half the square of this norm.
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step, because it alters the original nonlinearity (v · ∇v) in Euler’s equa-
tion (4.5). This nonlinearity is the mechanism by which fluid kinetic
energy cascades to smaller and smaller scales in turbulent flows. In fact,
the original nonlinearity (v · ∇v) cascades the kinetic energy to smaller
and smaller scales at rates that are faster and faster. However, Leray
[44] already noticed that if the transport velocity (u) were smoothed, rel-
ative to the transported velocity (v), so that the nonlinearity would take
the form (u · ∇v) as in the first term in equation (4.4), then one would
be able to regularize the Leray-modified Navier-Stokes equations,

∂

∂t
v + u · ∇v = −∇p+ ν∆v + F , with ∇ · v = 0 , (4.7)

provided the filter g in the relation (4.3) smoothes sufficiently to supply
u with two derivatives. Here ν∆v is Navier-Stokes viscosity and F is
forcing.
If instead of adopting the Leray equation, we add the same Navier-

Stokes viscosity and forcing as on the right hand side of (4.7) to the
Euler-Poincaré equation (4.4), then we find the the EP-regularized

equation,

∂

∂t
v + u · ∇v +∇uT · v = −∇p+ ν∆v + F , with ∇ · u = 0 . (4.8)

The term ∇uT ·v = vj∇uj in the EP-regularized Navier-Stokes equation
(4.8) did not appear in the Leray theory [44]. However, this term is
crucial in the Kelvin circulation theorem in equation (4.6). Namely, it is
responsible for the stretching of the line element in the time derivative
of the Kelvin circulation integral. This is the last term in equation (4.6).
Since Leray [44], people have been studying regularizations of the

Navier-Stokes equations obtained by smoothing the transport velocity
(relative to the transport-ed velocity). Leray already obtained results
for existence and uniqueness of strong solutions with his smoothing ap-
proach, without addressing the line element stretching term. So the
EP-regularized Navier-Stokes equation (4.8) obtained using Kelvin fil-
tering may be regarded as a variant of the Leray [44] regularization
program for Navier-Stokes that restores its Kevin circulation property.
See Foias et al. [18] for discussions of the extensive literature about
Leray’s regularization of the Navier-Stokes equations.
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4.2 Lagrangian-averaged 3D Euler-alpha equations

The LAE-α equations We consider the Euler-Poincaré equation (3.6)
for the following Lagrangian, introduced in [32],

�(u;D) =
∫
1
2
D

(
|u|2 + α2|∇u|2

)
− p(D − 1) d 3x , (4.9)

where the quantity α is a constant length scale. On the constraint surface
D = 1, this Lagrangian is the H1 norm of the velocity,

[
�(u;D)

]
D=1

=
1
2
‖u‖2

H1 . (4.10)

The velocity v in equation (2.22), when evaluated on the constraint
surface D = 1 is given by

v =
[ 1
D

δ�

δu

]
D=1

= u − α2∆u . (4.11)

Thus, the velocities u and v are related by the Helmholtz operator in 3D,
Qop = (1−α2∆). Consequently, the velocity u = g ∗v is a smoothed, or
filtered, version of the velocity v, obtained by inverting the Helmholtz
operator. That is, relation (4.3) is given by

u = g ∗ v =
∫
g(|x − y|)v(y, t) d 3y (4.12)

in which isotropic, translation-invariant, filter function g is the Green’s
function for the Helmholtz operator in 3D, Qop = (1−α2∆), in the given
domain. Thus, u is smoother than v, by two additional derivatives, just
as required in the Leray regularization of the NS equations. The Euler-
Poincaré equation for the Lagrangian (4.9) gives

∂

∂t
v + u · ∇v +∇uT · v = −∇

(
p− 1

2
|u|2 − 1

2
α2|∇u|2

)
, (4.13)

with v = u − α2∆u and divu = 0. These are called the Lagrangian-
averaged Euler-alpha (LAE-α) equations. The LAE-α equations were
first introduced on geometrical grounds in [32], as a three-dimensional
incompressible generalization of the one-dimensional unidirectional soli-
ton equation for shallow water waves first derived by Camassa and Holm
in [9]. We shall review some of the dynamical properties of the CH equa-
tion as an Euler-Poincaré equation in section 5. The idea of applying
Lagrangian averaging to the equations of GFD was pioneered by An-
drews and McIntyre [4]. The relation between the present approach of
Lagrangian-averaged Hamilton’s principles for fluids and that of An-
drews and McIntyre [4] is discussed in [29] and [30]. A wave, mean-flow
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closure of the Andrews and McIntyre theory for stratified rotating fluids
was obtained in [24] from the viewpoint that eventually became the EP
framework.

4.3 Damped, driven incompressible 3D flows and turbulence
models

Equation (4.13) for the LAE-α model is arguably purely geometric. For
example, it may be expressed in differential-geometric language as

(∂t +£u)(v · dx) = −d
(
p− 1

2
|u|2 − 1

2
α2|∇u|2

)
. (4.14)

Moreover, this is the Euler-Poincaré equation for geodesic motion on
the volume-preserving diffeomorphism group with respect to the kinetic
energy metric given by the H1 norm of the velocity in (4.10). If we now
add some damping and driving to this equation and think of viscosity
and forcing, then we will have a damped and driven EP equation. When
the operator Qop is chosen to be the Helmholtz operator, the resulting
damped, driven EP equation is,

∂

∂t
v+u · ∇v+∇uT ·v = −∇π+ ν∆v+F , with ∇ ·u = 0 . (4.15)

Also, π = p − 1
2 |u|2 − 1

2α
2|∇u|2 and v = u − α2∆u. This is called

the Lagrangian-averaged Navier-Stokes-alpha (LANS−α) model.
Smoothing of the transport velocity by inversion of the Helmholtz op-
erator in determining u from v provides this equation with analytical
properties that are considerably more regular than the Navier-Stokes
equations are known to possess.

Summary of analytical properties for LANL-alpha in 3D Let’s
summarize the analytical results for the Navier-Stokes-alpha model in
3D. First, the LANL-alpha equations in 3D possess existence, unique-
ness, and strong solutions. They also have a global attractor and more-
over this global attractor is finite dimensional. That is, it has finite frac-
tal dimension. In addition, for every sequence αj → 0, the LANL-alpha
solution will converge to a NS solution: so you have a shadowing theorem
for finite alpha as well. All this power and control over the LANL-alpha
solutions, however, gives us no information at all about solutions of the
original NS equations. This is because no proof is known for the ex-
istence and uniqueness of strong solutions of NS. Without uniqueness,
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each of these sub-sequences could be converging to a different NS so-
lution. So, existence and uniqueness for NS aside, LANL-alpha is a
regularization of the NS equations that is obtained by strengthening the
kinetic energy norm in the geodesic flow that underlies the nonlinearity
in these problems. The analytical properties of the LANL-alpha model
are discussed in [17], [46]. In the absence of dissipation and forcing, the
LA-Euler-alpha equations (4.13) possess local existence for short time,
as in the theorem of Ebin and Marsden [12] for the Euler equations. For
further discussions of the analytical properties of the LA-Euler-alpha
equations, see [53], [54], [46].
The closed model LAE equations for ideal incompressible flow in three

dimensions were first obtained using the EP framework in Holm, Mars-
den and Ratiu [32]. For more discussions of how this equation set was
developed into a turbulence model by using the EP framework, see pa-
pers by [10], [16] and [46]. Another, more general, variant of the LAE-α
closure based on the WKB approximation was introduced for stratified
and rotating incompressible fluids in [24]. This other variant was part
of the background thinking for later developments of the EP theory in
[27] and [47].

4.3.1 Hausdorf, or Lyapunov, dimension of the global attractor for the
Navier-Stokes-alpha model of turbulence

The dimension of the global attractor for the Navier-Stokes-alpha model
may be discussed in the context of counting dimensions as degrees of
freedom in turbulence. Namely, one counts dimensions at a particular
Reynolds number, which is the ratio of the nonlinearity to the viscous
force. (The Reynolds number measures the intensity of turbulence.)
Counting is done the following way. Suppose we are forcing at the low
wave numbers, and we look at the log-log graph of the spectral energy
density. This is the Fourier transform of the kinetic energy. We will
see that it decreases with wavenumber k following an algebraic law: it
decreases as E(k) ∼ k−5/3 for homogeneous isotropic Navier-Stokes, as
[41] showed. This algebraic law holds until it reaches wavenumbers in
the viscous dissipation range, where the length scales of the motions are
small enough to be converted to heat by viscosity. The viscosity can
then take over at the small scales to dissipate the flux of energy, that
is put into the system by external forcing at the large scales. In the
viscous dissipation range, the graph of the spectral energy density turns
downward more steeply.
The wavenumber at which the viscous dissipation rate finally balances
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the rate of energy transport by nonlinearity and the graph of the spec-
tral energy density turns downward defines the end of the inertial range.
(The inertial range is the region in wavenumber where the transport
is large compared to the dissipation.) The energy transport in the in-
ertial range is governed by the nonlinearity. Because we are changing
the nonlinearity in the LANS-alpha model, we expect to change the bal-
ance between the nonlinearity and dissipation. The particular change
in the balance between nonlinearity and dissipation for the LANS-alpha
model leads to a global attractor with finite (Hausdorf, or Lyapunov)
dimension, as shown in [17].

Counting degrees of freedom for Navier-Stokes Let’s first count
dimensions as degrees of freedom for the Navier-Stokes equations. For
this, one divides the length scale at which the dissipation takes place
(called the Kolmogorov length scale) into the size of the domain, or the
integral length scale of the motion. One discovers that this ratio scales
like Reynolds number to the three quarters, Re3/4. So the wavenum-
ber at which the balance with dissipation occurs for the Navier-Stokes
equations scales like Reynolds to the three quarters. The correspond-
ing number of degrees of freedom is found by counting the number of
little boxes of the size of the Kolmogorov scale that would be required
to fill the domain. This number scales as the cube of the Kolmogorov
wavenumber, which goes like Reynolds to the nine quarters, Re9/4. This
is Landau’s classic estimate of the number of degrees of freedom in tur-
bulence [43]. See also [20] for a slightly more refined version of this
argument.
In estimating the computational complexity of turbulence as an evo-

lutionary problem, one must arrange to take time steps that are small
enough that the flow does not cross more than one of these boxes per
time step. This CFL (Courant-Friedrichs-Levi) condition on the time
step introduces another power of Reynolds to the three quarters (Re3/4)
into the computational complexity, which thus scales as Reynolds cubed
(Re3). This Re3 scaling law provides insight into why direct numerical
simulations (DNS) of turbulence are difficult: The task of computa-
tionally simulating all the way down to the Kolmogorov scale requires
BOTH very small resolution scales and very small time steps. Hence,
the scaling law Re3 arises as a measure of the estimated computational
complexity of Navier-Stokes turbulence.
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Counting degrees of freedom for Navier-Stokes-alpha The spec-
tral scaling of the energy cascade for the LANL-alpha model is different
from NS. The kinetic energy spectral density for LANL-alpha obeys
the same k−5/3 scaling as NS only for wavenumbers satisfying kα < 1.
Thereafter, for higher wavenumbers satisfying kα > 1, the spectral scal-
ing breaks, and scales more steeply, as k−3 instead, as shown in [16].
This different scaling law yields a second inertial range, which ends by
balancing viscous dissipation at a new dissipation wavenumber. The
corresponding NS−α dissipation wavenumber scales as Reynolds to the
one-half, Re1/2, instead of Reynolds to the three quarters, Re3/4, as for
Navier-Stokes turbulence. Now counting the number of little boxes of
size O(Re−1/2) that would be required to fill the domain gives the scaling
law Re3/2 for the number of degrees of freedom in Navier-Stokes-alpha
turbulence, with corresponding computational complexity of Reynolds
squared, Re2.
The Re3/2 scaling law for degrees of freedom in Navier-Stokes-alpha

and its Re2 scaling for computational complexity are to be compared
to the scalings of Reynolds to the three quarters, Re9/4, for degrees
of freedom, and Reynolds cubed, Re3, for computational complexity
of Navier-Stokes turbulence. See [17] for more details and for more
refined discussions of the estimates of fractal dimension for the Navier-
Stokes-alpha model of turbulence. The scaling law Re2 for the Navier-
Stokes-alpha equations, versus Re3 for the Navier-Stokes equations gives
a two-thirds power law in relative computational complexity.

4.3.2 Two-thirds power scaling in complexity for the NS−α model

The two-thirds-power scaling law Re1/2 = (Re3/4)2/3 between the dis-
sipation wavenumbers for the Navier-Stokes equations and the NS−α
model is encouraging, especially in light of the convergence results proven
for the NS−α model as α → 0. Provided alpha is sufficiently small,
these convergence results allow one to expect that numerical compu-
tations with the NS−α equations will perform accurately in predicting
turbulence at scales sufficiently larger than alpha. In addition, the reg-
ularization of the NS−α equations and their scaling law Re3→Re2 for
computational complexity as a function of Reynolds number relative
to NS shows that evolutionary turbulence computations requiring three
decades of spatial resolution with the Navier-Stokes equations, should
only require two decades of spatial resolution with the NS−α model,
provided dissipation properly balances nonlinear transport at the end of
the inertial range.
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This two-thirds power scaling may be rigorously verified by computing
the Lyapunov, or Hausdorf, dimension of the global attractor for the
NS−α model. The result for this Hausdorf dimension is given in [17] as

dimA ≤ C
L4/3

α4/3
Re3/2

with a constant C that depends on the amplitude of forcing (its Grashoff
number), but is independent of alpha. Here L is either the integral scale
of the turbulence, or the size of the domain, which is taken to be spatially
periodic in [17]. The Re3/2 scaling in this upper bound is the same as one
finds from the dimension estimates given earlier by simple box counting.
Perhaps not surprisingly, this estimate for the Lyapunov, or Hausdorf,
dimension of the global attractor for the the NS−α model is lost as
α → 0. In this limit, one returns to the Navier-Stokes equations, for
which no global attractor is known in the presence of nonzero forcing.

4.3.3 Comparison of the Leray model with LES similarity models for
numerical computations of turbulence

The “similarity models” form a class of Large Eddy Simulation (LES)
models for numerical computations of turbulence. The approach of the
similarity models is to filter scales of wavenumber 2K relative to those
at wavenumber K by assuming the spectral densities in the two regions
scale similarly with wavenumber. This assumption yields a stress tensor
for the sub-grid scales of the form that was first introduced by Bardina
et al. in [6],

τSGS = ūū − ¯̄u¯̄u , (4.16)

where bar ( · ) indicates the filtering implied by the similarity assump-
tion.
The stress tensor that one computes for the Leray-alpha model (4.7)

is reminiscent of (4.16), but it still differs crucially from the similarity
class. The Leray motion equation (4.7) may be rewritten in the present
notation as,

∂

∂t
u+ ū · ∇u = −∇p+ ν∆u+ F , with ∇ · u = 0 . (4.17)

Taking the average ( · ) of this equation and rearranging gives,
∂

∂t
ū+ ū ·∇ū = −∇p̄+ν∆ū+ F̄− div τSGS , with ∇· ū = 0 , (4.18)

where τSGS is the stress tensor for the corresponding sub-grid scales in
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the form advocated in Geurts and Holm [21, 22, 23], in their numerical
simulations of the turbulent mixing layer,

τSGS = ū u− ūū . (4.19)

Thus, the choice of filter ū = L(u) and its inverse u = L−1(ū) on the
resolved mesh points determines the SGS stress tensor for the Leray reg-
ularization, viewed as an LES turbulence model. This crucially differs
from the Bardina similarity model in requiring the defiltered velocity
u = L−1(ū) on the resolved mesh. See [21, 22, 23] for details of the per-
formance of this approach in numerical simulations of turbulent mixing
layers.1

Future LES models may benefit from introducing these filtering choices
by using the EP framework, which provides the motion equations and
endows them with the required properties (Kelvin circulation theorem,
PV conservation, energy balance, etc.) for properly modeling ocean and
atmosphere circulation in the Eulerian representation.

5 Pulsons and peakons: the EP equation for compressible
geodesic motion in 1D

5.1 EP equation in 1D

We shall now simply further, by leaving the three dimensional incom-
pressible flows and considering the one dimensional version of the Euler-
alpha model called the CH equation, which possesses “peakon” solutions
found by Camassa and Holm in [9]. The peakons are weak solutions that
are also genuine solitons. That is, their solution profile has a jump in
derivative at its peak. However, they propagate as confined pulses that
interact elastically and their asymptotic speeds correspond to the dis-
crete spectrum of an isospectral eigenvalue problem. The study of the
one-dimensional evolutionary equation of the Euler-alpha model (4.13)
raises questions about nonlinear aspects of balance and evolution for
these equations that should be answered before one can fully understand
their three-dimensional behavior as a basis for modeling turbulence.
We shall further simplify the problem by considering the EP equa-

tion for compressible geodesic motion, generated by the kinetic energy
1 Other alternative choices exist for the sub-grid scale stress tensor τSGS in (4.18)
that are intermediate between the the Bardina model (4.16) and the Leray model
(4.19). An interesting example is τSGS = ū ū − ūū. In this example, when the
filter inverse is the Helmholtz operator, L−1 = 1 − α2∆, kinetic energy balance
implies H1 control of ū, just as for the LANS−α model. However, the resulting
motion equation fails to possess the proper Kelvin circulation theorem.
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Lagrangian with no pressure constraint, cf. equation (4.1),

�(u) =
∫
1
2

u ·Qopu d 3x , (5.1)

where Qop is again a positive-definite, symmetric, operator.
In this section, we shall discuss the simplest EP partial differential

equation — the equation for compressible geodesic motion in one spatial
dimension. This is the EP equation in 1D,1

∂tm+ ad∗um = 0 , or, equivalently, ∂tm+ umx + 2uxm = 0 , (5.2)

See Fringer and Holm [19] and references therein for discussions of the
solutions of this equation. We shall consider this equation for geodesic
motion on the diffeomorphism group with respect to a family of metrics
for the fluid velocity u(t, x), with notation,

m =
δ�

δu
= Qopu and for a Lagrangian �(u) =

1
2

∫
uQopu dx . (5.3)

In one dimension, we retain the earlier notation Qop in equation (4.1) for
the positive, symmetric operator that defines the kinetic energy metric
for the velocity. The EP geodesic equation (5.2) is written in terms of
the variablem = δ�/δu = Qopu, whose inverse is u = g∗m where g is the
Green’s function for the operator Qop on the real line. It is appropriate
to call this variational derivative m, because it is the momentum density
associated with the fluid velocity u.
The EP equation (5.2) describes geodesic motion on the diffeomor-

phism group in one spatial dimension, with respect to the kinetic energy
metric appearing in the reduced Lagrangian �, defined for functions on
the real line. Physically, the first nonlinear term in equation (5.2) is fluid
transport. The coefficient 2 arises in the second nonlinear term, because,
in one dimension, two of the summands in ad∗um = umx+2uxm are the
same, cf. equation (2.6). The momentum is expressed in terms of the
velocity by m = δ�/δu = Qopu. Equivalently, for solutions that vanish
at spatial infinity, one may think of the velocity as being obtained from
the convolution, cf. equation (4.12),

u = g ∗m =
∫
g(x− y)m(y) dy , (5.4)

1 A one-form density in 1D takes the form m (dx)2 and the EP equation is given by

d

dt

(
m (dx)2

)
=

dm

dt
(dx)2 + 2m (du)(dx) = 0 with

d

dt
dx = du = uxdx ,

where dx/dt = u = G∗m and G∗ denotes convolution with G, the Green’s function
kernel for the operator Qop.
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where g is the Green’s function for the operator Qop on the real line.
The operator Qop and its Green’s function g are chosen to be even
under reflection, so that u and m have the same parity. Moreover,
for g(−x) = g(x), the EP equation (5.2) conserves the total momentum
M =

∫
m(y) dy.

When u and m have the same parity, then equation (5.2) is reversible.
That is, equation (5.2) is invariant under t → −t and u → −u, m →
−m. Hence, the transformation u(x, t)→ −u(x,−t) takes solutions into
solutions, and in particular, it reverses the direction and amplitude of
the traveling wave u(x, t) = cg(x− ct).
We choose g(x) to be an even function so that m and u = g ∗ m

both have odd parity under mirror reflections. Hence, equation (5.2) is
also invariant under the parity reflections u(x, t)→ −u(−x, t), and the
solutions of even and odd parity form invariant subspaces.
Equation (5.2) implies a similar reversible, parity invariant equation

for the absolute value |m|,
|m|t + u|m|x + 2ux|m| = 0 , with u = g ∗m. (5.5)

So, the positive and negative components m± = 1
2 (m ± |m|) satisfy

equation (5.2) separately. Also, if m is initially zero, it remains so.
Consequently, equation (5.2) conserves the signature of m.

5.2 Pulsons

The geodesic equation (5.2) on the real line has the remarkable property
that its solutions collectivize into a finite dimensional invariant man-
ifold, on which the solution for the momentum m = Qopu is singular
(measure-valued) and is given by a sum of delta functions,

m(x, t) =
N∑
i=1

pi(t) δ(x− qi(t)) . (5.6)

The corresponding solutions for velocity appear as “N−pulsons” which
were discovered for a special (integrable) form of g in Camassa and Holm
[9], then were extended for any even g in Fringer and Holm [19],

u(x, t) =
N∑
i=1

pi(t) g(x− qi(t)) . (5.7)

This solution for velcoity arises from the singular solution for momen-
tum via the convolution u = g ∗ m, because g(x) is the Green’s func-
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tion for the operator Qop in the definition m = Qopu. Thus, the time-
dependent “collective coordinates” qi(t) and pi(t) are the positions and
velocities of the N pulses in this solution, whose pulse shape is given
by the Green’s function g(x). The parameters qi(t) and pi(t) satisfy
the finite dimensional geodesic motion equations obtained as canonical
Hamiltonian equations,

ṗi = − ∂HN

∂qi
= −pi

N∑
j=1

pj g
′(qi − qj) , (5.8)

q̇i =
∂HN

∂pi
=

N∑
j=1

pj g(qi − qj). (5.9)

in which the Hamiltonian is given by the quadratic form,

HN =
1
2

N∑
i,j=1

pi pj g(qi − qj) . (5.10)

Thus, the canonical equations for the Hamiltonian HN describe the non-
linear collective interactions of the N−pulson solutions of the geodesic
equation (5.2) as finite-dimensional geodesic motion of a particle on an
N−dimensional surface whose co-metric is

gij(q) = g(qi − qj) . (5.11)

Fringer and Holm [19] showed numerically that the N−pulson solutions
provide the dominant emergent pattern in the solution of the initial
value problem for equation (5.2) with spatially confined initial condi-
tions. This is confirmed in Figure 5.1 for the “peakon” case discussed
below, in which g = e−|x|/α and α is a length scale.

Integrability Calogero and Francoise [7], [8] found that for any finite
N the Hamiltonian equations for HN in (5.10) are completely integrable
in the Liouville sense1 for g ≡ g1(x) = λ + µ cos(νx) + µ1 sin(ν|x|) and
g ≡ g2(x) = α+β|x|+γx2, with λ, µ, µ1, ν, and α, β, γ being arbitrary
constants, such that λ and µ are real and µ1 and ν both real or both
imaginary.2 Particular cases of g1 and g2 are the peakons g1(x) = e−|x|/α

of [9] and the compactons g2(x) = max(1− |x|, 0) of the Hunter-Saxton
equation, [40]. The latter is the EP equation (5.2), with m = uxx.

1 A Hamiltonian system is integrable in the Liouville sense if the number of inde-
pendent constants of motion is the same as the number of its degrees of freedom.

2 This choice of the constants keeps HN real in (5.10).
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Fig. 5.1. Evolution under equation (5.2) of a Gaussian initial velocity dis-
tribution of unit area and width 5α with α = 1. Here the filter function
is the “peakon” shape g(x) = e−|x|/α, which is the Green’s function for the
Helmholtz operator Qop = 1−α2∂2 in one spatial dimension. Several peakons
emerge from the initial Gaussian. The speed of each peakon is equal to its
height and the peakons interact elastically as they cross and recross the peri-
odic domain.

Lie-Poisson bracket In terms of m, the conserved energy Hamilto-
nian for the geodesic partial differential equation (5.2) is obtained by
Legendre transforming the kinetic energy Lagrangian, as

h =
〈 δ�
δu

, u
〉
− �(u) .

Thus, the Hamiltonian depends on m, as

h(m) =
1
2

∫
m(x)g(x− y)m(y) dxdy ,

which also reveals the geodesic nature of the starting equation (5.2) and
the role of g(x) in the kinetic energy metric on the Hamiltonian side.
The corresponding Lie-Poisson bracket for this Hamiltonian evolution
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equation is given by,

∂tm =
{
m,h

}
= − (∂m+m∂)

δh

δm
and

δh

δm
= u ,

which recovers the starting equation and explains its connection with
fluid equations on the Hamiltonian side.

Collectivization One may verify that substituting the sum over delta
functions for the N−pulson solution into the Hamiltonian h recovers the
N−pulson Hamiltonian HN . The N−pulson solution of the 1D geodesic
equation (5.2) is an example of exact collectivization of the dynamics
of the geodesic partial differential equation into the dynamics of a finite
set of ordinary differential equations. In this case, the reduced equa-
tions also describe geodesic motion, on the reduced space. For further
discussion and examples of collectivization, see Marsden and Ratiu [45].
The underlying reason for collectivization turns out to be the presence
of a momentum map, as will be discussed briefly below and is explained
fully in Holm and Marsden [31]. We formulate this result as a theorem,

Theorem 5.1 The finite-dimensional invariant manifold of singular so-
lutions of the EP geodesic equation (5.2) given by (5.6) is a momentum
map.

For the proof, see Holm and Marsden [31]. This observation is the key
to understanding the generalization to higher dimensions of the peakon
solutions of the geodesic equation (5.2).

5.3 Peakons

The case g(x) = e−|x|/α with a constant lengthscale α is the Green’s
function for which the operator in the kinetic energy Lagrangian (5.3)
is Qop = 1 − α2∂2

x. For this (Helmholtz) operator Qop, the Lagrangian
and corresponding kinetic energy norm are given by,

� [u] =
1
2
‖u‖2 =

1
2

∫
uQopu dx =

1
2

∫
u2+α2u2

x dx , for lim
|x|→∞

u = 0 .

This Lagrangian is theH 1 norm of the velocity in one dimension. In this
case, the EP equation (5.2) is also the zero-dispersion limit of the com-
pletely integrable CH equation for unidirectional shallow water waves
derived in Camassa and Holm [9],

mt + umx + 2mux = −c0ux + Γuxxx , m = u− α2uxx . (5.12)
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This equation describes shallow water dynamics as completely integrable
soliton motion at quadratic order in the asymptotic expansion for uni-
directional shallow water waves on a free surface under gravity. The
famous Korteweg-de Vries (KdV) equation provides the corresponding
soliton description of shallow water waves at linear order in this asymp-
totic expansion. See Dullin, Gottwald and Holm [13, 14, 15] for more
details and explanations of this asymptotic expansion for unidirectional
shallow water waves to quadratic order.
In the dispersionless case c0 = 0 = Γ, the CH equation (5.12) becomes

mt + umx + 2mux = 0 , m = u− α2uxx . (5.13)

The traveling wave solutions of the CH equation (5.13) in this disper-
sionless case are the “peakons,” described by the reduced, or collective,
solutions (5.7)-(5.10) for EP equation (5.2) with traveling waves

u(x, t) = c g(x− ct) = c e−|x−ct|/α .

In this case, the geodesic equation (5.2) may also be written as a con-
servation law for momentum,

∂tm = −∂x
(
um+

1
2
u2 − α2

2
u2
x

)
. (5.14)

There is another Hamiltonian form of the CH equation (5.12), given by
[9]

∂tm =
{
m,h2

}
2
= − (∂ − α2∂3)

δh2

δm
,

with a second Hamiltonian,

h2 =
1
2

∫
u3 + α2uu2

x dx .

One may verify the second Hamiltonian form of equation (5.12) by using
the identity,

(1− α2∂2)
δh2

δm
=
δh2

δu
= um+

1
2
u2 − α2

2
u2
x .

The two Hamiltonian operators

B1 = ∂ − α2∂3 and B2 = ∂m+m∂
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in the bi-Hamiltonian expression,1

∂tm = B1
δh2

δm
= B2

δh1

δm

were used in combination with standard theorems for bi-Hamiltonian
systems to derive the isospectral problem for this geodesic equation in
[9]. Its bi-Hamiltonian property allows the nonlinear equation (5.12)
to be expressed as the compatibility condition for two linear equations,
namely, the isospectral eigenvalue problem,

2λ
(1
4
− α 2∂ 2

x

)
ψ = m(x, t)ψ , (5.15)

and the evolution equation for the eigenfunction ψ,

ψt = −(u+ λ)ψx +
1
2
ux ψ .

Compatibility of these linear equations (ψxxt = ψtxx) and isospectrality
(dλ/dt = 0) imply equation (5.12). Consequently, equation (5.12) ad-
mits the Inverse Spectral Transform (IST) method for the solution of its
initial value problem, just as the KdV equation does, as discovered in
[9].
This isospectral problem forms the basis for completely integrating the

CH equation (5.13) as a Hamiltonian system and, thus, for finding its
soliton (peakon) solutions. Remarkably, the isospectral problem (5.15)
has purely discrete spectrum on the real line and theN−soliton solutions
for this equation have the peakon form, cf. equation (5.7),

u(x, t) =
N∑
i=1

pi(t)e−|x−qi(t)|/α . (5.17)

Here pi(t) and qi(t) satisfy the finite dimensional geodesic motion equa-
tions obtained as canonical Hamiltonian equations

q̇i =
∂H

∂pi
and ṗi = − ∂H

∂qi
,

when the Hamiltonian is given by, cf. equation (5.10),

H =
1
2

N∑
i,j=1

pi pj e
−|qi−qj |/α .

Thus, we have,
1 A system is bi-Hamiltonian, if it may be expressed in Hamiltonian form in two
inequivalent ways, and the sum its two Hamiltonian operators is also a Hamiltonian
operator.
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Theorem 5.2 The CH peakons (5.17) are an integrable subcase of the
pulsons (5.7).

Integrability of the N−peakon dynamics One may verify integra-
bility of the N−peakon dynamics by substituting the N−peakon so-
lution (5.17) (which produces the sum of delta functions (5.6) for the
momentum m) into the isospectral problem (5.15). This substitution
reduces (5.15) to an N × N matrix eigenvalue problem. Isospectrality
then implies that the traces of the powers of the matrix (or, equivalently,
its N eigenvalues) yield N independent constants of the motion. Hence,
the canonically Hamiltonian N−peakon dynamics is integrable.

6 Momentum filaments and surfaces: the EP equation for
compressible geodesic motion in higher dimensions

As an example of the EP theory in higher dimensions, we shall gen-
eralize the one-dimensional pulson solutions of the previous section to
n−dimensions.

6.1 n−dimensional Euler-Poincaré equation

Eulerian geodesic motion of a fluid in n−dimensions is generated as
an EP equation via Hamilton’s principle, when the Lagrangian is given
by the kinetic energy. The kinetic energy defines a norm ‖u‖2 for the
Eulerian fluid velocity, u(x, t) : Rn×R1 → Rn. The choice of the kinetic
energy as a positive functional of fluid velocity u is a modeling step that
depends upon the physics of the problem being studied. Following our
earlier procedure, as in equations (4.1) and (5.3), we shall choose the
Lagrangian,

‖u‖2 =
∫

u ·Qopu d nx =
∫

u · m d nx , (6.1)

so that the positive-definite, symmetric, operator Qop defines the norm
‖u‖, for appropriate boundary conditions. The EP equation for Eulerian
geodesic motion of a fluid is given abstractly in equation (2.15) by [32, 45]

d

dt

δ�

δu
+ ad∗u

δ�

δu
= 0 , with �[u] =

1
2
‖u‖2 . (6.2)

Here ad∗ is the dual of the vector-field ad-operation (the commutator)
under the natural L2 pairing 〈· , ·〉 induced by the variational deriva-
tive δ�[u] = 〈 δ�δu , δu〉. This pairing provides the definition of ad∗, cf.
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equation (2.4),

〈ad∗u m , v〉 = −〈m , aduv〉 , (6.3)

where u and v are vector fields, aduv = [u,v] is the commutator and
m = δ�/δu is the fluid momentum, a one-form density whose co-vector
components are also denoted as m. The coordinate form of ad∗u is given
in equation (2.6). In this notation, the abstract EP equation (6.2) may
be written explicitly in Euclidean coordinates as a partial differential
equation for a co-vector function m(x, t) : R n ×R1 → Rn. Namely, cf.
equation (2.6),

∂

∂t
m+ u · ∇m+∇uT · m+m(divu) = 0 , with m =

δ�

δu
. (6.4)

Equivalently, in terms of the operators div, grad and curl, in 2D and
3D, the Euclidean-coordinate EP equation (6.4) becomes,

∂

∂t
m − u × curlm+∇(u · m) +m(divu) = 0 . (6.5)

After introducing the auxiliary variable v := m/D and using the con-
tinuity equation (3.3) for D, equation (6.5) becomes the pressureless
version of the EP equation (2.24), with right hand side set to zero.
Namely, equation (6.5) is equivalent to

∂

∂t
v − u × curlv +∇(u · v) = 0 , with

∂D

∂t
= − ∇ · (Du) . (6.6)

These equations in terms of the auxiliary variables v := m/D and D

are convenient for formal manipulations. However, the fundamental
solutions we shall seek for m will best be found in the primitive form of
equation (6.5).
The scalar product of the EP equation in div-grad-curl form (6.5) with

the velocity u shows that evolution under this equation preserves the ki-
netic energy norm 〈m , u〉 = ‖u‖2, as a constant of the motion. Thus,
the evolution of the div-grad-curl EP equation (6.5) yields geodesic mo-
tion on the diffeomorphism group, with respect to the metric associated
with the kinetic energy norm:

�[u] =
1
2
‖u‖2 =

1
2
〈m , u〉 and m =

δ�[u]
δu

= Qopu . (6.7)

Legendre transforming to the Hamiltonian side Legendre trans-
forming the Lagrangian (6.7) yields the Hamiltonian,

H[m] = 〈m , u〉 − 1
2
‖u‖2 =

1
2

∫
m ·G ∗ m d nx ≡ 1

2
‖m‖2 , (6.8)
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which also defines a norm ‖m‖ via a convolution kernel G that is sym-
metric and positive, when the Lagrangian �[u] is a norm. By the usual
rules of the Legendre transformation [32, 45], the norm ‖m‖ given by
the Hamiltonian H[m] specifies the velocity u in terms of its dual mo-
mentum m by the variational operation,

u =
δH

δm
= G ∗ m ≡

∫
G(x − y)m(y) d ny . (6.9)

We shall choose the kernel G(x − y) to be translation-invariant (so
Noether’s theorem implies that total momentum M =

∫
m d nx is con-

served) and symmetric under spatial reflections (so that u and m have
the same parity). The corresponding Legendre-dual relations are,

u = G ∗ m and m = Qopu , (6.10)

whereG is theGreen’s function for the operatorQop, with appropriate
boundary conditions (on u) that allow inversion of the operator Qop to
determine u from m.
After the Legendre transformation (6.8), the EP equation (6.2) ap-

pears in its equivalent Lie-Poisson Hamiltonian form,

∂

∂t
m = {m,H} = − ad∗δH

δm
m . (6.11)

Here the operation {· , · } denotes the Lie-Poisson bracket dual to the
(right) action of vector fields amongst themselves by vector-field com-
mutation. For more details and additional background concerning the
relation of classical EP theory to Lie-Poisson Hamiltonian equations, see
[32, 45].

6.2 n−dimensional Analogs of Pulsons for the EP equation

The momentum for the one-dimensional pulson solutions (5.6) on the
real line is supported at points via the Dirac delta measures in its sin-
gular solution ansatz for momentum in Camassa and Holm [9],

m(x, t) =
N∑
i=1

pi(t) δ
(
x− qi(t)

)
, m ∈ R1 . (6.12)

Holm and Staley [39] developed n−dimensional analogs of these one
dimensional pulson solutions for the Euler-Poincaré equation (6.5) by
generalizing this solution ansatz to allow measure-valued n−dimensional
vector solutions m ∈ Rn for which the Euler-Poincaré momentum is
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supported on co-dimension−k subspaces Rn−k with integer k ∈ [1, n]. In
an example in section 6.2.2, we shall consider a two-dimensional vector
momentum m ∈ R2 in the plane that is supported on one-dimensional
curves (momentum fronts). Likewise, in three dimensions, one could
consider two-dimensional momentum surfaces (sheets), one-dimensional
momentum filaments, etc. The corresponding vector momentum ansatz
introduced Holm and Staley [39] is the following, cf. the pulson solutions
(6.12),

m(x, t) =
N∑
i=1

∫
Pi(s, t) δ

(
Qi(s, t) ,Qj i(s, t)

)
ds , m ∈ Rn . (6.13)

Here, Pi,Qi ∈ Rn for i = 1, 2, . . . , N . For example, when n − k = 1,
so that s ∈ R1 is one-dimensional, the delta function in solution (6.13)
supports an evolving family of vector-valued curves, calledmomentum
filaments. (For simplicity of notation, we suppress the implied sub-
script i in the arclength s for each Pi and Qi.) The Legendre-dual
relations (6.10) imply that the velocity corresponding to the momentum
filament ansatz (6.13) is,

u(x, t) = G ∗ m =
N∑
j=1

∫
Pj(s′, t)G

(
x ,Q j(s′, t)

)
ds′ . (6.14)

Just as for the 1D case of the pulsons, we shall show that substitution of
the n−D solution ansatz (6.13) and (6.14) into the Euler-Poincaré equa-
tion (6.4) produces canonical geodesic Hamiltonian equations for the
n−dimensional vector parameters Qi(s, t) and Pi(s, t), i = 1, 2, . . . , N .
The singular momentum solutions in (6.13) are vector-valued func-

tions supported in R
n on a set of N surfaces (or curves) of codimension

(n − k) for s ∈ R
k with k < n. They may, for example, be supported

on sets of points (vector peakons, k = 0), one-dimensional filaments
(strings, k = 1), or two-dimensional surfaces (sheets, k = 2) in three
dimensions.
One of the main results in Holm and Marsden [31] is the theorem

stating that the singular solution ansatz in (6.13) is an equivariant mo-
mentum map. This result helps to organize the theory and to suggest
new avenues of exploration, as they explain.
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6.2.1 Canonical Hamiltonian dynamics of momentum filaments, or
strings, in Rn

For definiteness in what follows, we shall consider the example of mo-
mentum filaments m ∈ Rn supported on one-dimensional space curves
in Rn, so s ∈ R1 is the arclength parameter of one of these curves.
This solution ansatz is reminiscent of the Biot-Savart Law for vortex
filaments, although the flow is not incompressible. The dynamics of
momentum surfaces, for s ∈ Rk with k < n, follow a similar analysis.
Substituting the momentum filament ansatz (6.13) for s ∈ R1 and

its corresponding velocity (6.14) into the Euler-Poincaré equation (6.4),
then integrating against a smooth test function φ(x) implies the follow-
ing canonical equations (denoting explicit summation on i, j ∈ 1, 2, . . . N),
∂

∂t
Qi(s, t) =

N∑
j=1

∫
Pj(s′, t)G(Qi(s, t)− Qj(s′, t))

)
ds′

=
δHN

δPi
, (6.15)

∂

∂t
Pi(s, t) =

−
N∑
j=1

∫ (
Pi(s, t)·Pj(s′, t)

) ∂

∂Qi(s, t)
G

(
Qi(s, t) ,Qj(s′, t)

)
ds′

= − δHN

δQi
, (sum on j, no sum on i) . (6.16)

The dot product Pi ·Pj denotes the inner, or scalar, product of the two
vectors Pi and Pj in Rn. Thus, the solution ansatz (6.13) yields a closed
set of integro-partial-differential equations (IPDEs) given by (6.15) and
(6.16) for the vector parameters Qi(s, t) and Pi(s, t) with i = 1, 2 . . . N .
These equations are generated canonically by the following Hamiltonian
function HN : (Rn ×Rn)⊗N → R,

HN =
1
2

∫∫ N∑
i , j=1

(
Pi(s, t) · Pj(s′, t)

)
G

(
Qi(s, t) ,Q j(s′, t)

)
ds ds′ .

(6.17)
This Hamiltonian arises by substituting the momentum ansatz (6.13)
into the Hamiltonian (6.8) obtained from the Legendre transformation
of the Lagrangian corresponding to the kinetic energy norm of the fluid
velocity. Thus, the evolutionary IPDE system (6.15) and (6.16) repre-
sents canonically Hamiltonian geodesic motion on the space of curves in
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Rn with respect to the co-metric given on these curves in (6.17). The
Hamiltonian HN = 1

2‖P‖2 in (6.17) defines the norm ‖P‖ in terms of
this co-metric that combines convolution using the Green’s function G
and sum over filaments with the scalar product of momentum vectors in
Rn.

Summary The singular momentum solution ansatz in (6.13) is a mo-
mentum map for the (right) action of diffeomorphisms on distributions
that reduces, or collectivizes the solution of the geodesic EP PDE (6.4)
in n + 1 dimensions into the system (6.15) and (6.16) of 2N evolution-
ary IPDEs on smoothly embedded subspaces s ∈ Rk with k < n of Rn

with codimension k. For more details of the use of momentum maps for
singular solutions, see [31].

Potential applications of singular EP solutions

One of the potential applications of the two-dimensional version of this
problem involves the internal waves on the interface between two layers
of different density in the ocean.
Figs 6.1 and 6.2 show a striking agreement between two internal wave

trains propagating at the interface of different density levels in the South
China Sea, and the solution appearing in the simulations of the EP equa-
tion (2.23) in two dimensions. For other work on the 2D CH equation
in the context of shallow water waves, see Kruse, et al. (2001) [42].
Another potential application of the two-dimensional version of this

problem occurs in image processing for computational anatomy, e.g.,
brain mapping from PET scans. For this application, one envisions
the geodesic motion as an optimization problem whose solution maps
one measured two-dimensional PET scan to another, by interpolation
in three dimensions along a geodesic path between them in the space
of diffeomorphisms. In this situation, the measure-valued solutions of
geodesic flow studied here correspond to “cartoon” outlines of PET scan
images. The geodesic “evolution” in the space between them provides
a three dimensional image that is optimal for the chosen norm. For a
review of this imaging approach, which is called “template matching” in
computational anatomy, see Miller and Younes [2002] [48]. See [37] for
a discussion of the soliton paradigm of elastic collisions and momentum
exchange in computational anatomy.

The momentum filaments are contact discontinuities. The canon-
ically Hamiltonian IPDEs for momentum filaments in (6.15) and (6.16)
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were first considered in Holm and Staley [39], where the evolution of
a single momentum filament interacting with itself was first discussed.
There is a faint similarity of this system to vortex dynamics for the
incompressible Euler equations. However, there are also fundamental
differences. The main difference from the Hamiltonian motion of vortex
filaments is that the momentum filaments possess inertia, while vor-
tex filaments do not. Thus, N vortex filaments are described by N

first-order equations, while N momentum filaments are described by 2N
first-order equations. Holm and Staley [39] showed numerically that the
momentum filament solutions represent the dominant emergent pattern
in the initial value problem for the geodesic EP equation (6.4). They
also showed these solutions have discontinuities in slope what move with
the velocity of the flow. That is, they are contact discontinuities. The
next subsection gives examples in which these singular solutions occur,
both in nature (as internal wave fronts) and in applications (in medical
imaging).

6.2.2 Zero-dispersion shallow water waves in 2D: Two interesting choices
for the operator Qop

The operator Qop in the momentum relation m = Qopu in (6.10) cor-
responding to m = u − α2uxx in the 1D CH equation (5.13) for zero-
dispersion shallow water waves may be defined in two dimensions as
either of two natural choices,

m = u − α2∆u , or m = u − α2∇divu . (6.18)

For the first choice of momentum definition in (6.18), the EP equa-
tion (6.4) corresponds to the (pressureless) Euler-alpha model, whose
Lagrangian (6.7) is the conserved H1 norm,1

‖u‖2
H1 =

∫
u · (1−α2∆)u dx dy =

∫
|u|2 +α2(divu)2 + α2|curlu|2 dx dy .

The last equality assumes either homogeneous, or periodic boundary
conditions, so that boundary terms may be neglected in integrating by
parts.
For the second natural choice of momentum in (6.18), the conserved

1 When incompressibility (divu = 0) is imposed as an additional constraint in this
Lagrangian via a Lagrange multiplier (the pressure), as in equation (4.1), then the
corresponding Euler-Poincaré equation (2.23) becomes the 2D LA-Euler equation
(4.4) derived in [32]. The Lagrangians defined by the kinetic energy norms ‖u‖2

H1

and ‖u‖2
KS have no pressure constraint; that is, they allow compressible motion.
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Fig. 6.1. Simulation of the full EP equation (2.23), courtesy of Martin Staley.

kinetic energy norm becomes, instead,

‖u‖2
KS =

∫
u · (1− α2∇divu)u dx dy =

∫
|u|2 + α2(divu)2 dx dy ,

and kinetic energy conservation no longer controls curlu. This is the
norm associated with vertically-averaged kinetic energy that arises when
one approximates the Green-Naghdi equations for shallow water motion
by neglecting variations in surface elevation in the potential energy and
in the Lagrange-to-Euler Jacobian.1 The second term proportional to α2

1 In this approximation for 2D shallow water waves, curlm = curlu and divm =
(1−α2∆)divu. Thus, setting u = ẑ×∇ψ−∇φ allows one to solve for the stream
function ψ and velocity potential φ from the momentum m via,

ẑ · curlm = −∆ψ and divm = −∆(1− α2∆)φ .

These two relations allow one to update the potentials ψ and φ for the velocity
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Fig. 6.2. Internal waves in the South China Sea (bottom).

approximates (twice) the vertically-averaged kinetic energy due to verti-
cal motion. For more details of the latter shallow water approximation,
see Kruse and Schreule [42].
Holm & Staley [39] integrated the div-grad-curl form (6.5) of the EP

equation numerically using a difference scheme that preserved the prop-
erties of the operators div, grad and curl (divcurl=0 and curlgrad=0).
The main discovery of the numerical results of Holm & Staley [39] was
that the evolution of the geodesic PDE (6.5) was found to be dominated
by the emergent dynamics of momentum filaments, arising from con-
fined intial conditions for either choice of momentum-velocity relation

u, given the momentum m at each time step, provided these potentials satisfy
boundary conditions that allow inversion of the Laplacian operator for ψ and the
Helmholtz-Laplace operator for φ. Boundary conditions must be chosen for this
inversion that are consistent with the diffeomorphism group.
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in equation (6.18). Thus, the momentum filament solutions in both of
these cases were stable, and no other types of solution were created in
the evolution of equation (6.5) in the periodic plane. The dynamics of
the momentum filaments that emerged was quasi-one-dimensional, with
greater variation of the solution in the direction transverse to the fil-
aments. Thus, the interaction dynamics for the momentum filaments
was found to be dominantly in the direction transverse to the fila-
ments. Consequently, the filament interaction was governed primarily
by elastic-scattering dynamics reminiscent of the one-dimensional solu-
tions, as seen in soliton dynamics. In fact, the one-dimensional soliton
collision rules were found to provide a good interpretation of the interac-
tions among the momentum filaments. These interactions were found to
allow reconnection of the quasi-one-dimensional momentum filaments,
shown in Figure 6.1. For more information about the role of momentum
maps in these singular solutions, see [31]. For numerical results illus-
trating their behavior, see [39]. For additional results and analysis for
singular EP solutions with cylindrical and spherical symmetry, see [35]
and [36].
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[28] Holm, D. D. 2002 Euler-Poincaré dynamics of perfect complex fluids.
In Geometry, Mechanics, and Dynamics: in honor of the 60th birthday of
Jerrold E. Marsden edited by P. Newton, P. Holmes and A. Weinstein.



208 III Euler-Poincaré framework for fluids
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4177; Ibid The Euler-Poincaré equations and semidirect products with ap-
plications to continuum theories. Adv. in Math. 137, 1-81.

[33] Holm, D. D., Marsden, J. E. and Ratiu, T. S. 2002 The
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Avant propos

It is a great pleasure for me to introduce these lecture notes. In the
last few years after our first meeting in 1997 I have been constantly
learning from Richard Cushman and am glad to be one of his co-workers.
What I appreciate the most in Richard’s lectures and in his work is
that he presents and studies modern mathematics based on examples of
concrete dynamical systems which he considers in great detail. As such
his approach is very accessible to physicists and practitioners.

The five lectures are presented in the way they were given, except for
interchanging Lecture IV and V back to their intended logical order.
Some comments and discussion are added separately at the end of each
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lecture. The idea of these lecture notes is to give a very informal intro-
duction to Richard’s work. We even tried to preserve some of the style of
Richard’s presentation peppered with such phrases as “don’t be caught
dead in the water”, “you will eat crow”, “sneaky gadget”, “dirty trick”,
“this is deep”, etc. We feel that this personalization is inseparable from
the imprint his lectures left in our heads. We therefore attempted to
take full advantage of the lecture note format, especially since a more
conventional and detailed presentation of the subject can be found in [5]
(known to connoisseurs as “the blue book”).

The title of these lectures originates from a comment of Hans Duis-
termaat on the blue book [5]. He remarked that Lagrange was proud to
have stated in the front matter to Mécanique Analytique (Paris, 1788)
that his book had no pictures. Hans suggested that in the dedication to
the blue book should appear the statement: “This book uses no polar
coordinates”.

Initially the number of volunteers to write up these notes was larger
and each could choose which lecture was closest to his work and interests.
In the end, Konstantinos worked on the harmonic oscillator and I was
left with practically everything else. Fortunately, Richard himself came
to my rescue. He wrote up the Euler top (I should confess that he used
this as an occasion to further polish his presentation which deviates a bit
from the original lecture) and an appendix which contains his solution
of his “homework” problem. I concentrated on the spherical pendulum
(one of Richard’s favorites) and on the editorial work. Richard Morrison
volunteered as a technical editor and I like to end by citing him :

I have to confess that my understanding of Cushman’s lectures was not maxi-
mal, and indeed I volunteered for this project to motivate my working through
his notes at a more steady pace than had I been doing it purely for fun. ...
given the speed that Cushman lectures and my unfamiliarity with the mathe-
matics at the time, I don’t really have what could be described as a complete
set of accurate figures in my notes from the lectures. On the bright side,
my (somewhat nominal) involvement with this project has meant I have been
motivated to work a little on the notes and increase my understanding (no
doubt they would have been relegated to gathering dust along with many
other things that I have little time for academically).

It seems to me that much of this applies equally to the rest of us.

D. Sadovskíı, Boulogne-sur-Mer
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1 Lectures I and II.
The two-dimensional harmonic oscillator

We will be dealing with ‘simple’ integrable systems: 2D harmonic oscillator,
Euler top, and spherical pendulum. People often ask why Cushman still works
on these examples. He replies: because they are tricky.

1.1 The harmonic oscillator

1.1.1 Preliminaries

Configuration space. The configuration space of the two-dimensional
harmonic oscillator is R2 with coordinates x = (x1, x2).

Phase space. The phase space is T ∗R2 ∼= R4 with coordinates (x, y) =
(x1, x2, y1, y2).

Canonical 1-form. On T ∗R2 the canonical 1-form is

Θ = y1 dx1 + y2 dx2 = 〈y,dx〉.

Symplectic form. The symplectic form on T ∗R2 is the closed nonde-
generate 2-form

ω = −dΘ = dx1 ∧ dy1 + dx2 ∧ dy2 (1.1)

with the matrix representation

ω =
(

dx
dy

)t(
0 I2

−I2 0

)(
dx
dy

)
. (1.2)

Hamiltonian function. The Hamiltonian function of the two dimen-
sional harmonic oscillator is

H : T ∗R2 → R : (x, y) �→ 1
2 (x2

1 + y2
1) + 1

2 (x2
2 + y2

2). (1.3)

Vector field. The corresponding Hamiltonian vector field

XH = 〈X1,
∂

∂x
〉 + 〈X2,

∂

∂y
〉

is computed using XH ω = dH = −X2 dx+X1 dy. We get

X1 =
∂H

∂y
and X2 = −∂H

∂x
. (1.4)

Therefore the equations of motion of the harmonic oscillator are

ẋ = y and ẏ = −x. (1.5)
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Flow. The solution to the above equations is the one parameter family
of transformations

φHt (x, y) = A(t) =
(

(cos t) I2 −(sin t) I2
(sin t) I2 (cos t) I2

)(
x

y

)
(1.6)

This defines an S1 action on T ∗R2, which is a map from R to Sp(4,R)
that sends t to the 4 × 4 symplectic matrix A(t), which is periodic of
period 2π.

As Poincaré liked to say, formulae are not the answer. This means that we
have not solved our problem yet.

Symplectic group. A real 2n × 2n matrix is symplectic if it satisfies
the relation

AtJA = J. (1.7)

These matrices form a Lie group denoted by Sp(2n,R). The Lie algebra
sp(2n,R) of the symplectic group Sp(2n,R) consists of the Hamiltonian
matrices X that satisfy XtJ + JX = 0.

Conservation of energy. We calculate

LXH
H = 〈y, ∂H

∂x
〉 − 〈x, ∂H

∂y
〉 = 〈y, x〉 − 〈x, y〉 = 0 (1.8)

This shows that H is constant along the integral curves of XH .

Invariant manifold. Therefore the manifold

H−1(h) = {(x, y) ∈ R4 x2 + y2 = 2h, h > 0} ∼= S3√
2h

(1.9)

is invariant under the flow of XH .

1.1.2 S1 symmetry.

S1 action on R2. The configuration space R2 is invariant under the
S1 action

S1 × R2 → R2 : (t, x) �→ Rtx,

where Rt is the matrix
(
cos t − sin t
sin t cos t

)
.

Lift. This map lifts to a symplectic action Φt of S1 on phase space
T ∗R2 that sends (x, y) to Φt(x, y) = (Rtx,Rty).
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Generator. This infinitesimal generator of this action is

Y (x, y) =
d

dt t=0

Φt(x, y) = (−x2, x1,−y2, y1). (1.10)

Conservation of angular momentum. The vector field Y is Hamil-
tonian corresponding to the Hamiltonian function

L(x, y) = 〈y, (x2,−x1)〉 = x1y2 − x2y1,

that is, Y = XL. L is readily recognized as the angular momentum.
The hamiltonian of the harmonic oscillator is an integral of XL.

Check. Since H(Φt(x, y)) = H(x, y), we find that

0 = LXL
H = {H,L} = −{L,H} = −LXH

L. (1.11)

Invariant manifold. Since both H and L are integrals of XH , the
manifold

Mh,� = H−1(h) ∩ L−1(�) (1.12)

is invariant.

What is it? I claim that in most cases it is a 2-torus. How do we derive this?

We have to diagonalize the flow.

1.1.3 The geometry of Mh,�.

Diagonalize L. In order to understand the geometry of the set Mh,�,
we want to find a transformation in Sp(4,R)∩O(4,R) that diagonalizes
L. Such a transformation P is given by(

x

y

)
=

(
A −B
B A

)(
ξ

η

)
, (1.13)

where A =
(

0 0
1 −1

)
and B =

(−1 −1
0 0

)
.

Transform. In the new coordinates (ξ, η) the functions H and L be-
come

H̃(ξ, η) = (H ◦P )(ξ, η) = 1
2 (η2

1 + ξ21 + η2
2 + ξ22) (1.14)

and

L̃(ξ, η) = (L ◦P )(ξ, η) = 1
2 (−η2

1 − ξ21 + η2
2 + ξ22), (1.15)

respectively.
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Level sets. We have

Mh,� = H−1(h) ∩ L−1(�) = H̃−1(h) ∩ L̃−1(�). (1.16)

The level set Mh,� is determined by

η2
2 + ξ22 = h+ �

η2
1 + ξ21 = h− �.

Therefore

Mh,� =


∅, if |�| > h

0, if h = � = 0

S1, if |�| = h, h > 0

T2, if |�| < h.

(1.17)

Energy-momentum mapping. Define

EM : R4 → R2 : (x, y) �→ (H(x, y), L(x, y)). (1.18)

Obviously EM−1(h, �) = Mh,�.

Bifurcation diagram. We summarize the preceding discussion of the
level sets of the energy-momentum mapping in the bifurcation diagram
that shows the change of topological type of EM−1(h, �) as (h, �) changes,
see figure 1.1.

�

h

S1

S3

T2✁
✁✁✕

pt

Fig. 1.1. The bifurcation diagram.
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Regular values of EM. R = {(h, �) ∈ R2 |�| < h, h > 0} is the set of
regular values of the energy-momentum map. For (h, �) ∈ R the fibers
EM−1(h, �) are 2-tori. This is a consequence of the Arnol’d-Liouville
theorem, since dH and dL are linearly independent on EM−1(R), XH

and XL are complete, and EM−1(R) is an open dense subset of T ∗R2.

The Arnol’d-Liouville theorem. (A very powerful result, Avez and

others are somewhere in here too.) We consider a symplectic manifold
(M2n, ω) and a Hamiltonian function H : M 2n → R. Consider a collec-
tion of n functions F1 = H,F2, . . . , Fn such that

1. F1, . . . , Fn are integrals of XH and the corresponding vector fields
XFi

have flows which are defined for all time.
2. {Fi, Fj} = 0 for all i, j.
3. dF1 ∧ · · · ∧ dFn �= 0 on an open dense subset of M 2n.

Define the momentum map EM : M 2n → Rn : x → (F1(x), . . . , Fn(x)).
If

4. the set of regular values R of EM is a nonempty open subset of
Rn, and

5. for c ∈ R, the set EM−1(c) is compact1 and connected,

then EM−1(c) is an n-torus.

The Arnol’d-Liouville theorem is boring, because it tells us everything there
is to know about connected components of fibers of the energy momentum
mapping corresponding to regular values. But what about the singular values?
Knowing all individual fibers is not going to finish the problem either. We
should also understand how these fibers fit together.

At this point we know the topological type of each fiber of the energy-
momentum mapping of the harmonic oscillator, but we can not say
anything about the way that S3 is made up from 2 circles and a bunch
of 2-tori. This is the question that we study next.

1.2 U(2) momentum map

Quadratic integrals. We now find all the quadratic integrals of XH .
Any quadratic function on R4 can be expressed as

F (x, y) = 1
2

(
x

y

)t(−B At

A C

)(
x

y

)
(1.19)

1 Compactness is needed to make sure that near a given torus we should find other
tori on which the motion is also quasi-periodic.



IV. 1 The 2D harmonic oscillator 219

where A, B and C are 2 × 2 matrices with B = Bt and C = Ct.

Hamiltonian vector field. The corresponding hamiltonian vector field
is

XF (x, y) =
(
A B

C −At

)(
x

y

)
(1.20)

where XF ∈ sp(4,R).

Statement. For any two quadratic functions F and H

0 = LXH
F = {F,H} ⇔ [XH ,XF ] = 0. (1.21)

Application. When XH =
(

0 −I
I 0

)
, XF =

(
A C
B −At

)
and 0 =

[XH ,XF ], then

XF =
(
A −B
B A

)
, (1.22)

where A, B are 2 × 2 real matrices such that A = −At and B = Bt.

The Lie algebra u(2). By definition

u(2) = {A ∈ gl(2,C) Āt + A = 0} (1.23)

Setting A = A+ iB we see that the set of solutions (1.22) is isomorphic
to u(2) (the Lie algebra of U(2)).

Hamiltonian. Consider the linear vector field Xv(z) = v(z) with v ∈
sp(4,R), then Xv is hamiltonian with hamiltonian function

Fv(z) = 1
2 ω(v(z), z) (1.24)

Therefore if v is of the form (1.22), then Fv is an integral of XH . Let Q
be the set of quadratic integrals of XH .

A basis for Q. Since Q is isomorphic to u(2) we can find a basis for Q
by taking a basis of u(2) and then tranforming it. We select the following
basis for u(2):

ε1 = ( 0 i
i 0 ) ε2 =

(
0 −1
1 0

)
ε3 =

(
i 0
0 −i

)
ε4 = ( i 0

0 i ) . (1.25)
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and then take the corresponding Hamiltonian matrices in sp(4,R) and
their Hamiltonian functions. This way we get the basis

w1(x, y) = x1x2 + y1y2

w2(x, y) = x1y2 − x2y1

w3(x, y) = 1/2(x2
1 + y2

1 − x2
2 − y2

2)

w4(x, y) = 1/2(x2
1 + x2

2 + y2
1 + y2

2),

(1.26)

for Q. We see that Q with the usual Poisson bracket is a Lie algebra
isomorphic to u(2). The commutation relations between the four basis
functions wi are given in the following table

{wi, wj} w1 w2 w3 w4

w1 0 2w3 −2w1 0
w2 −2w3 0 2w2 0
w3 2w1 −2w2 0 0
w4 0 0 0 0

The Lie group U(2). By definition

U(2) = {u ∈ GL(2,C) ūtu = I}
= {

(
a −b
b a

)
∈ GL(4,R) ata+ btb = I, atb = bta, a, b ∈ GL(2,R)}

∼= Sp(4,R) ∩ O(4,R)
(1.27)

Consider the linear action Φ : U(2) × R4 → R4 : (u, z = (x, y)) �→ u(z).
Φu is a linear symplectic map on (R4, ω).

Flow. If u ∈ u(2), then Φexp tu is the flow of the linear hamiltonian
vector field

Xu(z) =
d

dt t=0

Φexp tuz = u(z). (1.28)

Associated to Xu is the hamiltonian function

Ju(z) = 1
2 ω(u(z), z). (1.29)

The function Ju depends linearly on u.
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Momentum map. We define the U(2) momentum map J : R4 → u(2)∗

of the U(2) action Φ to be J(x, y)(u) = Ju(x, y). If E∗
j is the dual basis

of u(2)∗ then

J(x, y) =
∑
j

wj(x, y)E∗
j . (1.30)

J intertwines the linear action of U(2) on R4 with the coadjoint action
of U(2) on u(2)∗, that is,

J(Uz) = AdtU−1J(z). (1.31)

Some people call the coadjoint action the dual action. Actually it is the
contragradient action.

Check.

J(Uz)u = Ju(Uz) = 1
2 ω(u(Uz), Uz)

= ω(U−1uUz, z) = JU
−1uU (z) = J(z)(U−1uU)

= J(z)(AdU−1u) = AdtU−1(J(z)u). �

In the original problem we saw only S1 symmetry which acted on the config-
uration space. Now we found a larger symmetry which acts on phase space.

Killing form. By definition the Killing form on u(2) is

k : u(2) × u(2) → C : (u, v) �→ − 1
2 trace(uv̄t). (1.32)

Let J̃ : R4 → u(2) : z �→ k� ◦J(z). Then

J̃(z) = (w1(z), w2(z), w3(z), w4(z))

because the εj ’s form an orthonormal basis with respect to k.

1.3 Hopf fibration

Hopf map. Define the Hopf map (formerly known as J̃) by

H : R4 → R4 : z = (x, y) �→ (w1(z), w2(z), w3(z), w4(z)). (1.33)

Obviously

w2
1 + w2

2 + w2
3 = w2

4. (1.34)
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Hopf fibration. Restricting H to the sphere

S3√
2h

= {(x, y) ∈ R4 x2
1 + x2

2 + y2
1 + y2

2 = 2h} (1.35)

we get the Hopf fibration

F : S3√
2h

→ S2
h : z = (x, y) �→ w = (w1(z), w2(z), w3(z)) (1.36)

where

S2
h = {(w1, w2, w3) ∈ R3 w2

1 + w2
2 + w2

3 = h2}. (1.37)

1.3.1 Properties of the Hopf fibration

Property 1. Let w ∈ S2
h. Then F−1(w) is a great circle on S3√

2h
.

Proof.
Case 1. w ∈ S2

h − {(0, 0,−h)}. Suppose (x, y) ∈ F−1(w). Since x2
1 +

y2
1 + x2

2 + y2
2 = 2h and x2

1 + y2
1 − x2

2 − y2
2 = 2w3 it follows that x2

1 + y2
1 =

h+ w3 > 0. Therefore we may solve the linear equations(
x1 y1
−y1 x1

)(
x2

y2

)
=

(
w1

w2

)
(1.38)

to obtain

w1x1 − w2y1 + (h+ w3)x2 = 0

w2x1 + w1y1 + (h+ w3)y2 = 0.

The above equations define a 2-plane Πw in R4, since
(
w1 −w2 h+w3 0
w2 w1 0 h+w3

)
has rank 2. Hence F−1(w) ⊆ Πw∩S3√

2h
. Reversing the argument shows

that Πw ∩ S3√
2h

⊆ F−1(w).
Case 2. w = (0, 0,−h). Then x2

1 + y2
1 = 0 which implies x1 = y1 = 0.

Thus

F−1(w) = {(0, x2, 0, y2) ∈ R4 x2
2 + y2

2 = 2h}, (1.39)

which is a great circle and it is S3√
2h

∩ {x1 = y1 = 0}. �

Consequence 1. Each fiber of the Hopf fibration is a single orbit of
the harmonic oscillator of energy h. In other words, the orbit space
H−1(h)/S1 of the harmonic oscillator of energy h is S2

h.

Property 2. Let w, v ∈ S2
h with w �= v. Then F−1(w) and F−1(v) are

linked once in S3√
2h

.
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Proof. Since v �= w, the 2-planes Πv and Πw are transverse, that is,
Πv ∩ Πw = {0}. Let Π be any 3-plane containing Πw. Then Πv �⊆ Π,
so Πv ∩ Π = �v which is a line through the origin. Π ∩ S3√

2h
is a great

2-sphere S2√
2h

with equator Πw ∩S3√
2h

. Let H+ be an open hemisphere
of S2√

2h
whose closure has boundary Πw∩S3√

2h
. Since �v∩Πw = {0}, �v

intersects H+ at one point p. Hence the great circle Πv∩S3√
2h

intersects
H+ only at p. Thus the fibers F−1(v) and F−1(w) are linked once in
S3√

2h
. �

Consequence 2. There is no global Poincaré section for the flow of XH

on H−1(h).

Proof. Suppose that a 2-disc D2 ⊆ S3√
2h

is a global cross section. Since
every orbit of XH on S3√

2h
is a circle, it would follow that S3√

2h
is

homeomorphic to D2 × S1. But two distinct orbits of XH , are two
distinct fibers of the Hopf fibration. Therefore they are linked in S3√

2h

but they would be unlinked in D2×S1. This is impossible if these sets are
topologically the same. The same argument works for any topological
2-manifold in S3√

2h
. �

Consequence 3. The orbit space H−1(h)/S1 is not a submanifold of
H−1(h).

Proof. See the last sentence of the proof of consequence 2. �

Consequence 4. We need at least two local Poincaré sections. (In fact,
two are enough. We will see that the orbit space is a 2-sphere. Any S2

requires two charts.)

Visualization. We visualize S3 using stereographic projection. In fig-
ure 1.2 we have drawn the level sets of w1 (the angular momentum).
Each level set is a 2-torus. The two critical points of the energy-
momentum map correspond to the two thick black curves in figure 1.2,
given by (0, 0, t) and (cos t, sin t, 0). Both curves are circles, thinking of
S3 as R3 together with a point at infinity.

Proof of consequence 4. Select any level set � of w1 with |�| < h and
consider the two open disks A and B in figure 1.3. Each open disk is
a local Poincaré section, since any orbit that begins on one of the disks
crosses the same disk again. �
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Fig. 1.2. Visualization of S3
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A

B

Fig. 1.3. Poincaré disks used to construct the orbit space (left). The orbit
space H−1(h)/S1 = S2

h (right).

The orbit space. (For all except Boris Zhilinskíı: an orbifold is an orbit

space of a locally free action.) Our local Poincaré sections (figure 1.3,
left) are charts of the orbit space. every orbit intersects at least once one
of the two disks. We glue them together and obtain a 2-sphere. Indeed,
as shown in figure 1.3, left, an orbit that begins on a point q ∈ ∂A will
cross ∂B at a point p exactly once before returning to its initial point.
Identifying q and p gives a 2-sphere, which is the orbit space H−1(h)/S1,
see figure 1.3. The orbit space S2 is not sitting in the energy level S3

(shown in figure 1.2); thus S2 is an abstract manifold (as Hopf showed in
1935). Indeed, every orbit intersects the orbit space S2 transversally. So
if our S2 were a submanifold of S3 then S3 would decompose as S1×S2.
But it does not. Thus S3 is a nontrivial S1 bundle over S2.
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We have completed regular reduction (= Marsden-Weinstein reduction).

1.4 Normalization

1.4.1 Dynamics on the orbit space

Harmonic oscillator symmetry. Consider a map K : T ∗R2 → R
that factors through the u(2) momentum map J̃ : T ∗R2 → R4, that is,
there is a smooth function K̃ : R4 → R such that K(x, y) = J̃ ∗K̃(x, y).
In other words

K(x, y) = K̃(w1(x, y), w2(x, y), w3(x, y), w4(x, y)) (1.40)

Integral. K is an integral of XH , that is, LXH
K = 0.

Induced equations of motion on R4. Since {wj , w4} = 0 for j =
1, . . . , 4, we obtain

ẇj = {wj , K̃} =
3∑

k=1

{wj , wk}
∂K̃

∂wk

=
3∑

k=1

3∑
l=1

2εjklwl
∂K̃

∂wk
= 2(∇K̃ × w)j

for j = 1, 2, 3 and ẇ4 = 0.

Restrict to H−1(h). Restricting K̃ to H−1(h) gives

K̃h(w1, w2, w3) = K̃(w1, w2, w3, h). (1.41)

Induced equations of motion on R3. Set w = (w1, w2, w3). Then

ẇ = 2(∇K̃h × w) (1.42)

is satisfied by integral curves of a vector field X on R3.

Invariant manifold. The sphere S2
h is invariant under the flow of the

vector field X.

Check.

LX〈w,w〉 = 2〈w, ẇ〉 = 4〈w,∇K̃h(w) × w〉 = 0. (1.43)
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X is hamiltonian. Consider the matrix of the Poisson structure

W (w) = ({wj , wk}) = 2

 0 −w3 w2

w3 0 −w1

−w2 w1 0

 (1.44)

Since kerW (w) = span{w} and TwS2
h = span{w}⊥, the matrixW (w)

∣∣
TwS2

h

is invertible. On S2
h define the symplectic form

ω(w)h(u, v) = 〈W t(w)−1u, v〉.

Since W t(w)y = −2w × y = z we have

w × z = w × (−2w × y) = −2w × (w × y) = −2(w 〈w, y〉 − y 〈w,w〉)
= 2y 〈w,w〉 = 2h2 y,

which implies y = 1
2h2w × z. Therefore

ωh(w)(u, v) =
1

2h2
〈w × u, v〉 =

1
2h2

〈w, u× v〉. (1.45)

The vector field X is hamiltonian with respect to ωh with hamiltonian
function K̃h, because

ωh(w)(X(w), u) =
1
h2

〈w, (∇K̃h × w) × u〉 =
1
h2

〈w × (∇K̃h × w), u〉

=
1
h2

〈−w 〈∇K̃h, w〉 + ∇K̃h 〈w,w〉, u〉 = 〈∇K̃h, u〉 = dK̃h(w)u,

where u, v ∈ TwS2
h.

Complex variables. On R4 introduce complex variables

zj = xj + iyj z̄j = xj − iyj .

Hamiltonian. The Hamiltonian of the harmonic oscillator becomes

H̃(z1, z2) = 1
2 (z1z̄1 + z2z̄2).

Symplectic form. The symplectic form ω becomes

Ω =
1
2i

(dz1 ∧ dz̄1 + dz2 ∧ dz̄2).
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Vector field. The hamiltonian vector field corresponding to H̃ satisfies

XH̃ Ω = dH̃, (1.46)

where

H̃ = 1
2 (z1 dz̄1 + z2 dz̄2 + z̄1 dz1 + z̄2 dz2).

Using equation (1.46) a calculations shows that

XH̃ = i

(
z1

∂

∂z1
+ z2

∂

∂z2
− z̄1

∂

∂z̄1
− z̄2

∂

∂z̄2

)
.

whose flow is

φH̃t (z1, z2, z̄1, z̄2) = (eitz1, eitz2, e−itz̄1, e
−itz̄2).

Quadratic integrals. In complex coordinates

w1 = Im z1z̄2 w2 = Re z1z̄2
w3 = 1

2 (z1z̄1 − z2z̄2) w4 = 1
2 (z1z̄1 + z2z̄2).

(1.47)

Assertion. The integrals w1, w2, w3, w4 generate the algebra of poly-
nomials invariant under the flow of the harmonic oscillator vector field
XH .

Proof. Consider a monomial M = zj11 z
j2
2 z̄

k1
1 z̄k2

2 such that

0 = LX
H̃
M = i(j1 + j2 − k1 − k2)M.

Then M is invariant under the flow φH̃t if and only if j1 + j2 = k1 + k2.
We write the factors of M in two lists

j1︷ ︸︸ ︷
z1 · · · · · · z1

j2︷ ︸︸ ︷
z2 · · · z2

z̄1 · · · z̄1︸ ︷︷ ︸
k1

z̄2 · · · · · · z̄2︸ ︷︷ ︸
k2

Since these lists have equal length, their entries can be paired off. This
expresses M as a product of z1z̄1, z1z̄2, z2z̄1 and z2z̄2. �

Consequence. By a theorem of Schwarz (a heavy theorem about smooth

invariant functions on [37] ) every smooth integral of XH factors through
J̃ .
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1.5 Normalization of the Hénon-Heiles hamiltonian

Hamiltonian. The Hénon-Heiles hamiltonian is

H : R4 → R : (x, y) �→ 1
2 (y2

1 + y2
2 + x2

1 + x2
2) +

ε

3
(x3

1 − 3x1x
2
2). (1.48)

Normalization. NormalizingH means that we find a symplectic change
of coordinates so that the new Hamiltonian has a two dimensional har-
monic symmetry, that is, it commutes with w4 up to a certain order, see
[11] for more details.

Normalized Hénon-Heiles. The normalized Hénon-Heiles hamilto-
nian up to sixth order is

H = H(2) + ε2H(4) + ε4H(6) + · · · (1.49)

where

H(2) =
1
2
w4

H(4) =
1
48

(7w2
2 − 5w2

4)

H(6) =
1
64

(
−67

54
w3

4 − 7
8
w2

2w4 −
28
9
w3

3 +
28
3
w2

1w3

)
.

(1.50)

1.5.1 The Hénon-Heiles hamiltonian normalized up to 4th order

Restrict. We sit on the constant energy surface w4 = h, that is, on the
set S2

h. The fourth order normalized hamiltonian restricted to S2
h is

Hh = H
∣∣
S2

h

=
h

2
+
ε2

48
(7w2

2 − 5h2). (1.51)

Simplification. Simplify the hamiltonian Hh by removing the additive
constants and rescaling time. We get

Hh = w2
2. (1.52)

Critical points of Hh on S2
h. In order to find the critical points of Hh

on the surface S2
h we solve

(0, 0, 0) = DHh(w) + λDG(w) and G(w) = 0, (1.53)

where

G : R3 → R : (w1, w2, w3) �→ w2
1 + w2

2 + w2
3 − h2.
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Solutions. The system of equations for the critical points is

2λw1 = 0

2w2 + 2λw2 = 0

2λw3 = 0

and the constraint w2
1 +w2

2 +w2
3 = h2. For λ �= 0 the solutions of these

equations are w1 = 0, w3 = 0, w2 = ±h, λ = −1. These correspond to
two critical points p± = (0,±h, 0). For λ = 0 the solution is w2 = 0,
w2

1 + w2
3 = h2. This is a critical submanifold of S2

h, which is the heavy
darkened circle in figure 1.4.
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Fig. 1.4. Constant level sets of the reduced Hénon-Heiles Hamiltonian Hh of
order 4 on the reduced phase space S2

h; heavy darkened circle is the critical
set at w2 = 0.

Hessian. The Hessian of Hh

∣∣
S2

h

at the critical points p± is

D2Hh

∣∣
S2

h

(p±) = (D2Hh −D2G)
∣∣
Tp±S2

h

, (1.54)

where TwS2
h = kerDG(w). Since DG(p±) = (0,±2h, 0), we see that

kerDG(w) = span{e1, e3}. Therefore

D2H
∣∣
S2

h

(p±) =
((

0
2

0

)
−

(
2

2
2

))∣∣
span{e1,e3} = −2I2 (1.55)

and the critical points p± are maxima of Hh on S2
h.

Until 1982 physicists did not know how to carry on since the 4th order system
remained degenerate.
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Our function behaves like a Morse function at the two critical points with
w2 = ±1. These points remain in place and will remain stationary due to
symmetry, a small perturbation will not destroy them. On the contrary,
the critical circle is a nondegenerate Bott-Morse critical submanifold. It
will nearly completely disappear due to the small perturbation of higher
order.

1.5.2 The Hénon-Heiles hamiltonian normalized up to 6th order

Restrict We sit on the constant energy surface S2
h. The sixth order

normalized hamiltonian restricted to S2
h is

Hh = H(2) + ε2H(4) + ε6H(6)

=
7
48
w2

2 +
ε2

64

(
−7h

8
w2

2 − 28
9
w3

3 +
28
3
w2

1w3

)
Critical points. To find the critical points of Hh|S2

h we solve

(0, 0, 0) = DHh(w) + λDG(w) and G(w) = 0 (1.56)

where

G : R3 → R : (w1, w2, w3) �→ w2
1 + w2

2 + w2
3 − h2

as before.

Solutions. The system of equations for the critical points is

7ε2

24
w1w3 + 2λw1 = 0

7
24
w2 −

7ε2h
256

w2 + 2λw2 = 0

7ε2

48
w2

1 − 7ε2

48
w2

3 + 2λw3 = 0.

together with the constraint w2
1 +w2

2 +w2
3 = h2. We search for solutions

where w2 = 0. Set λ = 7ε2µ/24. Then the above system of equations
becomes

w1w2 + 2µw1 = 0

w2
1 − w2

3 + 4µw3 = 0

w2
1 + w2

3 = h2

The solutions of this system are w1 = 0, w3 = ±h, µ = ± 1
2 h and

w1 = ± 1
2

√
3h, w3 = ± 1

2 h, µ = ∓ 1
2 h.
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Geometry. Because of the introduction of the sixth order term, the
nondegenerate critical manifold that we had for the fourth-order hamil-
tonian breaks up into 6 critical points: three of them stable (elliptic)
and three unstable (hyperbolic) that are connected by their stable and
unstable manifolds (figure 1.5). For a geometric explanation of this bi-
furcation see [4]. This picture does not change qualitatively if we add
higher order terms to the hamiltonian.
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Fig. 1.5. Constant level sets of the reduced Hénon-Heiles hamiltonian Hh of
order 6 on the reduced phase space S2

h.

Reconstruction. In the case of the 4th order normalized Hénon-Heiles
hamiltonian, we found two critical points p± = (0,±h, 0) and a critical
manifold w2 = 0. After reconstruction, the critical points become peri-
odic orbits in phase space, while the critical manifold becomes a 2-torus
on which the flow of the normalized hamiltonian has rotation number 0.

In the case of the 6th order normalized Hénon-Heiles hamiltonian, we
found eight critical points. Six of the critical points have w2 = 0 while
the other two are again p± = (0,±h, 0). Three of the critical points with
w2 = 0 are elliptic, while the other three are hyperbolic. The hyperbolic
critical points are connected by their stable and unstable manifolds.
After reconstruction these manifolds form a 2-torus in phase space that
intersects itself three times cleanly along three circles.
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A Comments on lecture I. Hénon-Heiles system

A great number of papers on this system has appeared since the first
publication by Hénon and Heiles in 1964 [22], see [33] for a brief review.
It has served both as a model of a nonintegrable (chaotic) system and
as a test bed for various normalization techniques. Although originat-
ing in astronomy, the Hénon-Heiles system is quite popular in molecular
physics where it has many analogues, such as doubly degenerate vibra-
tions of a triatomic molecule A3 (for example H+

3 [18]) or of a tetrahedral
molecule AB4. Here we discuss aspects of the Hénon-Heiles system re-
lated to its finite symmetry which simplify significantly the analysis in
[3]. Despite extensive work, this paper has been overlooked.
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Fig. A.1. Hénon-Heiles potential V (x) calculated for ε = 0.1 and E/Esaddle =
0.2, 0.45, 0.7,0.9, 1, 1.2, . (left); Relative equilibria (nonlinear normal modes)
of the Hénon-Heiles system reconstructed from the ε8 normal form at the
energy E/Esaddle = 0.9 (right).

The spatial symmetry group of (1.48) is a dihedral group D3. The
full symmetry group is D3 × T where T is a Z2 symmetry of the kind
(q, p) → (q,−p) or equivalently z → z̄, which is often called time rever-
sal or momentum reversal . Operations of the spatial group D3 commute
with the oscillator symmetry S1. Operations which involve T are anti-
symplectic and do not commute with S1.

A.1 Invariants and integrity basis

Dynamical invariants. As in the lecture, we consider quadratic poly-
nomial invariants of the oscillator symmetry. For obscure historical rea-
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sons1, our definition differs by a factor 2, namely,

H0 = 2J = 1
2 (z2z̄2 + z1z̄1) = w4,

J =
(

J1
J2
J3

)
= 1

4

( z2z̄1+z1z̄2
iz2z̄1−iz1z̄2
z2z̄2−z1z̄1

)
= 1

2

( w2
w1−w3

)
.

The Poisson algebra generated by the components of the 3-vector J is the
standard so(3) with bracket {Ja, Jb} = εabcJc and the Casimir J = |J|
(or H0).

Action of D3 × T . The action of the symmetry group D3 × T on the
components of J is equivalent to the action of the point group D3h of
transformations of R3 with coordinates (J1, J2, J3) [20]. Since J2 is
invariant with respect to any rotation of the initial coordinate plane
(x1, x2), it is convenient to choose J2 along the vertical axis in R3.
Then time reversal T , which sends (J1, J2, J3) to (J1,−J2, J3) (as can
be verified directly), acts as the horizontal reflection plane of D3h.

Integrity basis. Due to the relation

J2
1 + J2

2 + J2
3 = J2 = 1

4 h
2. (A.1)

the ring R of invariant polynomials generated by J and (J1, J2, J3) is
not free. To analyze the normalized system we should have the way to
express the normal form Hnf uniquely in terms of (J1, J2, J3, J). The
standard recipe for this is a Gröbner basis. We use a slightly more sophis-
ticated integrity basis which (when it works) has certain advantages. An
integrity basis consists of principal and auxiliary polynomials. The ring
R decomposes as R[J, Ja, Jb] ⊕ Jc R[J, Ja, Jb] meaning that any mem-
ber of R can be written uniquely as a real polynomial in the principal
polynomials {J, Ja, Jb} and Jc times another polynomial in {J, Ja, Jb}.
Using (A.1) any power of J3 can be represented this way.

In general, the number of principal polynomials equals the dimension
of the reduced phase space (which is 2 for S2

h) plus the number of in-
tegrals of motion (we have one such integral J). Since the values of
principal polynomials distinguish orbits of the action of the dynamical
symmetry, they can serve as coordinates for charts of the reduced phase
space, while auxiliary polynomials can be used to distinguish different
charts. Thus for the reduced space S2

J we need two charts Jc > 0 and
Jc < 0 with coordinates (Ja, Jb).
1 Our factors correspond to the quantum mechanical analogue of (A.1) called
Schwinger [38] or boson representation of the angular momentum system.
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Molien function. An explicit construction of an integrity basis is aided
by knowing the Molien generating function. The generating function
for the polynomials in four initial phase space variables (z1, z2, z̄1, z̄2)
invariant with respect to the S1 oscillator symmetry is

g(λ) = (1 + λ2)/(1 − λ2)3. (A.2)

Here the formal variable λ represents one of {z, z̄}. This function can be
computed directly from Molien’s theorem in representation theory. It
indicates that there are three principal invariants represented by terms
1 − λk in the denominator and one nontrivial auxiliary invariant repre-
sented by terms λk in the numerator. Since k = 2, all invariants are
of degree 2 in {z, z̄}. This kind of information is invaluable in high
dimensional situations.

Fully symmetrized integrity basis. Our polynomials {J1, J2, J3} are
not symmetric with respect to D3 × T . The group D3 × T acts on
(J3, J1, J2) in the same way as D3h acts on (X,Y,Z) in 3-space, that is,
(J3, J1, J2) span the E ⊕ A2 representation of D3h. The Molien gener-
ating function for the D3 × T invariant polynomials in (J1, J2, J3) is

g(E ⊕A2 → A1;λ) =
1

(1 − λ2)(1 − λ3)
.

This can be obtained straightforwardly from the action of the finite
group D3 × T on (J1, J2, J3). Note that here λ stands for any one of
{J1, J2, J3}. We conclude that the ring of all polynomial invariants of the
combined action of D3×T and oscillator symmetry S1 is freely generated
by (n, µ, ξ), where n is the main oscillator invariant (see (A.1)), and µ

and ξ are polynomials in {J1, J2, J3} of degree 2 and 3 respectively. The
invariants {n, µ, ξ} can be chosen explicitly as follows

n = 2J, µ = J2
2 , ξ = 1

2 J3(3J2
1 − J2

3 ). (A.3)

This means that the normalized Hénon-Heiles Hamiltonian is a function
Hnf(n, µ, ξ) with n later relegated as a parameter. This basic result
of invariant theory has not been appreciated in the numerous studies
on the Hénon-Heiles system, including Cushman’s early work in [7] and
his lecture in Peyresq. Yet, this observation along with the rest of our
comment is entirely in the spirit of Cushman’s contemporary approach
to the analysis of reduced systems [5].
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A.2 Qualitative analysis of the reduced system

Most of the qualitative information on the Hénon-Heiles system pre-
sented in the lecture can be obtained simply from the S2

h topology of
the reduced phase space and the full use of the symmetry group action
on it.

Table A.1. Critical orbits of the D3 × T ∼ D3h action on the reduced
phase space S2

h of the Hénon-Heiles system. The C3 ∧ T 2 subgroup of
D3 × T is generated by C3 and T 2 = C2 ◦ T ; the groups C3 ∧ T 2, D3,
and C3v are isomorphic as abstract groups. “Historic” labels Πk were
introduced for the nonlinear normal modes in [3, 29] and used in [18].

orbit stabilizer ξ/J3 µ/J2 (J3, J1, J2), J

Π7,8 C3 ∧ T 2 0 1 (0, 0,±1)
Π4,5,6 C2 × T −1/2 0 (1, 0, 0), (cos 2π

3
,± sin 2π

3
, 0)

Π1,2,3 C′
2 × T 1/2 0 (−1, 0, 0), (cos π

3
,± sin π

3
, 0)

Stratification of the reduced phase space. The action of the sym-
metry group D3 × T on S2

h ⊆ R3 follows from the action of the point
group D3h of transformations acting on R3 with coordinates (X,Y,Z) =
(J3, J1, J2). This action has 8 fixed points which form three critical or-
bits characterized in table A.1. Note the immediate advantage of fully
symmetrized main invariants {ξ, µ} over the coordinates (J3, J1, J2).
The values of (ξ, µ) represent entire orbits of the group action. This
amounts to introducing polar coordinates by the back door, which is a
no no, according to Cushman.

Orbit space. As shown in figure A.2, right, the orbit space O of the
D3 ×T action on S2

h is the semialgebraic variety in R3 with coordinates
(ξ, η, t) defined by

0 ≤ µ

J2
≤ 1 − t2,

|ξ|
J3

≤ 1
2 t

3, t ∈ [0, 1].

Each point in the interior of O represents a 12-point generic orbit of the
D3 × T group action. Its three singular boundary points correspond to
critical orbits in table A.1. The other boundary points represent 6-point
orbits with nontrivial stabilizers T or T s. Knowing how D3h acts on
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Fig. A.2. Relative equilibria of the Hénon-Heiles system as stationary points
of the reduced Hamiltonian HJ

nf on the reduced phase space S2
J . On the left we

show HJ
nf as a function on S2

J . The shaded area on the right and central panel
represents the orbit space (orbifold) O of the D3 × T action on S2; straight
lines in the right panel are constant level sets of the simplest D3×T -invariant
Morse Hamiltonian H = µ+ εξ.

the S2
h (figure A.2, centre), we see that O is the image of the triangular

petal on S2
h cut out by the three symmetry planes: two vertical planes

intersecting at the angle π/3 and the horizontal plane. Those who prefer
using “pure algebra” (and avoid any scent of polar coordinates) would
do better by considering

J = det
[
∂(µ, ξ, J)
∂(J1, J2, J3)

]
= −6J1J2(3J2

3 − J2
1 ) = 0

and observing that the boundary and singular points of O, that is, its 1
and 0-dimensional strata on S2

h, correspond to simple and double zeroes
of J .

Symmetric Morse functions. We now ask the question: what is a
typical D3 × T symmetric function H on S2

h? We characterize H pri-
marily by finding its set of critical points which in our case correspond
to relative equilibria of our system. Points on the critical orbits are iso-
lated and must be critical points of H. Points in the same orbit are
equivalent and therefore have the same stability. Furthermore, the two
equivalent points Π7,8 must be elliptic (stable) because of their high lo-
cal symmetry. If we further assume that H is a Morse function, that is,
a function with only nondegenerate critical points, and remember that



IV. A Comments on lecture I. Hénon-Heiles system 237

Morse’s relation for the Euler characteristic of the 2-sphere is

c0 − c1 + c2 = 2,

where c0, c1, and c2 are the number of maxima, saddle (hyperbolic), and
minima of H, we can conclude that a function H with minimum possible
number of critical points has three equivalent elliptic points and three
equivalent saddle points in addition to Π7,8. One possible such simplest
Morse function is drawn in figure A.2, left.1 It has maxima at Π7,8,
minima at Π1,2,3 and saddle points at Π4,5,6. The other possibility is to
have an oblate shape with two minima at Π7,8 and three maxima. Tra-
jectories of the reduced system shown in figure 1.5 are constant level sets
of H which can be obtained as intersections of the surface in figure A.2
left, and spheres of different radii.2

Simplest polynomial Morse Hamiltonian. The most natural way
to construct the simplest Morse Hamiltonian H explicitly is to consider
H as a polynomial in (µ, ξ) defined on the orbit space O. It can be seen
that a linear function H(µ, ξ) = aµ+ bξ with nonzero a and b is generic.
Indeed, while µ alone is too symmetric (it has axial symmetry S1),
together with the cubic invariant ξ it reproduces all symmetry properties
of D3 × T correctly. The absence of auxiliary integrity basis invariants
also indicates that we need no other terms in H. In general, coefficients
in H(µ, ξ) are functions of the parameter J . Since ξ is of higher degree
in (z, z̄) than µ, the contribution b(J) is likely to be smaller (at least
for low values of J) than a(J). Therefore, the reduced Hénon-Heiles
system at low J should be qualitatively correctly represented by the
level sets of H = µ + εξ where 0 < ε # 1. As shown in figure A.2,
right, the family of constant level sets of such H on the orbifold O has
three exceptional (critical) levels which pass at Π1,2,3, Π4,5,6, and Π7,8.
The extremal levels correspond necessarily to stable relative equilibria,
the critical level at the intermediate energy HΠ4,5,6 contains unstable
relative equilibria and their stable/unstable manifold (separatrix).

1 Plots of this kind are used in molecular physics to represent effective rotational
energy of nonrigid molecules as function of the orientation of the total angular
momentum J (orientation of the rotation axis), they are called rotational energy
surfaces [21]

2 Note that vertical axis in figure A.2 corresponds to the horizontal axis w2 in
figure 1.5.
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Fig. A.3. Image of the energy-momentum map (shaded area), energies of rela-
tive equilibria (solid lines) and quantum energies (circles) of the Hénon-Heiles
system with ε = 0.1 obtained using order ε6 normal form Hnf . The classical
action (momentum) 2J = n equals N + 1 where N is the polyad quantum
number.

A.3 Normal form and remarks on further analysis

Now, after the Hénon-Heiles system has been understood qualitatively,
we compute the normal form

Hnf = n − ε2
(

5
12

n2 − 7
3
µ
) − ε4

(
67
432

n3 + 7
36

µn − 56
9

ξ
)
+ . . . , (A.4)

where the coefficients in the higher orders are listed below.

order 1 µn−2 ξn−3 µ2n−4 µξn−5

ε6n4 − 42229
155520

− 76447
6480

2093
135

115171
1944

ε8n5 − 15624833
18662400

− 11656729
2332800

353843
8100

2217943
233280

6701639
4050

It comes as little surprise that Hnf is a function of (µ, ξ) and param-
eter n. We can use table A.1 to find the energy of Hnf at the critical
points Πk. The results plotted against n give the image of the energy-
momentum map EM of the system, see figure A.3. Note that the EM
map of H = µ+ εξ has qualitatively the same image.

We now look at reconstruction. In other words, we lift constant en-
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ergy sets of Hnf on the orbifold O first to the reduced phase space S2
h

and then all the way back to the initial phase space R4. This process is
a good exercise for those who like to understand the role of the D3 × T
symmetry of the system in detail. From the same point of view, it is
helpful to compare the image of the EM map in figure A.3 to that in
figure 1.1 and to reconstruct EM−1(h, n). In the simple case of relative
equilibria Πk, we can describe qualitatively the corresponding periodic
orbits S1 in R4 entirely on the basis of their local symmetry properties
(stabilizers) listed in table A.1. This reproduces the results of [3, 29].
Figure A.1, right, demonstrates how these periodic orbits can be re-
constructed analytically using the inverse normal form transformation.
Finally we can consider quantum analogue of our system on the basis of
the EBK torus quantization, see figure A.3.

We conclude with one more remark. We have seen that much of the
analysis of the normalized Hénon-Heiles system can be simplified, if not
avoided entirely, after we take discrete symmetries into account. Of
course this does not reflect the general situation. In certain cases, typ-
ically when symmetries are low and dimensions are high, the critical
point analysis of the kind presented in the first two lectures becomes
necessary. Rather the general conclusion should be that analyzing sym-
metries helps to distinguish specific properties of the system from more
common dynamical behaviour.

2 Lectures III and V. The Euler top

Physically the Euler top is a rigid body which is spinning around its
(fixed) center of mass with no other forces acting upon it.

2.1 Preliminaries on the rotation group

Rotation group. The group of rotations in R3 is

SO(3) = {A ∈ GL(3,R) AtA = I and detA = 1}.

Lie algebra. The Lie algebra of SO(3) is

so(3) = {X ∈ gl(3,R) X +Xt = 0}

with Lie bracket [X,Y ] = XY − Y X.
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Isomorphism. (R3,×) $ (so(3), [ , ]). The isomorphism is

x =

x1

x2

x3

 → x̂ =

 0 −x3 x2

x3 0 −x1

−x2 x1 0

 = X.

Properties of this isomorphism. x̂(y) = Xy = x × y, and [x̂, ŷ] =
x̂× y; for A ∈ SO(3), Ax̂A−1 = Âx.

Inner product on so(3). Define an inner product on so(3) as

k(X,Y ) = − 1
2 trXY t = 〈x̂, ŷ〉,

where 〈 , 〉 is the Euclidean inner product on R3.

2.2 Traditional derivation of the equations of motion

Here we derive the equations of motion of the Euler top in the traditional
nonhamiltonian manner. We use Coriolis’ theorem and the conservation
of angular momentum.

2.2.1 Reference frames

Let V be a three dimensional real vector space with Euclidean inner
product 〈 , 〉. A frame of reference F is a positively oriented orthonormal
basis {f1, f2, f3} of V . A vector v ∈ V looks like the vector x ∈ R3 in
the frame F means v =

∑3
i=1 xi fi. Corresponding to the frame F

is its coframe F∗ = {f∗1 , f∗2 , f∗3 }, where f∗
i (fj) = δij . Suppose that

A = {a1, a2, a3} is another reference frame such that the vector v ∈ V

looks like the vector X ∈ R3, that is, v =
∑3

i=1Xi ai. Let A be the 3×3
matrix whose ijth entry is f∗

i (aj), that is, aj looks like the jth column of
A in the frame F . Then

x = AX, (2.1)

because

xi = f∗
i (

3∑
j=1

xj fj) = f∗i (
3∑

j=1

Xj aj) =
3∑

j=1

f∗i (aj)Xj .

In other words, the vector v ∈ V , which in the frame F looks like the
vector x ∈ R3, in the frame A looks like the vector X.
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2.2.2 Rotating frame

Let

A : R → SO(3) : t �→ A(t) = col(a1(t), a2(t), a3(t)).

Then A = {a1(t), a2(t), a3(t)} is a frame for V whose jth member aj(t)
looks like the jth column of A(t) with respect to the fixed frame F . We
say that A is a frame which rotates with respect to the fixed frame F .

2.2.3 Coriolis’ theorem
Before starting the derivation Richard points out that “Physicists don’t know
how to prove this theorem”. Before a fight between the mathematicians and
physicists in the audience has time to break out Daryl Holm replies “Don’t
mock the alligator until you’ve crosed the river safely.” The lecture continues.

Let x : R → R3 : t �→ x(t) be a differentiable function. Suppose that
Ξ : R → V : t �→ Ξ(t) is a motion in V so that its position Ξ(t) at time
t in the fixed frame F looks like x(t), while its position in the rotating
frame A looks like X(t). Then from (2.1) we obtain

x(t) = A(t)X(t). (2.2)

Differentiating (2.2) gives

dx

dt
= A′(t)X +A(t)

dX

dt
= A′(t)A−1(t)x+A(t)

dX

dt
. (2.3)

The velocity of t �→ Ξ(t) at time t with respect to the fixed frame F
is a vector in V which looks like dx

dt , while with respect to the rotating
frame A it is a vector in V which looks like dX

dt . The skew symmetric
matrix A′(t)A−1(t) is an infinitesimal motion in the fixed frame. The
corresponding vector ω(t) ∈ R3, where

ω̂(t) = A′(t)A−1(t),

is the angular velocity in the fixed frame at time t of the rotating frame.
We can rewrite (2.3) as

dx

dt
− ω(t) × x(t) = A(t)

dX

dt
, (2.4)

which is a form of Coriolis’ theorem (in the fixed frame). Define Ω(t) to
be the vector in R3 which looks like ω(t) in the rotating frame, that is,

ω(t) = A(t)Ω(t). (2.5)

Using the definition of ω(t) we find that

ω̂(t) = A′(t)A−1(t) = A(t)(A−1(t)A′(t))A−1(t).
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Taking the hat of both sides of (2.5) gives ω̂(t) = A(t)Ω̂(t)A−1(t). Thus

Ω̂(t) = A−1(t)A′(t).

Thus we may rewrite (2.3) as

dx

dt
= A(t)[A−1(t)A′(t)X +

dX

dt
] = A(t)[Ω̂(t)X +

dX

dt
]

= A(t)[Ω(t) ×X +
dX

dt
], (2.6)

which is another form of Coriolis’ theorem (in the rotating frame).

Richard says that he has now crosed the river safely.

2.2.4 Constant angular momentum

Suppose we have a rigid body B in R3 made up of a finite number of
point masses mi at position ri, not all on a single line through the origin.
Suppose that the center of mass of B lies at the origin O of R3 and that
B is subjected to no external forces.

Fix the frame E = {e1, e2, e3} consisting of the standard basis vectors
in R3. We call E the space frame. The angular momentum of B with
respect to the space frame is given by

� =
∑
i

mi ri × vi, (2.7)

where vi = dri

dt is the velocity of the ith point mass in B with respect to
the space frame. � is constant throughout the motion of B.

Proof. Differentiating (2.7) gives

d�

dt
=

∑
i

mi
dri
dt

× vi +
∑
i

miri×
dvi
dt

=
∑
i

ri×
d(mivi)
dt

=
∑
i

ri×Fi.

Fi is the total force exerted on the ith point mass.

Fi = F int
i + F ext

i ,

where F int
i and F ext

i is the internal and external forces, respectively.
F int
i =

∑
j 
=i F

int
ij , where F int

ij is the force exerted on the ith particle by
the jth particle of the body. But action and reaction are equal and lie
along a line joining the ith and jth particle, that is,

0 = ri × F int
ij + rj × F int

ji = (ri − rj) × F int
ij .
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Consequently,∑
i

ri × F int
i =

∑
i,j

i
=j

ri × F int
ij =

∑
i<j

ri × F int
ij +

∑
j<i

ri × F int
ij

=
∑
i<j

(ri × F int
ij − rj × F int

ij ) = 0.

Thus
d�

dt
=

∑
i

ri × Fi =
∑
i

ri × (F int
i + F ext

i ) =
∑
i

ri × F ext
i = 0. �

2.2.5 Euler’s equations

Attach an orthonormal frame to B with origin at O in R3. As B rotates,
the attached frame rotates with it and thus defines a differentiable curve
R → SO(3) : t �→ A(t). The column vectors of A(t) define the body
frame. Let L = A(t)−1

� be the angular momentum in the body frame.
Coriolis’ formula (2.6) applied to � gives

d�

dt
= A(t)[Ω(t) × L+

dL

dt
], (2.8)

Since d�
dt = 0, we obtain

dL

dt
= L× Ω, (2.9)

where L is the angular momentum in the body frame and Ω is the
angular velocity of the body in the body frame. Now

L = I(Ω). (2.10)

I is the moment of inertia tensor of B in the body frame. I does not
depend on t as the body is rigid, which means that the positions and the
magnitudes of the masses are constant in the body frame. Thus (2.9)
can be written as

I(Ω̇) = I(Ω) × Ω, (2.11)

which are called Euler’s equations. We may choose the body frame
so that {e1, e2, e3} are the principal axes of B, that is, I(ej) = Ij ej
for j = 1, 2, 3. From now on we assume that 0 < I1 < I2 < I3. In
components (2.11) reads

I1 Ω̇1 = (I2 − I3) Ω2Ω3

I2 Ω̇2 = (I3 − I1) Ω1Ω3 (2.12)

I3 Ω̇3 = (I1 − I2) Ω1Ω2.
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Let a = I−1
1 , b = I−1

2 , c = I−1
3 (so 0 < c < b < a) and let pj = IjΩj .

Then (2.12) becomes

ṗ1 = −(b− c) p2p3

ṗ2 = (a− c) p1p3 (2.13)

ṗ3 = −(a− b) p1p2.

2.3 Qualitative behavior of solutions of Euler’s equations

To describe the qualitative behavior of the solutions of Euler’s equations
(2.11), we note that the functions

E = 1
2 〈IΩ,Ω〉 = 1

2 〈I
−1(p), p〉 (2.14)

L = 〈IΩ, IΩ〉 = 〈p, p〉 (2.15)

are constant on the solutions of (2.11) and thus are constant on the
solutions of (2.13).

Check.

Ė = 〈I(Ω̇),Ω〉 = 〈I(Ω) × Ω,Ω〉 = 0

and

L̇ = 2 〈I(Ω̇), I(Ω)〉 = 〈I(Ω) × Ω, I(Ω)〉 = 0. �

The function E is a Morse function on the 2-sphere S2
|�| defined by

〈p, p〉 = |�|2. It has six nondegenerate critical points: 2 of Morse index
0, 2 of index 1, and 2 of index 0.

Check. If p0 is a critical point of E on S2
|�|, then

0 = dE(p0) − λ0 dL(p0) = (I−1 − λ0 id)p0 and 〈p0, p0〉 = |�|2.

Then p0 is an eigenvector of length |�| of I−1 = diag(a, b, c) correspond-
ing to the eigenvalue λ0. Thus

p0 =


±|�|e1, when λ0 = a

±|�|e2, when λ0 = b

±|�|e3, when λ0 = c.
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The Hessian of E
∣∣
S2

|	|
at the critical point p0 is

D2(E
∣∣
S2

|	|
)(p0) = (D2E(p0) − λ0D2L(p0))

∣∣
Tp0S2

|	|

= (I−1 − λ0 id)
∣∣
Tp0S2

|	|

=


diag(b− a, c− a), p0 = ±|�|e1
diag(a− b, c− b), p0 = ±|�|e2
diag(a− c, b− c), p0 = ±|�|e3.

Its Morse index is 2, 1, 0, if p0 is ±|�|e1, ±|�|e2, and ±|�|e3, respectively.
�

According to the Morse lemma, the level sets of E
∣∣
S2

|	|
near p0 = ±|�|e1

or ±|�|e3 are circles, whereas those near p0 = ±|�|e2 are hyperbolas. In
fact the 1

2 b|�|
2-level set of E

∣∣
S2

|	|
is

1
2 (a p2

1 + b p2
2 + c p2

3) = 1
2 b

p2
1 + p2

2 + p2
3 = |�|2.

Multiplying the first equation above by |�|2 and subtracting 1
2 b times

the second equation gives

0 = 1
2 (a− b)p2

1 − 1
2 (b− c)p2

2

=1
2 (

√
a− b p1 +

√
b− c p2)(

√
a− b p1 −

√
b− c p2).

This means that the 1
2 b|�|

2-level set of E on S2
|�| is the intersection of S2

|�|
with two transverse 2-planes (which intersect along the p3-axis). Thus
the 1

2 b|�|
2-level set of E

∣∣
S2

|	|
is the union of two great circles. All other

level sets are diffeomorphic to two circles, except for 1
2 a|�|

2 and 1
2 c|�|

2,
which are two distinct points.

2.4 Quantitative behavior of solutions of Euler’s equations

2.4.1 A crash course in Jacobi elliptic functions

In order to solve Euler’s equations quantitatively, we need Jacobi elliptic
functions. Consider the system

ẋ = yz

ẏ = −xz
ż = −k2xy,

(2.16)



246 IV No Polar Coordinates

on R3, where the parameter k lies in (0, 1). Define the Jacobi elliptic
functions sn, cn, and dn as the solution

t→ (x(t), y(t), z(t)) = (sn(t; k), cn(t; k),dn(t; k)) (2.17)

of (2.16) with initial condition (0, 1, 1). The functions

x2 + y2 and k2x2 + z2

are integrals of (2.16). Hence

sn2(t; k) + cn2(t; k) = 1

k2sn2(t; k) + dn2(t; k) = 1,

which implies that for all t ∈ R

|sn(t; k)| ≤ 1, |cn(t; k)| ≤ 1 and k′ =
√

1 − k2 ≤ dn(t; k) ≤ 1. (2.18)

Since x2 + y2 = 1 and k2x2 + z2 = 1, we may drop the equations for dy
dt

and dz
dt from (2.16) and obtain

dx

dt
=

√
(1 − x2)(1 − k2x2). (2.19)

Since the right hand side of (2.19) is positive when x ∈ (−1, 1), we find
that

x �→ t(x) =
∫ x

0

dx√
(1 − x2)(1 − k2x2)

(2.20)

is a smooth inverse to the function

x : R → (−1, 1) : t �→ x(t) = sn(t; k).

Because t(±1) = ±K(k) = ±K is finite, the function x is continuous
on [−1, 1]. Thus sn(K; k) = 1, which implies that cn(K; k) = 0 and
dn(K; k) = k′. From the definition of t(x) it follows that for k = 0 and
1 the Jacobi elliptic functions degenerate to trigonometric functions.
Explicitly, for k = 0 we have

sn(t; 0) = sin t, cn(t; 0) = cos t, and dn(t; 0) = 1;

while for k = 1 we have

sn(t; 1) = tanh t, cn(t; 1) = sech t, and dn(t; 1) = sech t.

We now show that sn, cn, and dn are periodic. Let

ξ(t) =
cn(t; k)
dn(t; k)

, η(t) = −k′ sn(t; k)
dn(t; k)

, and ζ(t) = k′
1

dn(t; k)
.



IV. 2 The Euler Top 247

Then t→ (ξ(t), η(t), ζ(t)) is an integral curve of (2.16) with initial con-
dition (1, 0, k′). But so is t→ (sn(t+K; k), cn(t+K; k), dn(t+K; k)).
Hence

sn(t+K; k) =
cn(t; k)
dn(t; k)

cn(t+K; k) = −k′ sn(t; k)
dn(t; k)

dn(t+K; k) = k′
1

dn(t; k)
.

This implies that sn(t; k) and cn(t; k) are periodic of period 4K(k), while
dn(t; k) is periodic of period 2K(k).

2.4.2 Explicit solutions of Euler’s equations

Using Jacobi elliptic functions we find explicit solutions of Euler’s equa-
tions. There are two cases which correspond to the two types of stable
relative equilibria, see figure 2.5. This is a bit messy.

Case 1. |�|2b ≥ 2h ≥ |�|2c.

Solving

a p2
1 + b p2

2 + c p2
3 = 2h

p2
1 + p2

2 + p2
3 = |�|2

for p2
1 and p2

3 we obtain

p2
1 =

1
a− c

(2h− |�|2c− (b− c)p2
2)

p2
3 =

1
a− c

(−2h+ |�|2a− (a− b)p2
2).

(2.21)

Thus the equation ṗ2 = (a− c) p1p3 becomes

dp2

dt
=

√
(2h− |�|2c− (b− c)p2

2)(−2h+ |�|2a− (a− b)p2
2). (2.22)

We now transform (2.22) into (2.19). Let

τ = t n, where n =
√

(b− c)(a|�|2 − 2h)

x = p2

√
b− c

2h− |�|2c
,
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and

k2 =
(a− b)(2h− |�|2c)
(b− c)(|�|2a− 2h)

.

Then

dτ

dx
=
dτ

dt
/

(
dx

dp2

dp2

dt

)

=

√
(b− c)(|�|2a− 2h)√

b−c
2h−|�|2c

√
2h− |�|2c− (b− c)p2

2)(|�|2a− 2h− (a− b)p2
2)

=
1√

(1 − x2)(1 − k2x2)
. (2.23)

Consequently, x(τ) = sn(τ ; k) = sn(nt; k). From (2.23) and (2.21) we
obtain

p1(t) = A cn(nt; k)

p2(t) = B sn(nt; k)

p3(t) = C dn(nt; k),

where

A2 =
2h− |�|2c
a− c

, B2 =
2h− |�|2c
b− c

, and C2 =
|�|2a− 2h
a− c

.

The signs of the square roots are chosen so that t �→ (p1(t), p2(t), p3(t))
sweeps out a connected component of E−1(h) ∩ L−1(|�|2).

Case 2. |�|2a ≥ 2h ≥ |�|2b.

A similar argument gives

p1(t) = Adn(nt; k)

p2(t) = B sn(nt; k)

p3(t) = C cn(nt; k),

where

n =
√

(a− b)(2h− c|�|2), k2 =
(b− c)(a|�|2 − 2h)
(a− b)(2h− |�|2c)

,

and

A2 =
2h− |�|2c
a− c

, B2 =
a|�|2 − 2h
a− b

, C2 =
a|�|2 − 2h
a− c

.
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Exercise: if two of the moments of inertia are equal you get the case
of precession, which can be integrated with sines and cosines.

2.5 The Euler-Arnol’d equations

We know all the solutions of Euler’s equations and seem to know every-
thing, yet we still have to integrate Ȧ(t) to obtain the motion of the top
in space.

To find the motion of the Euler top B in the space frame, assuming
we know the solution t �→ Ω(t) = I−1(p(t)) of Euler’s equations (2.12),
we first convert the curve Ω : R → R3 : t �→ Ω(t) of angular velocities
into a curve ξ : R → so(3) : t �→ ξ(t) of infinitesimal motions. To do
this we choose ξ(t) so that ξ(t) = Ω̂(t). Since ξ(t) = A(t)−1 dA

dt we have

dA

dt
= A(t) ξ(t), (2.24)

which is a system of linear differential equations with time dependent
coefficients. Here A : R → SO(3) : t �→ A(t) is the curve we would
like to find, as it describes the motion of the body in the space frame.
Equations (2.24) and (2.16) are the Euler-Arnol’d equations of a rigid
body with respect to the space frame. To find a particular solution of the
Euler-Arnol’d equations of course initial conditions need to be imposed.
Note that if t �→ (ξ(t), A(t)) is a solution of the Euler-Arnol’d equations
and if A0 is a fixed rotation, then t �→ (ξ(t), A0(A(t))) is also a solution
of the Euler-Arnol’d equations.

Euler’s equations (2.13) only describe the motion of the angular velocity
vector Ω(t) (or the angular momentum vector L(t) = I(Ω(t))) in a frame
corotating with the body. Note that this corotating frame is not an
inertial frame. With respect to the space frame the angular momentum
vector � is actually constant through out the motion of the body. The
center of mass of the body is fixed at the origin. The body does not
necessarily come back to the same position even if the motion of the
angular momentum vector L in the body frame is periodic. If the angular
momentum vector has returned after time t to the same position in the
body frame, all one can conclude is that the body frame has rotated in
space around the angular momentum vector �. To describe the motion of
B in space we have to determine how much the body frame has rotated
about the angular momentum vector � after time t. First we choose a
better space frame, namely a frame F̃ = {f̃1, f̃2, f̃3} so that the angular
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momentum of the body lies along the positive f̃3-axis. Let A0 be the
matrix whose jth column looks like ej in the new space frame. Then the
angular momentum vector looks like �̃ = A0� = |�|f̃3 in the new space
frame {f̃1, f̃2, f̃3}. Write Ã(t) = (A0A)(t). The jth column of Ã(t)
describes the jth member of the body frame in the new space frame.

Physicists are a tough bunch of people. They like the old stuff. They still
think that Poinsot solves everything, even though Poincaré did not. Now you
think that Cushman’s going to fall on his nose — but he didn’t!

2.5.1 Qualitative Poinsot description

Since

I−1(L(t)) = Ω(t) = (Ã(t))−1ω(t),

in order to describe the motion of the body in space it suffices to know
the angular velocity vector ω(t) in the new space frame. We now give
a geometric interpretation, due to Poinsot [31], of the curve t �→ −ω(t),
see figure 2.1.

e1

e2

e3

O

Ã(t)
ω = Ã(t)Ω

� = Ã(t)L

•

O

O′
Π

L = I ω

Pt

E

α
α

Ω Et

Fig. 2.1. Poinsot description of Euler top, the reference ellipsoid is on the left
and the moving one is on the right.

I had a lot of trouble reading Goldstein [19] about all this, and usually this
means that he is wrong (at least in my experience). Your best reference
remains Whittaker [42].

Recall Ω(t) lies on the reference ellipsoid E = {Ω ∈ R3 〈IΩ,Ω〉 = 2h}.
Since ω(t) = Ã(t)Ω(t), the vector ω(t) lies on the ellipsoid Et which is
obtained by applying the rotation Ã(t) to the reference ellipsoid.

That is what rotating coordinates is all about guys!
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We give more details. If Ĩ(t) = Ã(t) I(Ã(t))−1 denotes the matrix of the
moment of inertia tensor with respect to the space frame {f̃1, f̃2, f̃3},
then Et = {ω ∈ R3 〈Ĩ(t)ω, ω〉 = 2h}. We may think of Et as an ellipsoid,
which moves with respect to the space frame {f̃1, f̃2, f̃3}, with center of
mass fixed at O. The inner product between the angular momentum
vector �̃ = Ĩ(t)ω(t) in the space frame and the angular velocity vector
ω(t) in the space frame is 2h and �̃ is constant. Hence −ω(t) lies on a
fixed affine plane Π, which is perpendicular to �̃ and consists of those
vectors whose inner product with −�̃ is 2h. Let −ω(t) be the vector→
OPt. The point Pt lies on the plane Π as well as on the moving ellipsoid
Et.

Fix t = t0. Since the normal to Et at Pt is

grad−ω〈I(t)ω, ω〉 = −2 I(t)ω = −2 �̃,

which is parallel to �̃, the plane Π is tangent to Et at Pt. Thus Pt is the
point of contact of the ellipsoid Et with Π. Consider the point P0 on the
reference ellipsoid whose image under Ã(t0) is Pt0 . The velocity of the
image of P0 under Ã(t) with respect to the space frame at t = t0 is

ω ×
→
OPt = ω × (−ω) = 0.

This means that the moving ellipsoid Et rolls without slipping on the
plane Π. Its center of mass is fixed at O, which is a constant height 2h

|�|
above Π. Thus t→ −ω(t) is the curve traced out on the invariant plane
Π by the point of contact Pt of the rolling ellipsoid Et.

Many people – including Arnol’d – stop here without showing how to find the
point of contact Pt. Thus Poinsot is not a quantitative solution as it should
be. We have to find Pt and show what the body is doing.

2.5.2 Integration of the Euler-Arnol’d equations

Given a solution t �→ Ω(t) of Euler’s equations, we now find a formula
for the position Ã(t) of the body frame with respect to the space frame
{f̃1, f̃2, f̃3}.

Now, what is the most friendly parametrization of the rotation group? Some
people will say Euler angles — without even thinking. I use a different one,
namely, two orthonormal vectors.

Write x(t) for the first column of Ã(t) and y(t) for the second. Then

Ã(t) = (A0A)(t) = col(x(t), y(t), x(t) × y(t)), (2.25)
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with

〈x(t), x(t)〉 = 1, 〈y(t), y(t)〉 = 1, and 〈x(t), y(t)〉 = 0. (2.26)

Note that
dÃ

dt
= Ã(t)ξ(t), so equation (2.24) takes the form

col
(
ẋ(t), ẏ(t), ˙(x× y)(t)

)
= col

(
x(t), y(t), (x× y)(t)

)( 0 −Ω3 Ω2
Ω3 0 −Ω1

−Ω2 Ω1 0

)
.

Because the third column in the above equation is redudant, we see
that the Euler-Arnol’d equations (2.24) and (2.16) are equivalent to the
following vector equations

ẋ = Ω3 y − Ω2(x× y), (2.27a)

ẏ = −Ω3 x+ Ω1(x× y), (2.27b)

I(Ω̇) = I(Ω) × Ω. (2.27c)

subject to the constraints (which follow from (2.26))

x2
1 + x2

2 + x2
3 = 1, (2.28a)

y2
1 + y2

2 + y2
3 = 1, (2.28b)

x1y1 + x2y2 + x3y3 = 0. (2.28c)

With no choice of chart of any kind we have reduced the motion of the Euler
top in space to six equations (plus restrictions). These equations are Hamil-
tonian even though the symplectic form is a mes. This is in the blue book
[5]. There is no other reference. Numerically these equations are incredibly
stable near the unstable manifold where the motion of Euler’s top is the most
interesting.

Since we have chosen the body frame so that the matrix of the moment
of inertia tensor I is diag(I1, I2, I3) and since

I(Ω) =L = (Ã(t))−1�̃ = Ã(t)
t
�̃ = |�| Ã(t)

t
f̃3

= |�| row(x(t), y(t), (x× y)(t))f̃3, (2.29)

we obtain

x3 = |�|−1
I1 Ω1 = M1 (2.30a)

y3 = |�|−1
I2 Ω2 = M2 (2.30b)

x1y2 − x2y1 = |�|−1
I3Ω3 = M3. (2.30c)

Suppose that we know a solution t �→ Ω(t) = (Ω1(t),Ω2(t),Ω3(t)) of
Euler’s equations (2.16) whose energy is h and whose angular momentum
has magnitude |�|. The rotating frame {x, y, x× y} gives the position of
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the body with respect to the space frame {f̃1, f̃2, f̃3}. We want to find
how much the f̃1-f̃2-component of the vector x has rotated about the
f̃3-axis after time t. More precisely, we seek a differential equation for
the angle θ that the projection of x on the f̃1-f̃2-plane makes with the
f̃1-axis.

f̃1
θ

y

x× y

x

� = |�| f̃3

f̃2

Fig. 2.2. Definition of the angle θ.

Because Ω = (Ω1,Ω2,Ω3) are assumed to be known functions of time,
from (2.30a) and (2.30b) we see that x3 and y3 are also known. Elim-
inating x3 and y3 from (2.27a), (2.27b), (2.28a), (2.28b), (2.28c) and
using (2.30a) and (2.30b) gives

d

dt

(
x1

x2

)
= |�|I−1

3 M3

(
y1
y2

)
− |�|I−1

2 M2

(
−M1 y2 +M2 x2

M1 y1 −M2 x1

)
d

dt

(
y1
y2

)
= −|�|I−1

3 M3

(
x1

x2

)
+ |�|I−1

1 M1

(
−M1 y2 +M2 x2

M1 y1 −M2 x1

)

x2
1 + x2

2 = 1 − |�|−2
I2
1 Ω2

1 = 1 −M2
1 (2.31a)

y2
1 + y2

2 = 1 − |�|−2
I2
2 Ω2

2 = 1 −M2
2 (2.31b)

x1y1 + x2y2 = −|�|−2
I1I2 Ω1Ω2 = −M1M2. (2.31c)

Suppose that Ω �=
(
± |�|

I1
, 0, 0

)
. This is equivalent to assuming that the

solution t → Ω(t) of Euler’s equations of energy h and magnitude of
the angular momentum |�| does not correspond to either one of the
equilibrium points ± 1

I1
e1. Consequently, the right hand side of (2.31a)

is never zero. Writing (2.31c) and (2.30c) as(
x1 x2

−x2 x1

)(
y1
y2

)
=

(
−M1M2

M3

)
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We may solve this equation for y1 and y2 obtaining

y1 =
−1

1 −M2
1

(
M1M2 x1 +M3 x2

)
(2.32a)

y2 =
1

1 −M2
1

(
M3 x1 −M1M2 x2

)
. (2.32b)

In studying the Hopf fibration in the 2-dimensional harmonic oscillator (sec-
tion 1.3), we have had to solve similar linear equations.

We now obtain the world’s simplest differential equation (linear with
time dependent coefficients)! Substituting (2.32a) and (2.32b) into the
second equation above (2.31a) gives

dx1

dt
= αx1 − β x2

dx2

dt
= β x1 + αx2,

(2.33)

where

α = |�|(I−1
2 − I−1

3 )
M1M2M3

1 −M2
1

= I1(I3 − I2)
Ω1(t)Ω2(t)Ω3(t)
|�|2 − I2

1Ω2
1(t)

β = |�| I
−1
2 M2

2 + I−1
3 M2

3

1 −M2
1

= |�| I2Ω2
2(t) + I3Ω2

3(t)
|�|2 − I2

1Ω2
1(t)

.

(2.34)

It cannot be that ridiculously simple — but it is. After all we are on a circle.

The angle θ that the projection of the vector x on the f̃1-f̃2 plane
makes with the f̃1 axis is tan−1(x2/x1). Therefore, using (2.33),

θ̇ =
x1ẋ2 − x2ẋ1

x2
1 + x2

2

= β. (2.35)

Oops, polar coordinates are trying to stick their ugly pus in here — but θ is
an angle parametrizing a circle, so we are OK.

Integrating (2.35) gives

θ(t) = θ(0) + |�|
∫ t

0

I2 Ω2
2(s) + I3 Ω2

3(s)
|�|2 − I2

1 Ω2
1(s)

ds. (2.36)

I am not a master of Weierstras’ theory of elliptic functions, so I won’t do
this integral. But Whittaker [42] is and he does it. See also [1].

θ is the rotation angle (a physical parameter) of the flow of the Euler-
Arnol’d equations on a connected component of E−1(h)∩L−1(�), which
is a 2-dimensional torus.
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Montgomery [28] has found the rotation angle by hard work.

Knowing t �→ θ(t) and the t �→ Ωi(t) we will now find the curve of
rotations

t �→ Ã(t) = col(x(t), y(t), (x× y)(t)),

which determines the position of the body with respect to the space
frame {f̃1, f̃2, f̃3}. From the definition of θ and (2.31a) we find that

x1(t) =
√
x2

1 + x2
2 cos θ =

√
1 −M2

1 cos θ (2.37a)

x2(t) =
√

1 −M2
1 sin θ (2.37b)

x3(t) = M1, using (2.30a).

Substituting (2.37a) and (2.37b) into (2.32a) and (2.32b) gives

y1(t) =
−1√

1 −M2
1

[
M1M2 cos θ +M3 sin θ

]
(2.38a)

y2(t) =
1√

1 −M2
1

[
M3 cos θ −M1M2 sin θ

]
(2.38b)

y3(t) = M2, using (2.30b). (2.38c)

Therefore

(x× y)1(t) =
−1√

1 −M2
1

[
M1M3 cos θ −M2 sin θ

]
(x× y)2(t) =

−1√
1 −M2

1

[
M2 cos θ +M1M3 sin θ

]
(x× y)3(t) = M3, using (2.30c).

Thus we have found the curve t → Ã(t) of motion of the body in space
under the assumption that we know t→ Ω(t) and t→ θ(t).

So this is the solution of the Euler-Arnol’d equations – complete, straight-
forward, explicit, except for one quadrature. You can grumble, but not very
much.

2.5.3 Quantitative Poinsot description

Using the curve t �→ Ã(t), which describes the motion of the body in
space, we give an explicit parametrization of the curve t �→ −ω(t) traced
out by the point of contact of the rolling moment of inertia ellipsoid on
the invariant plane Π. This makes Poinsot’s description of the motion
of the Euler top in space quantitative.

We now find the instantaneous angular velocity ω(t) of the body B
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at time t with respect to the new space frame. By definition ω(t) =
Ã(t) Ω(t). We compute the components of ω(t) as follows. From the
construction of Ã(t) we have

ω1(t) = x1 Ω1 + y1 Ω2 + (x× y)1Ω3

=
1√

1 −M2
1

{[
Ω1 −M1(M1Ω1 +M2Ω2 +M3Ω3)

]
cos θ +

+
[
Ω3M2 − Ω2M3

]
sin θ

}
=

1√
1 −M2

1

{[
Ω1 − 2|�|−1

hM1

]
cos θ −

[
Ω2M3 − Ω3M2

]
sin θ

}
.

A similar argument gives

ω2(t) =
1√

1 −M2
1

{[
Ω2M3 − Ω3M2

]
cos θ +

[
Ω1 − 2|�|−1

hM1

]
sin θ

}
.

Also

ω3(t) = M1Ω1 +M2Ω2 +M3Ω3 = 2|�|−1
h.

Note that this confirms that the inner product of the angular velocity
vector with the angular momentum vector |�|f̃3 is constant. The above
results may be written in matrix form as

ω1

ω2

ω3

 =

Ω1 − 2|�|−1
hM1 −(Ω2M3 − Ω3M2) 0

Ω2M3 − Ω3M2 Ω1 − 2|�|−1
hM1 0

0 0 1




cos θ√
1−M2

1

sin θ√
1−M2

1

2|�|−1
h


=

 cosu − sinu 0
sinu cosu 0

0 0 1

R cos θ
R sin θ
2|�|−1

h

 ,

where

tanu(t) =
Ω2M3 − Ω3M2

Ω1 − 2|�|−1
hM1

=
|�|(I3 − I2)Ω2(t)Ω3(t)

(|�|2 − 2I1h)Ω1(t)
(2.39a)

and

R(t) =

√
(Ω1 − 2|�|−1

hM1)2 + (Ω2M3 − Ω3M2)2

1 −M2
1

=
1
|�|

√
(|�|2 − 2I1h)2 Ω2

1(t) + |�|2(I3 − I2) Ω2
2(t)Ω2

3(t)
|�|2 − I2

1Ω2
1(t)

.

(2.39b)
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Therefore we obtain

t→ ω(t) =

 R(t) cos(θ(t) + u(t))
R(t) sin(θ(t) + u(t))

2|�|−1
h

 . (2.40)

Remember that u(t) is obtained from our solution to the Euler’s equa-
tions. For the curve Γ traced out on the invariant plane Π by the point
of contact Pt of the rolling ellipsoid Et we get

t→ −ω(t) =

R(t) cos(θ(t) + u(t) + π)
R(t) sin(θ(t) + u(t) + π)

−2|�|−1
h

 . (2.41)

So we have parameterized Γ at no additional cost. Γ lies in an annulus

A = {(ϕ,R) ∈ Π 0 < Rmin ≤ R(t) ≤ Rmax}

and is alternately tangent to a different component of the boundary
of A. The rotation angle θ of the flow of the Euler-Arnol’d equations
on a connected component of E−1(h) ∩ L−1(�) is the angle between
every second (and not every) point of tangency on the same boundary
component, if a�2 > 2h > b�2 and this angle plus 2π, if c�2 < 2h < b�2.
For more details see [1] and [5].

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

-0.3 -0.2 -0.1 0 0.1 0.2 0.3

Fig. 2.3. The rotation angle of the flow of the Euler-Arnol’d equations on a
2-torus in E−1(h) ∩ L−1(�) as determined by the Poinsot description. The
moments of inertia in this example are I1 = 1, I2 = 2, and I3 = 2.9; |�| is
set equal to 1, initial point (x, y) =

(
1√
2
, 0, 1√

2
, 0, 1, 0

)
, the initial point for

Euler’s equations is (Ω1,Ω2,Ω3) =
(

1√
2
, 0, 1

2.9
√

2

)
with Euler energy h = .344,

the Euler period is 17, and rotation number equals 1.1666.
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2.6 Abstract derivation of equations of motion

In this section we give a Hamiltonian derivation of the Euler–Arnol’d
equations.

2.6.1 Geodesic equations on a Lie group

Let G be a Lie group with the algebra g. On phase space T ∗G with
its canonical symplectic form ω̃ suppose that we have a hamiltonian
H̃ : T ∗G→ R. Consider the map left translation by g ∈ G, namely,

Lg : G→ G : h→ g · h.

We have the left trivialization

λ̃ : G× g∗ → T ∗G : (g, α) �→ (TgLg−1)tα = αg.

Warning. This trivialization does not give coordinates, because for

ξ ∈ g the coordinate vector fields Xξ(g) =
d

dt t=0

Lexp tξ(g) on G, which

are dual to the 1-forms αξ, do not commute.

2.6.2 Hamilton’s equations on a Lie group

On G × g∗ we have the 2-form Ω̃, which is the pull back by λ̃ of the
canonical 2-form ω̃. Thus

Ω̃(g, α)
(
(TeLgξ, β), (TeLgη, γ)

)
= −β(η) + γ(ξ) + α([ξ, η]),

where ξ, η ∈ g and α, β, γ ∈ g∗, see [5]appendix A. Pulling H̃ back by λ̃
gives the Hamiltonian

H̃ = λ̃∗H̃ : G× g∗ → R : (g, α) �→ H̃(g, α).

By definition, the hamiltonian vector field XH̃ satisfies XH̃ Ω̃ = dH̃.
The integral curves of XH̃ are the solutions of the Euler-Arnol’d equa-
tions

ġ = TeLgD2H̃(g, α)

α̇ = −(TeLg)tD1H̃(g, α) + adt
D2H̃

α
(2.42)

These are Hamilton’s equations on the Lie group G.

Suppose that H is left invariant , that is, H̃(αgh) = H̃(αh), Then

H̃(g · h, α) = H̃(h, α).
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Since D1H̃ = 0, the Euler–Arnol’d equations become

ġ = TeLgD2H̃(g, α)

α̇ = adt
D2H̃

α.
(2.43)

2.6.3 Special case

Let H∗(αg) = 1
2 k

∗(g)(αg, αg) be a hamiltonian on T ∗G, where k∗ is a
left invariant dual metric on G. In other words,

k(g)(vg, wg) = k∗(g)
(
k∗(g)�(vg), k∗(g)�(wg)

)
is a left invariant metric on G. The hamiltonian H∗ is purely kinetic.
We now show that the solutions of the Euler-Arnol’d equations (2.43)
for H∗ give the geodesic flow on the Lie group G.

Pull back the Hamiltonian system (H∗, T ∗G, ω̃) by the map k) : TG →
T ∗G. The resulting Hamiltonian on (TG,ω = k�ω̃) is

H(vg) = 1
2 k(g)(vg, vg)

. Pulling the symplectic form ω back by the left trivialization of TG

λ : G× g → TG : (g, v) �→ vg = TeLgv

gives a 2-form Ω on G× g on TG. Explicitly,

Ω(g, v)((TeLgξ, v), (TeLgη, w)) = −k(v, η)+k(w, ξ)+k(v, [ξ, η]), (2.44)

where k = λ∗k(e). The Hamiltonian H becomes

H = λ∗H : G× g → R : (g, v) → 1
2 k(v, v),

which is a left invariant metric on G× g. By definition the hamiltonian
vector field XH(g, v) = (TeLgX1,X2) satisfies

XH Ω = dH. (2.45)

We compute XH as follows. From (2.45) and (2.44) we obtain

−k(X2, η)+k(X1, w) + k(v, [X1, η]) = Ω(g, v)((TeLgX1,X2), (TeLgη, w))

= dH(g, v)(TeLgη, w) = D1H(g, v)TeLgη +D2H(g, v)w

=k(v, w), (2.46)

for every (w, η) ∈ g. In (2.46) set η = 0. Then k(X1, w) = k(v, w) for
every w ∈ g. Since k is nondegenerate, we have X1 = v. In (2.46) set
w = 0. Then

k(X2, η) = k(v, [v, η]) = k(B(v), η),
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for every η ∈ g. This implies X2 = B(v). Consequently, the Euler-
Arnol’d equations are

ġ = TeLgv

v̇ = B(v).
(2.47)

These are equations for geodesics on G of the left invariant metric k.

2.6.4 An even more special case

Now we restrict ourselves to the case when G is semisimple. Then g has
an Ad-invariant nondegenerate inner product k called the Killing metric.

Using a k-symmetric invertible linear mapping I : g → g, called the
generalized moment of inertia tensor, we can write every metric k on g

as

k(v, w) = k(I(v), w).

Thus for every η ∈ g

k(I(B(v)), η) = k(B(v), η) = k(v, [v, η]) = k(I(v), [v, η]) = k([I(v), v], η),

since k is Ad-invariant. Consequently, B(v) = I−1([I(v), v]). Hence
the Euler-Arnol’d equations for geodesics of a left invariant metric on a
semisimple Lie group are

ġ = TeLgv

v̇ = I−1[I(v), v].
(2.48)

Now suppose that G = SO(3) and g = so(3) $ (R3,×). In addition,
suppose that k is the Euclidean inner product on R3 and that the mo-
ment of inertia tensor I is diag(I1, I2, I3). Then the solutions of the
Euler-Arnol’d equations (2.48) give integral curves of a vector field V on
SO(3) × R3 which satisfy

Ȧ = AΩ̂

I(Ω̇) = I(Ω) × Ω,
(2.49)

The above equations are the Euler-Arnol’d equations for the Euler top.
They are geodesic equations and are Hamiltonian even though they do
not look like it.

2.6.5 Integrals and reduction

The vector field V on SO(3) × R3 has two integrals:
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Energy. E(A,Ω) = 1
2 〈I(Ω),Ω〉.

Check.

Ė = 〈I(Ω̇),Ω〉 = 〈I(Ω) × Ω,Ω〉 = 0.

and

Angular momentum. L(A,Ω) = AIΩ.

Check.

L̇ = ȦI(Ω) +AI(Ω̇) = A
(
Ω̂(I(Ω))

)
+A(I(Ω) × Ω)

= A(Ω × I(Ω) + I(Ω) × Ω) = 0. �

Angular momentum L comes from the lift of the action of left translation
of SO(3) on itself to T SO(3). This action is Hamiltonian and commutes
with the Hamiltonian H, which is a left invariant metric on SO(3). We
have arranged that on SO(3) × R3 we have L(A,Ω) = � = |�| e3. Thus
L is constant on the integral curves of V . Consequently,

L−1(�) = {(A, I−1A−1�) ∈ SO(3) × R3 A ∈ SO(3)}

is an invariant manifold of the vector field V , which is diffeomorphic to
SO(3).

Solid ball model of SO(3). Consider an open ball B3
π ⊆ R3, whose

closure has boundary which is a 2-sphere S2
π of radius π (see fig. 2.4).

Every point in B3
π is a vector � of length less than π and defines a unique

rotation about axis � by angle |�| < π. The vectors ±� define rotation
about ±� by angle ±|�|. We should be more careful with the points on S2

π

where |�| = π. In this case, ±� define the same rotation. Therefore, we
should identify diametrically opposite points of S2

π, so that it becomes
real projective 2-space RP2. To obtain all of SO(3) we add B3

π and
obtain real projective 3-space RP3.1 We obtain the same picture of

Fig. 2.4. Solid ball model of SO(3).

SO(3) ([5], p. 95) when we define the covering map S3 → SO(3) $ RP3.

1 We have already seen that so(3) � R3. Correspondingly, SO(3) is locally an R3.
Globally it is an RP3.
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The 3-sphere S3 of unit radius is the space of all quaternions2 q of unit
length, qq̄ = 1. There is a one to one correspondence between these q s
and the matrices(

α β

−β α

)
∈ SU(2), α, β ∈ C, |α|2 + |β|2 = 1,

which in turn correspond to rotations.1 The exact correspondence is
given by the two to one covering map ρ : SU(2) → SO(3); q �→ Rq,
where Rq is a real linear map

Rq : R3 ⊆ H → R3 ⊆ H : x→ q · x · q̄,

and x = x1i + x2j + x3k ∈ R3 ⊆ H. It can be shown that Rq is
a rotation of R3 with its standard Euclidean inner product. It it is
easy to see that q and −q correspond to the same rotation Rq. Thus
ker ρ = Z2. Geometrically, this means that if we identify antipodal
points q and −q on the 3-sphere S3 ⊆ R4 we obtain real projective
3-space RP3. (This is similar to identifiying antipodal points on S2,
which produces RP2.) After identifying antipodal points, the covering
map ρ is a diffeomorphism. Hence SO(3) is RP3.

2.6.6 Reduction

Reduction on the � level set of L. Consider the isotropy group

SO(3)� = {B ∈ SO(3) B� = �} $ S1

of the action

SO(3)× (SO(3)× so(3)) → SO(3)× so(3) : (B, (A, Ω̂) → (BA,BΩ̂B−1),

which comes from the lift of the action of inverse of right multiplication
by SO(3) on itself to the left trivialization of the tangent bundle T SO(3)
of SO(3). We have an action of SO(3)� on L−1(�) defined by

Φ : SO(3)� × L−1(�) → L−1(�) : (B, (A,Ω)) �→ (BA,Ω),

Check.

L(BA,Ω) = B(AIΩ) = BL(A,Ω) = B� = �.

We now show that Φ is a proper free action with the orbit space S2
|�|.

2 Recall that quaternions H are real linear combinations of (1, i, j, k), where i2 =
j2 = k2 = −1 and ij = k together with its cyclic permutations.

1 Recall that SU(2) → SO(3) is a two to one homomorphism of groups. The variables
α and β are known as Caley–Klein parameters for SU(2).
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Proof. If (A,Ω) ∈ L−1(�) and B ∈ SO(3)� then ΦB(A,Ω) = (A,Ω)
implies that BA = A. Thus B = e, the identity element of SO(3).
Hence the action Φ is free. Furthermore, since SO(3)� is compact, Φ
is a proper action. Consequently, the orbit space L−1(�)/SO(3)� is a
smooth manifold.

Reduction map. Recall that � = |�|e3. The reduction map removing
the SO(3)� symmetry on L−1(�) is

π� : L−1(�) → S2
|�| : (A, I−1A−1�) �→ z = A−1� = |�|A−1e3.

Check. If π�(A,Ω) = π�(A′,Ω′), then A−1� = (A′)−1� implies A′A−1 =
B ∈ SO(3)�. Thus

(A′,Ω′) =
(
A′, I−1(A′)−1�

)
=

(
BA, I−1(A−1B−1�)

)
= (BA, I−1A−1�) = ΦB(A,Ω).

Therefore, π−1
� is a unique Φ-orbit in L−1(�) and the orbit space

L−1(�)/SO(3)� is S2
|�|. �

Precomposing the reduction map π� with the two to one covering map
S3 → SO(3) gives the Hopf fibration. In other words, the double covering
of the reduction map π� is the Hopf fibration.

Note that SO(3) $ RP3 is not simply connected. Consequently, linking
numbers cannot be defined for two closed curves in SO(3). That is why
we need S3. The double cover of the integral curves of the Euler top on
a level set of angular momentum lie in S3 and have linking number 1.

Reduced equations on S2. From � = AI(Ω) and z = A−1� it fol-
lows that z = I(Ω). Thus the reduced equations of motion are Euler’s
equations on S2

|�|, namely,

ż = I(Ω̇) = I(Ω) × Ω = z × I−1(z).

Euler’s equations are Hamilton’s equations with respect to the symplec-
tic form

ω|�|(z)(u, v) =
1

2|�|2 〈z, u× v〉

and correspond to the reduced Hamiltonian

H|�|(z) = 1
2 〈I

−1(z), z〉.
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H|�| is a Morse function on S2
|�|. H|�| is a Morse function with 6

nondegenerate critical points: 2 of index 0, 2 of index 1, and 2 of in-
dex 2 which are maxima, hyperbolic, and minima, respectively (see fig-
ure 2.5).1 For each regular value |�| the level set of H|�| on S2

|�| consists
of two equivalent disconnected circles. The nontrivial level set where
H|�| = hs = 1

2 b|�|
2 is a heteroclinic connection and consists of two un-

stable relative equilibria connected by two great circles – their stable
and unstable manifolds.

Fig. 2.5. Trajectories of the reduced Euler top on S2
|�|.

Qualitative reconstruction. We now reconstruct the geometry of the
level sets of the reduced Hamiltonian H|�| on S2

|�|. This will describe how
the level sets of the energy foliate a level set of angular momentum.
Because the reduced Hamiltonian H|�| is a Morse function on S2

|�| and
because the Hamiltonian

H
∣∣
L−1(�)

: L−1(�) → R

is SO(3)� invariant, it follows that H
∣∣
L−1(�)

is a Bott-Morse function on
SO(3) with 6 nondegenerate critical circles: two of index 0, two of index
1 and two of index 2. Each critical point of H|�| lifts under the reduction
map π� to a critical circle of H

∣∣
L−1(�)

on L−1(�). A regular level set of

H|�| lifts to two smooth 2-tori T2. The singular level set of H−1
|�| (hs)

corresponding to the hyperbolic critical points and their heteroclinic
stable and unstable manifolds lifts to two 2-tori which intersect cleanly
along two circles.

1 Each pair of critical points with the same index lie on the same orbit of a nontrivial
finite symmetry group D2 × Z2 of the Euler top. They are said to be equivalent.
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We now show how these level sets of H|�| fit together to form L−1(�).
Remove a small open 2-disk D about the north pole of S2

|�| and use
stereographic projection to map S2

|�| − D onto a region E ⊆ R2. The
relative equilibria (except the one at the north pole) and the stable and
unstable manifold are mapped into three points corresponding to elliptic
relative equilibria and two circles which intersect transversely at point
corresponding to the hyperbolic relative equilibria, respectively. The
three elliptic points each lie in a compact region D1 ∪ D2 bounded by
the circles, see figure 2.6.

✘✘✘✘✾ D

1 2

(0, 0, r)

3

4

5
pr−→ 1′ 2′3′

4′

5′
❄

∂ prD
✄
✄
✄✎

E

❈
❈
❈
❈❖

D2
✄
✄
✄
✄✗

D1

Fig. 2.6. The level sets of the reduced Hamiltonian flattened out. Stereo-
graphic projection of S2 without the north pole (0, 0, r).

Remove the solid torus E×S1 from SO(3). We have to replace (D1∪D2)×
S1 (which is homeomorphic to E×S1) in the cored apple SO(3)−(E×S1),
see figure 2.7.

�

C+

✘✘✘✘✘✾
C−

A B C

D D′

C′
B′ A′

Fig. 2.7. The “cored apple” SO(3)− C and the solid cylinder core C = (D1 ∪
D2)× [0, 1] (left). Replacement of core with no twists (right).

The problem is: how many twists do we give the core, which is the solid
cylinder C = (D1 ∪D2)× [0, 1], (whose ends are identified antipodally in
the solid ball model of SO(3) and give (D1∪D2)×S1) before replacing it
in the cored apple SO(3) − (E × S1)? No twists does not work, because
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then H
∣∣
L−1(�)

would have two critical circles of elliptic type instead
of three, see figure 2.7. One and one half twists do not work either,

Fig. 2.8. Foliation of L−1(�) by the level sets of H|L−1(�).

because then H
∣∣
L−1(�)

would have three critical circles of elliptic type
whose two fold cover would have linking number more than one in S3.
Generalizing this shows that placing the core C back in the cored apple
with one half a twist is the only one possible. Thus we have obtained a
global qualitatively accurate picture of how the level sets of H

∣∣
L−1(�)

fit
together to form L−1(�), see figure 2.8.

B Comments on lecture III.

B.1 The herpolhode

The curve traced out by the point Pt of contact of the moment of in-
ertia ellipsoid rolling on the invariant plane was called the herpolhode
by Poinsot [31]. It comes from the Greek word herpes meaning snake.
Poinsot drew a picture of a snakelike herpolhode. On §9 page 472 Routh
[34] gives a proof that the herpolhode has no inflection points for a phys-
ically realizable Euler top, that is, one in which the principal moments
of inertia satisfy the inequalities

I1 ≤ I2 + I3, I2 ≤ I1 + I3 and I3 ≤ I1 + I2.

Thus the herpolhode is not snakelike at all. Routh says that Darboux
[14] was the first to show this. Whittaker [42] leaves this as an exercise
(# 29 on page 174) and refers to Lecornu [24] for a short proof.

In figure B.1 below we see that the herpolhode can indeed be snakelike
for nonphysical Euler tops.
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-0.4 -0.2 0 0.2 0.4

Fig. B.1. The herpolhode for an unphysical Euler top with moments of inertia
I1 = 1, I2 = 2.8, and I3 = 7. Angular momentum has magnitude equal to 1;
the Euler period is 13.21, and rotation number equals 0.5532.

B.2 Finite symmetries of the reduced Euler top

We saw in the lectures III and V that there is a great deal of similarity
between the harmonic oscillator and the Euler top. The obvious dif-
ference between these systems is the remaining finite symmetry group.

For the Hénon-Heiles system (section A) this group is D3×T . From its
action on the reduced phase space S2

h we found all critical points (relative
equilibria) of the simplest reduced Hamiltonian for low energies. What
is the symmetry of the rigid rotor? The reduced Hamiltonian

H|�| = 1
2 (I−1

1 L2
1 + I−1

2 L2
2 + I−1

3 L2
3)

is invariant with respect to any changes of the signs of L1, L2, and L3.
These operations form the group of order 8 with the structure D2 ×Z2.
Taking into account that L = (L1, L2, L3) is an axial 3-vector which
changes sign under time reversal T ∼ Z2 : L �→ −L, we can readily come
up with the physical realization of this group in terms of transformations
of the 3-space R3 with coordinates (L1, L2, L3). Rotations C(a)

2 by angle
π about any of the principal axes of inertia 1, 2, or 3 constitute the
abelian group D2, which is extended by time reversal T . Since the latter
is equivalent to an inversion of R3, the group D2×T corresponds to the
Schoenflies point group D2h; the three mutually orthogonal reflection
planes of D2h correspond, of course, to combinations C2 ◦T . The action
of D2 × T on S2 is the action of the spatial group D2h on a sphere
in R3 (see figure B.2). It has six fixed points, which are grouped into
three pairs of equivalent points (two-point orbits) with stabilizers C (a)

2 ,
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I3

I1

I2

Fig. B.2. Action of the D2×T group on the sphere S2 (left). Reduced rigid
body Hamiltonian H|�| for |�| = 1, 1

2
I−1
1 = 0.4, 1

2
I−1
2 = 0.8, and 1

2
I−1
3 =

1.25 as a simplest D2×T -invariant Morse function on S2 (right). Black and
white stripes on the surface correspond to constant h (energy) levels drawn
equidistantly, the width is ≈ 0.05.

a = 1, 2, 3. The two equivalent points are mapped into each other by
operations C(b)

2 , b �= a and correspond to a rotation about a stationary
axis a in two opposite directions (〈L, ea〉 = ±|�|).

A generic Morse function on S2 is required by the topology of this
space to have two stationary points, a maximum and a minimum. In
the presence of symmetry all critical points of the group action are neces-
sarily stationary. The simplest D2 ×T -symmetric Morse function on S2

has six points situated on the critical orbits of the D2 × T action. Two
points are minima, two are maxima, and two are hyperbolic (saddles),
so that Euler’s equation for the sphere remains satisfied. If I1 > I2 > I3
then the values of H|�| lie in the interval 1

2 I
−1
1 ≤ h ≤ 1

2 I
−1
3 , and the

value at the hyperbolic critical point (= unstable relative equilibrium)
equals 1

2 I
−1
2 . The Hamiltonian H|�| is the simplest D2 × T symmetric

Morse function on S2. We have plotted H|�| in figure B.2, right, as a
surface function defined over the sphere S2. This representation is a fa-
miliar sight to many molecular physicists, who call it a “rotational energy
surface” [21]. The constant energy levels painted on this surface show
the trajectories of the reduced system. Many asymmetric top molecules,
such as H2O, O3, have the zero-order rotational Hamiltonian of the type
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H|�|. Higher order molecular terms emerge because the molecule is not
rigid, that is, because there are interactions with vibrations.

Fig. 2.3. Spherical pendulum.

3 Lecture IV. The spherical pendulum and monodromy

Spherical pendulum was discovered by Dutchman Christiaan Huygens
about twenty years before Newton’s Principia.1

This is immediately followed by confusion concerning the correct Dutch pro-
nunciation of the name Huygens. A heated exchange with a Dutch grad stu-
dent Bob Rink follows. The lecture continues.

3.1 The unconstrained system

Phase space. Give TR3 coordinates (x, y). We can confuse it with
T ∗R3 because we have the standard Euclidean inner product 〈 , 〉 on
R3. In fact TR3 $ R3 × R3.

Symplectic form. The standard symplectic form on TR3 is

ω̃ =
∑

dxj ∧ dyj .

The unconstrained hamiltonian on TR3 is

H̃(x, y) = 1
2 〈y, y〉 + 〈x, e3〉.

S1 symmetry. The unconstrained system (H̃, T R3, ω̃) has an S1 sym-
metry given by

S1 × TR3 → TR3 : (t, (x, y)) �→ (Rtx,Rty), (3.1)

where Rt =
(

cos t − sin t 0
sin t cos t 0
0 0 1

)
is the matrix of rotation about axis e3 by

angle t.
1 The work by Huygens (1629–1695) apeared in 1673, thirty years after Newton
was born (1642). There are indications that Huygens understood this system
earlier, see more in [5] on p. 402 and [40]. Principia [30] was published in 1687.
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The unconstrained S1-momentum map associated to the S1-action
(3.1) is

L̃(x, y) = x1y2 − x2y1.

3.2 Constrained system

Constrained phase space. The phase space of the constrained system
(= the spherical pendulum) is

TS2 = {(x, y) ∈ TR3 〈x, x〉 − 1 = 0, 〈x, y〉 = 0}.

The constrained symplectic form on TS2 is ω = ω̃
∣∣
TS2 .

Hamiltonian. On (TS2, ω) the spherical pendulum hamiltonian is

H(x, y) = H̃(x, y)
∣∣
TS2 .

The equations of motion of the spherical pendulum are

ẋ = y

ẏ = −e3 +
(
〈x, e3〉 − 〈y, y〉

)
x.

(3.2)

They determine the integral curves of the Hamiltonain vector field XH

on (TS2, ω), see p. 148 and 296 in [5]. Actually, equations (3.2) define
a vector field on T R3 whose restriction to TS2 is XH . To see this we
need to verify that TS2 is an invariant manifold of (3.2).

Check.
d

dt
〈x, x〉 = 2〈x, ẋ〉 = 2〈x, y〉 = 0,

d

dt
〈x, y〉 = 〈ẋ, y〉 + 〈x, ẏ〉 = 〈y, y〉 − 〈x, e3〉 +

(
〈x, e3〉 − 〈y, y〉

)
〈x, x〉

= 0

on TS2. �
Now, those people who use polar coordinates will give you only one system of
equations for the spherical pendulum. In fact, they need at least two, since
TS2 requires at least two charts.

S1 symmetry. The S1 symmetry of the spherical pendulum is

S1 × TS2 → TS2 :
(
t, (x, y)

)
�→ (Rtx,Rty). (3.3)
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The S1-momentum map of the spherical pendulum is L = L̃
∣∣
TS2 .

Conserved quantity. Since S1 action (3.3) preserves the constrained
Hamiltonian H, we find that the Lie derivative of the momentum L with
respect to the Hamiltonian vector field XH of the spherical pendulum
vanishes identically. Thus the spherical pendulum is Liouville integrable.

3.3 Reduction of S1 symmetry

To remove the S1 symmetry of the spherical pendulum we use invariants,
because the S1-action (3.3) is not free.

When you have compact group actions, invariant theory is the way to go. For
general proper actions the situation is more complicated.

Algebra of invariants. The algebra of polynomials on TR3 which are
invariant under the S1 action (3.1) is generated by

σ1 = x3 σ3 = y2
1 + y2

2 + y2
3 σ5 = x1y1 + x2y2

σ2 = y3 σ4 = x2
1 + x2

2 σ6 = x1y2 − x2y1.

Relation. The above invariants satisfy the relation

σ2
5 + σ2

6 = σ4(σ3 − σ2
2), where σ4 ≥ 0, σ3 ≥ σ2

2 . (3.4)

This relation defines the orbit space TR3/S1, which is a connected,
irreducible semialgebraic variety in R6.

Orbit map. The orbit map is

π : TR3 → R6 : (x, y) �→
(
σ1(x, y), . . . , σ6(x, y)

)
.

In other words, each of the fibers of π is a unique S1 orbit of the action
(3.1). The orbit space TR3/S1 is singular, because the S1 action on
TR3 leaves the points (0, 0, x3, 0, 0, y3) fixed.

Another orbit space. What we really want is the orbit space of the
S1 action (3.1) restricted to TS2. This is the orbit space TS2/S1 of
the S1 action (3.3). We obtain the defining equations of TS2/S1 if we
add two more relations to (3.4) (which come from the equations defining
TS2), namely,

σ4 + σ2
1 = 1 and σ5 + σ1σ2 = 0. (3.5)
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The gadget defined by (3.4) and (3.5) has no chance to be smooth be-
cause the action is not free. Singularities of TS2/S1 contain dynamical
information. We can use (3.5) to get rid of σ4 and σ5 in (3.4). We obtain

σ2
1σ

2
2 + σ2

6 = (σ3 − σ2
2)(1 − σ2

1) = σ3(1 − σ2
1) − σ2

2 + σ2
1σ

2
2 .

Simplifying gives the following description of TS2/S1 as a semialgebraic
variety in R4 (with coordinates (σ1, σ2, σ3, σ6)).

σ2
2 + σ2

6 = σ3(1 − σ2
1), where |σ1| ≤ 1 and σ3 ≥ 0. (3.6)

The reduced phase space. The (singular) reduced phase space P� of
the spherical pendulum is the orbit space L−1(�)/S1, where � is the value
of the momentum L. In terms of invariants L is σ6. Thus P� is defined
by adding the relation σ6 = � to equation (3.6). Thus as a subvariety
of R3 (with coordinates (σ1, σ2, σ3)), the singular reduced space P� is
defined by

σ2
2 + �2 = σ3(1 − σ2

1), |σ1| ≤ 1, σ3 ≥ 0.

In other words, P� is a σ6 = � slice of the orbit space TS2/S1. When
� �= 0, P� is

σ3 =
σ2

2 + �2

1 − σ2
1

and |σ1| < 1,

which is smooth and is diffeomorphic to R2. When � = 0 we have a
“canoe” (see figure 3.1), whose two singular points (±1, 0, 0) are the
fixed points of the S1 action on TS2.
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Fig. 3.1. Reduced phase spaces P�.
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Note that all these guys P� have Poison structure and there is reduced dy-
namics but I am not going to talk about it. The map (x, y) �→ (σ1, σ2, σ3)
looks very much like a Hopf fibration but it is not and I will not discus this
either. I have completed reduction for the spherical pendulum.

3.4 Analysis of the reduced system

Reduced Hamiltonian. On the singular reduced space P� we have the
reduced Hamiltonian

H� : P� ⊆ R3 → R : (σ1, σ2, σ3) �→ 1
2 σ3 + σ1.

Critical values of H� on P�. How does H� = h intersect P�?

Calculus is difficult to use when P� has singularities. So we use a little bit of
algebra instead. Computations proceed at maximum speed so that no one in
the audience can follow what is happening.

Consider a family of 2-planes πh : 1
2 σ3 + σ1 = h. Look for values of

h where the intersection of πh with P� has a point with multiplicity
greater than 1. In other words, we look for those values (h, �) for which
polynomial

P (σ1, σ2) = σ2
2 + �2 − 2(h− σ1)(1 − σ2

1), |σ1| ≤ 1,

in (σ1, σ2) has a zero of multiplicity greater than 1 and σ1 lies in [−1, 1].
(The polynomial P is obtained by eliminating σ3 from the defining equa-
tion of P� using σ3 = 2(h−σ1). This is equivalent to σ2 = 0 and finding
those values of (h, �) where the cubic polynomial

p(σ1) = (h− σ1)(1 − σ2
1) − 1

2 �
2, (3.7)

in σ1 has a zero of multiplicity greater than 1 in [−1, 1]. Let s ∈ [−1, 1] be
a zero of p of multiplicity at least 2 and let t ∈ R be zero of multiplicity
at least 1. Then necessarily

p(σ1) = σ3
1 − hσ2

1 − σ1 + h− 1
2 �

2 = (σ1 − s)2(σ1 − t)

= σ3
1 − (2s+ t)σ2

1 + s(s+ 2t)σ1 − s2t.

Comparing coefficients of powers of σ1 gives

2s+ t = h, s(s+ 2t) = −1, and − s2t = h− 1
2 �

2.

Solving the above equations for {h, �} gives

h = 1
2 (3s2 − 1)/s

�2 = −(1 − s2)2/s,
(3.8)
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where s ∈ [−1, 0)∪{1}. The first two equations in (3.8) give a parametriza-
tion of the discriminant locus ∆ of p. When s varies between −1 and
0, the parametrization traces out two 1-smooth branches of the discrim-
inant locus ∆, which join together when s = −1 and form an angle.
When s = 1, (h, �) = (1, 0) is an isolated point of the discriminant locus
∆. Thus 1 is a critical value of the reduced Hamiltonian H1 on the
reduced space P0 corresponding to the critical point (1, 0, 0), which is a
singular point of P0, see figure 3.2.

-1

1

2

-2 -1 0 1 2

� (momentum)

h (energy)

✛ once pinched 2-torus

✛ point {pt}

✛ periodic orbit S1
�

✛ regular 2-torus T2
h,�

✁
✁
✁
✁✁✕

RP3

✁
✁
✁✕

S3

Fig. 3.2. Image and fibers of the energy-momentum map EM of the spherical
pendulum.

Energy-momentum map EM. The energy momentum map of the
spherical pendulum is

EM : TS2 → R2 : p �→ (H(p), L(p)).

The region bounded by the black curves in figure 3.2 is the image of
EM. Its set of regular values is the grey shaded region; the black curves
are the singular values of EM (= critical values of H�) together with the
big dots, which mark the critical values (1, 0) and (−1, 0). Recall that
critical values of H� are the same as critical values of H

∣∣
L−1(�)

which in
turn are the same as critical values of the energy-momentum map EM.

3.5 Reconstruction

What is the topology of individual fibers EM−1(h, �) of the energy-
momentum map?

As S. Smale used to say: “whatever you do, don’t lose geometry.”
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To determine the topology of fibers look at the projection of P� on the
{σ2 = 0} plane. Remember that each regular point of P� lifts to a circle
S1 and each singular point (of P0) lifts to a point.

Regular fibers. If (h, �) is a regular value of EM, then the fiber
EM−1(h, �) is a smooth 2-torus. (The Liouville–Arnol’d theorem only
shows that a connected component of EM−1(h, �) is a 2-torus). To ver-
ify this, note that figure 3.3 shows that the h-level set of the reduced
Hamiltonian H� on the reduced space P� is a circle C. Each point on
C under the reduction map π lifts to a single S1 orbit of the S1-action
(3.5). Thus the lift of the circle C is the product S1 × S1, which is the
2-torus EM−1(h, �). Regular level sets of the reduced Hamiltonian H0 on
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Fig. 3.3. h-level sets of H� on the regular reduced phase space Pl.

the singular reduced phase space P0 are also circles which lift to 2-tori
(see figure 3.4). Dynamically, there are two different types of regular
level sets: those below the critical energy h = 1 and those above. The
image under the tangent bundle projection τ : TS2 → S2 : (x, y) �→ x of
an integral curve of the spherical pendulum on EM−1(h, �), when (h, �)
is a regular value of EM, is shown in figure 3.5.

Energy levels. How do regular tori fit together? The level H−1(h) is
RP3 when h > 1 and S3 when −1 < h < 1. In more detail, using the
solid ball model of SO(3), we see that SO(3) ($ RP3) is the union of
two solid 2-tori, which are in turn the union of 2-tori with core a circle.
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Fig. 3.4. Regular h-level sets of H� on the singular reduced phase space P0.
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Fig. 3.5. Integral curve of the spherical pendulum on the configuration space
S2 (view from the bottom, cf. figure 2.3) corresponding to the regular h-level
set of H�. White circles indicate maximum and minimum elevation x+

3 and
x−

3 . The insert (top right) demonstrates the rotation angle θ > π by showing
elevation x3(t) as function of longitude ϕ(t)/π. In this example � = 0.3,
h = −0.5, rotation angle θ equals 1.1327π, and the period of x3(t) is 3.3453.

This describes the foliation of H−1(h) by level sets of L when h > 1.
When −1 < h < 1, the foliation is the same as that given by the Hopf
fibration.
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Singular fibers. For critical values (h, � �= 0) of EM, which form the
boundary of the discriminant locus ∆, the h-level set of the reduced
Hamiltonian H� is a point on Pl (see figure 3.6). The reconstructed
fiber EM−1(h, �) is a periodic orbit of the Hamiltonian vector field XH

which is also an orbit of the S1-action (3.5). In other words, it is a
relative equilibrium of XH . On the singular reduced phase space P0
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Fig. 3.6. Singular h-level sets of H� (relative equilibria) on the regular reduced
phase space.

we have two kinds of critical slices (see figure 3.7). The level h = −1
is a point (σ1, σ2, σ3) = (−1, 0, 0) and the level h = 1 is a circle with
one singular point (σ1, σ2, σ3) = (1, 0, 0). The point σ = (−1, 0, 0) on
P0 corresponds to the stable equilibrium point (0, 0,−1, 0, 0, 0) in TS2

of the spherical pendulum, because h = −1 is an absolute minimum
energy. EM−1(−1, 0) is, of course, a point. The point σ = (1, 0, 0) in
P0 corresponds to the unstable equilibrium point (0, 0, 1, 0, 0, 0) in TS2.
Because this equilbrium point is a fixed point of the S1 action (3.5), it
lifts to a point in TS2. The rest of the points on H−1

0 (1) lift to S1 orbits.
From this it follows that EM−1(1, 0) is a once pinched 2-torus (see figure
3.6.2 on page 280). This once pinched 2-torus is a homoclinic connection
of the stable and unstable manifolds of the hyperbolic equilibrum of XH

at (0, 0, 1, 0, 0, 0) ∈ TS2.
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Fig. 3.7. Two singular h-level sets of H� on the singular reduced phase space
P0. The h = 0 level set lifts to the point (stable equilibrium), the h = 1 level
set lifts to the pinched torus EM−1(1, 0).

3.6 Monodromy

What we want to do now is to describe how the 2-torus fibers EM−1(h, �)
fit together as (h, �) runs over a parameterized subset of the set of regular
values of EM. Now suppose that this set of regular values is a small open
punctured disc D∗ = D− {(h, �)crit}, which lies in the image of EM. In
other words, the critical value (h, �)crit is isolated. Let Γ be a circle
S1 ⊆ D∗, which cannot be contracted to a point in D∗, that is, S1 goes
around the puncture (h, �)crit as shown below

Γ

❆
❆

❆❑

(1, 0)

What is the topology of the 2-torus bundle Π : EM−1(Γ) → Γ over the
circle Γ? (Recall the reconstruction of energy momentum level sets for
regular values (h, �)). Answer: The bundle Π is non-trivial . In other
words, topologically EM−1(Γ) is not a product S1 × T2.

Monodromy map. How do we describe the topology of the 2-torus
bundle Π over the circle Γ? Take the circle Γ and cut it at a point
pt = (h, �).
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✧✦
�✥

✲
Γ − {pt}Γ

❛ (h, j)
The resulting 2-torus bundle over the interval Γ−{pt} is trivial because
the interval is can be contracted to a point. To obtain EM−1(Γ) we glue
the two tori over the end points of Γ − {pt} together. This is tricky
business.

❜
❜
❜

❜
❜
❜

❜
❜
❜

✲
✻

T2
h,� = R2/Z2

Γ − {pt}

❜
❜
❜

❜
❜
❜

❜
❜
❜

✲❅
❅�

T2
h,� = R2/Z2

✲monodromy map(
1 −1
0 1

)

The map which identifies these tori is called the monodromy map. How
do we glue the end 2-tori together? Since the tori of a Liouville integrable
system are affine, such a 2-torus is R2/Z2, which is the 2-plane with
points whose coordinates both differ by an integer being identified. The
map which identifies the end tori is given by a 2 × 2 matrix M with
integer entries having determinant 1, since M preserves Z2. If M is not
conjugate by an integer 2× 2 matrix with determinant 1 to the identity
matrix, as in the figure above, then the bundle Π is nontrivial. When
this is the case we say that the integrable system has monodromy.

Consequences. You may say – so what if the system has monodromy?
Wait a minute. If the Liouville integrable Hamiltonian system with two
degrees of freedom has monodromy, it does not have globally defined
action-angle coordintes.

3.6.1 Analytical description of mondromy. Rotation angle

To compute monodromy analytically we need to use the rotation angle
Θ(h,�) of the flow of the Hamiltonian vector field XH on a smooth 2-torus
EM−1(h, �), where (h, �) is a regular value of EM. The XH and XL on
EM−1(h, �) are linearly independent. The flow ϕL

t′′ of XL is periodic
on the torus T2

(h,�). We define the rotation angle Θ(h,�) so that for any
initial condition p

ϕLΘ(h,	)
(p) = ϕHT (p),
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p

ϕL
t′′

��✒ ϕH
t′

❅❅�

Fig. 3.8. Flow of two linearly independent vector fields on the torus T2
(h,�) and

definition of the rotation angle.

where T is the period of the flow ϕH	
t of the reduced vector field XH	

on H−1
� (h), see figure 3.8. The vector field T (h, �)XH + Θ(h,�)XL has

periodic flow on T 2
(h,�). Projecting the tangent bundle TS2 on the config-

uration space S2 we can define Θ(h,�) as the angle by which the pendulum
turns about axis x3 during the period of oscillation in x3 (height)1, see
figure 3.5.
A standard classical argument shows that

Θ(h,�) = 2
√

2�
∫ σ+

1

σ−
1

dσ1

(1 − σ2
1)
√
p(σ1)

,

where p is the polynomial (3.7) and σ±
1 are its real zeroes in [−1, 1] with

σ−
1 ≤ σ+

1 . The function Θ(h,�) is a multivalued real analytic function
on the set of regular values of EM, for more details see [5]. When we
let (h, �) run over the curve Γ, the value of Θ(h,�)/2π does not return
to its original value. Instead it decreases by 1. Hence the variation
of the lattice spanned by periodic Hamiltonian vector fields XL and
XT (h,�)H+Θ(h,	)L on EM−1(h, �) corresponding to the local actions is(

1 −1
0 1

)
.

3.6.2 Geometric monodromy theorem

We now state the geometric monodromy theorem, which allows us to
compute the monodromy using only geometry. Consider a two degree
of freedom Liouville integrable Hamiltonian system with phase space
(M, ω), which is a 4-dimensional symplectic manifold and Poisson com-

1 Rotation angle equals π in the planar pendulum limit ϕL ≡ 0. For all regular
(h, �) π < Θ(h,�) < 2π, see chapter IV.6.3 of [5].
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I−1(0, 0)

Fig. 3.9. A once pinched 2-torus.

muting integrals (F1, F2). Suppose that the integral map

I : M → R2 : p �→ (F1(p), F2(p)).

has an isolated critical value of (0, 0) and that D∗ = D − {(0, 0)} is
contained its set of regular values. Suppose that for every c in D∗ the
preimage I−1(c) is a smooth 2-torus, while I−1(0, 0) is a 2-torus which
is once pinched at the point x. In other words, x is the only singular
point of I−1(0, 0) and is a hyperbolic equilibrium point of XF1 , that is,
the linearization of XF1 at x has two nonreal complex eigenvalues with
positive real part and two nonreal complex eigenvalues with negative
real part. Moreover, the whole of I−1(0, 0) is a homoclinic connection
of the stable and unstable manifolds of x. If Γ is a smooth positively
oriented circle in D∗, then the 2-torus bundle I−1(Γ) has monodromy(

1 −1
0 1

)
.

If the singular fiber I−1(0, 0) is a k-pinched 2-torus, that is, is a
heteroclinic k-cycle, then the monodromy is

(
1 −k
0 1

)
.

C Comments on lecture IV

The concept of monodromy for two degree of freedom integrable Hamil-
tonian systems was first formulated by Duistermaat [15]. The spherical
pendulum was historically the first example of a system with monodromy
[15, 6]. It is discussed at length in chapt. IV of [5].

Reduction of the S1 symmetry in the spherical pendulum is an ex-
ample of singular reduction using invariants which was pioneered by
Cushman. In his lecture Cushman relies on the simple elegant method
of qualitative analysis (of functions defined on algebraic varieties, such
as reduced Hamiltonians H defined on singular reduced phase spaces P )
which can be called the “method of slices”. Having both P and h-level
sets of H described as surfaces in an ambient space with invariant poly-
nomial coordinates, he studies the topology of their intersections Dh



282 IV No Polar Coordinates

which form a continuous one-parameter family. Critical sections Dhcrit

have special topology and are isolated in this family, the values hcrit

are critical values of the function H on P . A similar method (for func-
tions defined on orbit spaces) was independently used by Zhilinskíı (see
section 5.6.1 of [26], appendix A in [27], and [36]).

The presentation of the spherical pendulum gives a convincing illus-
tration of Cushman’s leitmotiv “no polar coordinates”, that is, of an
analysis based on polynomial invariants. The reader who is still (uh)
not converted to the faith should certainly enjoy drawing a picture of
the singular reduced phase space P0 in polar (cylindrical) coordinates.

Initially monodromy was uncovered analytically in terms of local angle-
action variables and the variation of the period lattice [5]. In this ap-
proach the monodromy matrix was calculated directly after an explicit
relation between the different local angle action variable charts was es-
tablished. The geometric monodromy theorem was formulated later in
[10]. According to this theorem and the results of [25] and [43] we can
determine whether the system has monodromy and even find the mon-
odromy matrix on the basis of the geometric reconstruction of the fibers
of the energy-momentum map EM.

All figures in this section were prepared from numerical computations.

C.1 Discrete symmetries

The spherical pendulum has a number of discrete symmetries in addition
to the S1 symmetry discussed in the lecture. To find these symmetries we
consider operations which leave invariant the unconstrained Hamiltonian
H̃ and the phase space TS2. In this way we see that our system is
invariant with respect to any reflection σv in a plane containing the e3
axis, for example,

(x1, x2, x3, y1, y2, y3) �→ (x1,−x2, x3, y1,−y2, y3).

The resulting symmetry group has two classes of conjugate elements:
one which contain rotations (S1 symmetry) and the other the reflection
σv. In the Schoenflies classification this group is called C∞v. The action
of C∞v on TS2 is symplectic. The S1-invariant polynomials σ1, . . . , σ6

are invariant under a larger group C∞v. When the action of C∞v is
reduced, its orbit space is TS2/C∞v.

The full symmetry group of the spherical pendulum is C∞v × Z2.
The nontrivial operation of the order two group Z2 = {±1} is the anti-
symplectic symmetry (x, y) → (x,−y), which is sometimes called time
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reversal . After reduction this symmetry induces a nontrivial symmetry
on R4 defined by

Z2 × R4 → R4 : (−1, (σ1, σ2, σ3, σ6)) �→ (σ1,−σ2, σ3,−σ6).

This has two important consequences:

(i) Points on TS2 with L = � �= 0 which differ by the direction of rotation
about axis e3 are equivalent. Therefore it suffices to study only the
case � ≥ 0.

(ii) The reduced phase space P� can be “flattened” into the fully reduced
phase space P�/Z2 which is a projection of P� onto the plane with
coordinates (σ1, σ3). The use of P�/Z2 makes the geometric analysis
of the level sets of H� = 1

2 σ3 + σ1 particularly simple.

C.2 Geometric analysis on P�/Z2

Analysis of the level sets of H� on P� can be done using level sets of H�

on P�/Z2 for � ≥ 0. The h-level set of H� is an intersection of the line

σ3 = 2(h− σ1)

and the region of the coordinate plane (σ1, σ3) defined by the inequality

σ3 ≥ �2/(1 − σ2
1).

Note that on the boundary of P�/Z2 the value of σ2 is 0, while the value
of H� is

H� = 1
2 σ3 + σ1 =

�2

2(1 − σ2
1)

+ σ1.

Regular level sets of H� on P�/Z2 are closed intervals. Its critical level
sets are points (see figures in the lecture) on the boundary of P�/Z2. To
find the critical set for � > 0 we find those values of σ1 where the slope
of the boundary of P�/Z2 equals that of the h-level set, that is,

�2
d

dσ1
(1 − σ2

1)−1 = −2, σ1 < 0.

Solving the above equation for � gives

� = ±(1 − s2)/
√
s, where s = −σ1.

This yields the parametrization(
�(s), h(�(s), s)

)
=

(
±1 − s2√

s
,

1 − s2

2 s
− s

)
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of the discriminant locus ∆ used in the lecture.

C.3 Quantum monodromy

Quantum mechanics provides a very clear interpretation of monodromy
[8] which we think is worth mentioning here. We recall that in the
quantized spherical pendulum it is the energy h and momentum � of
the classical system which are quantized. According to the Einstein-
Brilluoin-Kramers (EBK) quantization principle, we should find regular
tori Th,� for which the actions are an integer value times an overall scale
factor 2π�.

For the spherical pendulum the action �, which corresponds to the S1

symmetry, is quantized so that

�

2π�
= 0, 1, 2, . . . .

The action corresponding to the second vector field on Th,� with periodic
flow should be computed locally in (h, �) and then quantized. The result
of such computation is shown in figure C.1, which was kindly provided
to us by Igor Kozin [23]. Note that the value of � was “adjusted” so that
there are enough quantum states in the region near the isolated critical
value (h, �) = (1, 0).

All quantum states (EBK tori) form a two-dimensional lattice of
points in the image of the EM map (inside the discriminant locus). We
can choose many regular one-dimensional sequences of nodes starting
locally at any given node in this lattice; the distance between the neigh-
bors in such sequences is a “quantum”, and the distance between the last
state and the border of the classical locus (measured along the direction
of the sequence) is half of this quantum. In other words, we can define
local quantum numbers which correspond to local action variables.

Boris Zhilinskíı proposed to make manifest that the monodromy of
the quantum system is a defect of the lattice formed by quantum states
in the image of the EM-map. This improved the original picture of
Cushman and Duistermaat [8] so that anyone who sees one of Boris’
pictures (including Cushman and Duistermaat) immediately begins to
play around and try to “perfect” it. Therefore we call such a picture as
figure C.1 a Zhilinskíı diagram.

We begin Zhilinskíı’s diagram (figure C.1) by drawing an “elemen-
tary cell”, which is a small quadrangle defined by one choice of local
quantum numbers. We then propogate this cell along the contour Γ.
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Fig. C.1. Image of the classical and quantum EM map of the spherical pen-
dulum. Hollow circle shows the isolated critical value, black circles represent
quantum levels (= EBK tori). The family of quadrilaterals (= Zhilinskíı’s
diagram) shows how local quantum numbers (= local action variables) are
chosen along the circle Γ.

At each sufficiently small step along Γ, the choice of the new neighbor-
ing cell preserves the same choice of the quantum numbers and thus is
unambiguous. However, after making the whole circuit of Γ, the cell
does not come to itself because a global choice of quantum numbers is
impossible. The map from the original cell to the final cell is of course
the monodromy map. More precisely, the matrix which gives the trans-
formation of the cell is the inverse transpose of the classical monodromy
matrix. A rigorous mathematical formulation of quantum monodromy
was given by Vu Ngoc in [39]; relation between quantum and classical
monodromy matrices is also discussed in the appendix of [17].

If you like playing with little puzzles as much as Boris does [44], here
are a couple of provocative conjectures which can be formulated on the
basis of the Zhilinskíı diagrams similar to the one in figure C.1.

(i) The “sign conjecture” states that the monodromy matrix is
(

1 −k
0 1

)
where k is always a positive integer. Indeed, try changing the di-
rection of your contour Γ or try flipping the lattice in figure C.1
any way you can imagine (help yourself with scissors and glue, if
you like). The monodromy transformation will always be

(
1 −k
0 1

)
.

(ii) The “additivity conjecture” states that monodromies of several
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isolated critical values of the EM-map, which all lie in the interior
of the closure of a connected component of the set of regular val-
ues, can only add up. In other words, the distortion of the original
elementary cell can only increase. For example, the monodromy
matrix computed along a contour which encircles two isolated
critical values with monodromy matrices

(
1 −k′
0 1

)
and

(
1 −k′′
0 1

)
,

respectively, should be
(

1 −k′−k′′
0 1

)
.

Both of these conjectures have been recently proved by Cushman and
Vu Ngoc [12]. They should help in the study of bifurcations of pinched
tori associated to isolated critical values.

Among many examples of quantum systems with monodromy which
have been found since 1980, we can add the textbook system of two (or
more) coupled angular momenta [36]. It has also been suggested in [35]
that nonintegrable systems with most of their KAM tori remaining in-
tact can also have monodromy. This conjecture has been recently proven
in [32]. In particular, the hydrogen atom in perpendicular electric and
magnetic fields [35], an atomic realization of a particular perturbation
of the Kepler system, has monodromy. Monodromy has been recently
found in many molecular systems, notably in H+

2 [41], a molecular real-
ization of the two-center Kepler system, in floppy triatomic molecules,
such as LiCN/CNLi [17], which are distant relatives of the spherical pen-
dulum, and in Fermi resonant molecular elastic pendula, such as CO2

[13]. See [17] for a brief review.

C.4 Finding monodromy by deformation argument

Monodromy is a global topological property of an integrable fibration.
Thus regular fibers (tori) lying far away from the singularity, which is
at the origin of monodromy (such as the pinched torus), continue to fit
together in the way prescribed by the monodromy of the fibration. Fur-
thermore, in a sufficiently small neighbourhood a small local continuous
deformation, which changes qualitatively only the singularity, does not
change the monodromy of the fibration. The far away tori will fit to-
gether in the same fashion as for the undeformed fibration. This simple
deformation argument allows to find monodromy of many systems.

For example, consider a “quadratic spherical pendulum”, which is
obtained by a generic quadratic deformation Va,b = 1

2ax
2
3 + bx3 of the

original linear potential V0,1 = x3 = σ1 of the spherical pendulum.
By analyzing the corresponding continuously deformed reduced system
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(an exercise which the reader is invited to do following the approach
in sec. 3.4) we find that deformed system differs qualitatively from the
original spherical pendulum only when |a| > |b|. Neglecting overall
energy scaling, we can distinguish three robust deformations V0,1, V−1,ε,
and V1,ε (here 0 < |ε| < 1), two special systems with V±1,0, and two
transitional systems with V±1,1.

As shown in fig. C.2, the EM map of the V1,ε system has two isolated
critical values at � = 0 which correspond to two pinched tori. The
continuous deformation V1,ε → V1,0 merges these tori into one doubly
pinched torus. The degenerate system V1,0 was studied in [2] where
it was shown to have monodromy

(
1 −2
0 1

)
. This analysis was extended

in [12] to V1,ε where the authors show that the V1,ε system also has
monodromy 2 for the contour Γ which encircles both critical values. This
assertion follows from a deformation argument for sufficiently small ε. A
different continuous deformation V1,ε → V0,1 merges one of the critical
values into the lower boundary of the image of EM, while the other
becomes the isolated critical value of the V0,1. It follows that monodromy
for a contour which goes around this remaining isolated critical value is
1. Replacing ε by −ε, we see that monodromy for a contour around any
of the two isolated critical values of the V1,ε system is 1.

Fig. C.2. Image of the EM map of the spherical pendulum (center) the de-
formed quadratic spherical pendulum of the V1,ε kind (left) and of the V−1,ε

kind (right, cf. [17] and [41]).

The V−1,ε case was analyzed recently in [17] as a model of triatomic
floppy molecules. The image of the EM map has two leaves A and B

(fig. C.2, right). The “main” leaf A is unbounded from above and has
a small cut C along the top edge of the curvilinear triangle B. The
second “small” leaf B is glued to A along C. The EM map is two-valued
on EM−1(B \ C). This system has nonlocal monodromy which we can
observe for a contour Γ ⊂ A which goes around C. The continuous
deformation V−1,ε → V0,1 shrinks B (and the cut C) to a point, which
becomes the isolated critical point of V0,1. In the full space, the union of
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singular fibers which form EM−1(C) shrinks to a pinch torus. Since this
deformation does not involve the regular tori in EM−1(Γ), monodromy
of the V−1,ε system along Γ is 1.

The transitional case V1,1 corresponds to the moment of the bifurca-
tion of the lower equilibrium of the system. When we move continuously
in the parameter space so that V0,1 → V1,1 → V1,ε (that is, going from
center to left in fig. C.2) the initially stable equilibrium detaches from
the two families of relative equilibria and becomes an isolated focus-focus
point whose stable and unstable manifolds connect and form a pinched
torus. It has been proven in [16] that this is a supercritical Hamiltonian
Hopf bifrucation.

The case V−1,1 corresponds to the moment of the subcritical Hamil-
tonian Hopf bifurcation of the upper equilibrium of the system [16].
When V0,1 → V−1,1 → V−1,ε (going from center to right in fig. C.2) this
initially isolated unstable equilibrium becomes stable (lower vertex of
leaf B) and new families of relative equilibria are born (the rest of the
boundary ∂B). In sec. D Cushman shows that the monodromy of the
V−1,1 system is the same as that of the original spherical pendulum V0,1.
Of course we can now anticipate this result from our deformation argu-
ment, but we invite the reader to appreciate the hard way of computing
directly the monodromy of V−1,1.

D Homework problem. Monodromy about a
degenerately pinched 2-torus

This appendix is contributed entirely by Cushman after a question by Boris
Zhilinskíı and Dmitríı Sadovskíı at the end of his lecture on the spherical
pendulum. This question turned into an interesting homework problem for
the lecturer.

D.1 Introduction

In this section we construct a two degree of freedom Liouville integrable
Hamiltonian system on the tangent bundle TS2 of the 2-sphere S2 whose
energy momentum map EM has the following properties.

(i) (0, 0) is an isolated critical value, that is, there is an open disc
D in R2 containing (0, 0) such that D∗ = D \ {(0, 0)} consists of
regular values of EM and D∗ lies in its image.

(ii) For every (h, �) ∈ D∗ the (h, �)-level set

EM−1(h, �) = {p ∈ TS2 EM(p) = (h, �)}
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is a smooth 2-dimensional torus T 2
h,�.

(iii) The singular fiber EM−1(0, 0) is an immersed 2-dimensional sub-
manifold of TS2 which is smooth except at two pinch points p±
where it has a self intersection. At p− the pinch is transverse,
that is, the tangent spaces to EM−1(0, 0) at p− are transverse;
whereas at p+ the pinch is degenerate because the tangent spaces
are not transverse.

Our calculations show that the global monodromy of the smooth 2-
torus bundle EM−1(Γ) → Γ over a smooth positively oriented circle Γ
in D∗, which has winding number 1 about (0, 0) is

(
1 −2
0 1

)
. For more

backgound on monodromy in Liouville integrable Hamiltonian systems
see [15] or [5]. Our calculations show that the local monodromy around
the degenerate pinch point p+ is

(
1 −1
0 1

)
, which is the same as the local

monodromy about the transversal pinch point p−. This result is well
known if both pinch points are transverse, see [43, 10].

To determine the local monodromy around p+, we find the variation
of the rotation angle of the flow of the Hamiltonian vector field on T 2

h,�

as (h, �) traces out the curve Γ. This uses residues and follows closely
the idea of the calculation of the local monodromy for the spherical
pendulum given in Chapt. V of [5].

D.2 A model system

Consider the following model Hamiltonian system. On TR3 with coor-
dinates (x, y) and symplectic form ω̃ =

∑3
i=1 dxi ∧ dyi let

H̃(x, y) = 1
2 〈y, y〉 + V (x3), (D.1)

be the unconstrained Hamiltonian. Here 〈 , 〉 is the Euclidean metric on
R3. Constrain the Hamiltonian system (H̃, TR3, ω̃) so that the motion
takes place on the tangent bundle

TS2 = {(x, y) ∈ TR2 | 〈x, x〉 = 1, 〈x, y〉 = 0}

of the 2-sphere S2. The model problem we consider is the constrained
system (H,TS2, ω), where H = H̃|TS2 and ω = ω̃|TS2. This system
has an S1 symmetry

S1 × TS2 → TS2 : (t, (x, y)) �→ (Rtx,Rty), (D.2)

where Rt =
(

cos t − sin t 0
sin t cos t 0
0 0 1

)
, whose momentum is

L : TS2 → TS2 : (x, y) �→ x1y2 − x2y1. (D.3)
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Since the S1 symmetry preserves the Hamiltonian H, the function L is
an integral of the Hamiltonian vector field XH . In other words, the func-
tions H and L Poisson commute, that is, {H,L} = 0. Thus (H,TS2, ω)
is Liouville integrable.

To remove the S1 symmetry we apply singular reduction [5], which
uses invariant theory. First we note that the algebra of S1-invariant
polynomials on TS2 is generated by

ρ1 = x3 ρ3 = y2
1 + y2

2 + y2
3 ρ5 = x1y1 + x2y2

ρ2 = y3 ρ4 = x2
1 + x2

2 ρ6 = x1y2 − x2y1
(D.4)

subject to the relations

ρ2
5 + ρ2

6 = ρ4(ρ3 − ρ2
2), ρ4 ≥ 0, ρ3 ≥ ρ2

2

ρ2
1 + ρ4 = 1

ρ1ρ2 + ρ5 = 0.

(D.5)

The above relations (D.5) define the space TS2/S1 of S1-orbits on TS2.
The singular reduced space P� = L−1(�)/S1 is the space of S1-orbits
on the �-level set of the momentum L and is defined by equation (D.5)
together with the relation ρ6 = �. Eliminating ρ4, ρ5, and ρ6 from
these equations, we find that P� is the semialgebraic variety in R3 (with
coordinates (ρ1, ρ2, ρ3))

ρ2
2 + �2 = ρ3(1 − ρ2

1), |ρ1| ≤ 1, ρ3 ≥ 0. (D.6)

Since the Hamiltonian is invariant under the S1 symmetry (D.2), it
induces the reduced Hamiltonian

H� : P� ⊆ R3 → R : ρ = (ρ1, ρ2, ρ3) �→ 1
2 ρ3 + V (ρ1). (D.7)

D.3 A special case

We now look at the special case of the model problem when

V (x3) = −(1 − x3)2.

Then the reduced Hamiltonian on the reduced space P� (D.6) is

H�(ρ) = 1
2 ρ3 − (1 − ρ1)2. (D.8)

Its 0-level set on P� when � = 0 is illustrated in figure D.1. After recon-
struction H−1

0 (0) becomes a 2-torus in the 0-level set of the momentum
L with a nontransverse pinch point at p+ = (0, 0, 1, 0, 0, 0). To see
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this recall that over each smooth point of H−1
0 (0) (that is, except for

ρ = (1, 0, 0)) the fiber of the S1-reduction map

π : L−1(0) ⊆ TS2 → P0 ⊆ R3 : (x, y) �→ (ρ1(x, y), ρ2(x, y), ρ3(x, y))
(D.9)

is a unique circular orbit of the S1 symmetry (D.2); whereas the fiber
over the point (1, 0, 0) is the point p+, since it is a fixed point of (D.2).
The pinch point p+ is nontransverse because the 0-level set of the re-
duced Hamiltonian H0 has second order contact with the reduced space
P0 at (1, 0, 0).

−1

ρ3

ρ3 = 2(1− ρ1)
2

ρ11

ρ2

Fig. D.1. The 0-level set of the reduced Hamiltonian H0(ρ) =
1
2
ρ3 − (1− ρ1)

2

on the reduced space P0 : ρ
2
2 = ρ3(1− ρ2

1), |ρ1| ≤ 1, ρ3 ≥ 0.

Before we compute the local monodromy around p+ we need to show
that (0, 0) is an isolated critical value of the energy momentum mapping

EM : TS2 → R2 : (x, y) �→ ( 1
2 (y2

1 + y2
2 + y2

3) − (1 − x3)2, x1y2 − x2y1).

This is equivalent to showing that (h, �) = (0, 0) is an isolated point of
the discriminant locus ∆ of the polynomial

Q(ρ1, ρ2) = −ρ2
2 + 2(h+ (1 − ρ1)2)(1 − ρ2

1) − �2.

In other words, ∆ is the set of (h, �) ∈ R2 where Q has a multiple root
in {(ρ1, ρ2) ∈ R2 | |ρ1| ≤ 1, ρ2 ≥ 0}. Thus (h, �) ∈ ∆ if and only if
ρ2 = 0 and

Ph,�(ρ1) = 2(h+ (1 − ρ1)2)(1 − ρ2
1) − �2 (D.10)
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has a multiple root in [−1, 1]. A straightforward calculation shows that
∆ is parmetrized by 

h = − (r − 1)2(2r + 1)
r

�2 = 2
(r − 1)3(r + 1)2

r
,

(D.11)

where r ∈ [−1, 0)∪ {1}. Hence (0, 0) (which corresponds to r = 1) is an
isolated point of ∆.

Thus we may choose a disc D in R2 containing (0, 0), which does
not intersect ∆ and lies in the image of EM. Every (h, �) ∈ D∗ is a
regular value of EM. For each (h, �) ∈ D∗, the h-level set of the reduced
Hamiltonian H� on P� is a smooth S1. Hence after reconstruction, the
(h, �)-level set of EM is a smooth 2-torus T 2

h,�.
We now turn to analyzing the rotation angle. Let R be the set of

regular values of EM which lie in its image. For every (h, �) ∈ R, the
rotation angle of the flow of the Hamiltonian vector field XH on the
2-torus T 2

h,� is

θ(h, �) = 2�
∫ x+

x−

dx

(1 − x2)
√
Ph,�(x)

, (D.12)

where x± = x±(h, �) are simple zeroes of Ph,� (D.10) in [−1, 1].
The following lemma is the key fact needed to compute the local

monodromy of the 2-torus bundle EM−1(Γ) → Γ about p+.

Lemma. Suppose that � > 0. Then

lim
�→0+

θ(h, �) =

{
π, if h < 0

2π, if h > 0.
(D.13)

Proof. We use complex analysis.
Case 1. h < 0.

Consider the extended complex plane with cuts as indicated in fig-
ure D.2 To see that the polynomial Ph,0 has exactly two simple roots x±
in (−1, 1) when � is small, first note that Ph,0 has four simple real roots
±1 and s± = 1±

√
−h. Since Ph,�(±1) = −�2 and Ph,0(0) = 2(h+1)−�2

is positive when |h| and � are small, Ph,� has two simple roots x± in
(−1, 1) and two simple roots x0, x1 outside of [−1, 1].
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s−x− x1 ∞

z

r−

x0x+

r0
θ+θ−

r+

r1

−1
θ1

θ0

Fig. D.2. The extended complex plane is cut at [x−, x+] and [x0, x1].

Consider the extended complex plane with cuts as indicated in fig-
ure D.2. Write z − x± = r±ei θ± and z − x0,1 = r0,1ei θ0,1 . Then

Ph,�(z) = −2(z − x−)(z − x+)(z − x0)(z − x1).

Define √
Ph,�(z) = i

√
|Ph,�(z)| ei(θ−+θ++θ0+θ1)/2.

On the upper part of the cut [x−, x+] the sign of
√
Ph,�(z) is +, because

i e(0+π+π+π)/2 = i(−i) = 1. Now z �→
√
Ph,�(z) is a single valued

holomorphic function on the cut extended complex plane, because it is
single valued on a loop around each cut. Note that√

Ph,�(−1) = i
√

| − �2| ei(π+π+π+π)/2 = i �.

Consider the contours in figure D.4a The contour C is homologous to
C ′ + C ′′. Hence ∫

C

ω =
∫
C′
ω +

∫
C′′

ω.

Here

ω =
1

(1 − z2)
√
Ph,�(z)

is a meromorphic 1-form on the cut extended complex plane, which has
first order poles at z = ±1 and is holomorphic elsewhere. When the
contour C ′′ shrinks to the cut [x−, x+] by Cauchy’s theorem we obtain

�

∫
C′′

ω = 2�
∫ x−

x+

dx

(1 − x2)
√
Ph,�(x)

= −2�
∫ x+

x−

dx

(1 − x2)
√
Ph,�(x)

= −θ(h, �).
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−1

C′
C

∞1s−x+x−

C′′

(a). � �= 0, |�| small

−1

C

1 ∞s−

(b). � = 0

Fig. D.3. Contours on the extended complex plane when h < 0.

By the residue theorem we find

�

∫
C′
ω = 2πi� Res

z=−1
ω = 2πi� lim

z→−1

z + 1
(1 − z)(1 + z)

√
Ph,�(z)

= 2πi�
1

2
√
Ph,�(−1)

= 2πi�
1

2i�
= π.

We now show that

lim
�→0+

(�
∫
C

ω) = 0.

Thinking of (h, �) ∈ R as complex variables in RC, the function (h, �) →∫
C
ω is holomorphic on RC. Since the contour C does not depend of �,

lim
�→0+

∫
C

ω =
∫
C

lim
�→0+

ω =
∫
C

ω̃,

where

ω̃ =
dz

(1 − z2)
√

2(h+ (1 − z)2)(1 − z2)
.

ω̃ is meromorphic in the extended complex plane as cut in figure D.3b
with poles only at z = ±1. At z = −1, the 1-form ω̃ has a second order
pole with zero residue. To see this, let u2 = 1 − z. Then

ω̃ =
−2u du

u2(2 − u2)
√

2(h+ u4)u2(2 − u2)
=

(
−1

2
√
h

1
u2

+ O(1)
)
du.
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At z = s− = 1 −
√
−h the 1-form ω̃ is holomorphic, because s− is a

simple zero of Ph,0, which is not equal to ±1. Hence by the residue
theorem ∫

C

ω̃ = 2πi Res
z=−1

ω̃ = 0.

Consequently,

lim
�→0+

(�
∫
C

ω) = lim
�→0+

(�
∫
C

ω̃) = 0.

Taking the limit as �→ 0+ of both sides of the equation

�

∫
C

ω = �

∫
C′
ω +

∫
C′′

ω = π − θ(h, �)

gives

lim
�→0+

θ(h, �) = π,

when h < 0. This proves case 1 of the lemma.
Case 2. h > 0.

The polynomial Ph,0 has four simple complex roots: ±1, 1 ± i
√
h. It

is positive when x ∈ (−1, 1) and negative elsewhere. When |�| is small
and positive, the polynomial Ph,� has four simple complex roots: x±,
x0, x1 with x± ∈ (−1, 1) and x1 is the complex conjugate of x0. The
extended complex plane is cut along the real axis between x− and x+

and along a semicircle lying to the right of the line Rex = 1 of radius
1
2 |x0 − x1| with center at Rex0 = 1 + O(|�|), see figure D.4

z

x1

r0

θ−

θ1

θ0

r1

r−

∞−1 x− x+

r+ x0

θ+

1

Fig. D.4. Contours on the cut extended complex plane when h > 0.
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Consider the extended complex plane with cuts as indicated in fig-
ure D.4. As in case 1 write z − x± = r±ei θ± , z − x0,1 = r0,1ei θ0,1

and

Ph,�(z) = −2(z − x−)(z − x+)(z − x0)(z − x1).

Define √
Ph,�(z) = i

√
|Ph,�(z)| ei (θ−+θ++θ0+θ1)/2.

From the fact that θ0 + θ1 = 2π when z is real and less than 1, it
follows that the sign of

√
Ph,�(z) on the upper part of the cut [x−, x+]

is + (because ie(0+π+2π)/2 = i(−i) = 1). Since the square root is single
valued along a loop about each cut, it is holomorphic on the extended
cut complex plane. Note that√

Ph,�(−1) = i
√

| − �2| ei(π+π+2π)/2 = i �

and √
Ph,�(1) = i

√
| − �2| ei(0+0+2π)/2 = −i �.

Consider figure D.5a Then C̃ is homologous to C+C̃ ′+C̃ ′′. When the
contour C shrinks to the cut [x−, x+], by Cauchy’s theorem we obtain

�

∫
C

ω = 2�
∫ x−

x+

dx

(1 − x2)
√
Ph,�(x)

= −2�
∫ x+

x−

dx

(1 − x2)
√
Ph,�(x)

= −θ(h, �).

By the residue theorem, we have

�

∫
C̃′
ω = 2πi� Res

z=−1
ω = 2πi� lim

z→−1
(z + 1)

1
(1 − z)(1 + z)

√
Ph,�(z)

= 2πi �
1

2
√
Ph,�(−1)

= 2πi �
1

(2i�)
= π.

and

�

∫
C̃′′

ω = 2πi� Res
z=1

ω = 2πi� lim
z→1

(z − 1)
1

(1 − z)(1 + z)
√
Ph,�(z)

= 2πi�
1

−2
√
Ph,�(1)

= −2πi�
1

(−2i�)
= π.

Hence

�

∫
C̃

ω = �

∫
C

ω + �

∫
C̃′
ω + �

∫
C̃′′

ω

= −θ(h, �) + �π + �π = −θ(h, �) + 2π. (D.14)
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x− x+

C′

C

C

−1 1

D

∞
C′′

(a). � �= 0, |�| ≤ �0, �0 small, when h > 0.

C̃

1− i
√
h

−1 ∞1

1 + i
√
h

(b). � = 0 when h > 0

Fig. D.5. Contours on the extended complex plane when h > 0. The contour

C̃ in figure D.5a semicircular cut from x0 to x1 ranges when |�| ≤ �0.

When � = 0 the contour C̃ has not changed but the cut has, see fig. D.5b.
As in case 1 an argument shows that ω̃ = lim�→0+ ω is meromorphic on
the cut complex plane with a second order pole at ±1. Since

∫
C̃
ω is

a continuous function of h and � when |�| ≤ �0 with �0 small and the
contour C̃ does not depend on �, it follows that

lim
�→0+

(�
∫
C

ω) = lim
�→0+

(�
∫
C

ω̃) = 0.

Taking the limit as �→ 0+ of both sides of equation (D.14) gives

0 = lim
�→0+

θ(h, �).

This proves case 2 of the lemma. �
From the lemma and the fact that θ(h,−�) = −θ(h, �) when � �= 0

we conclude that the variation of θ is −2π along the positively oriented
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piecewise smooth curve γ, which is a rectangle in the (h, �) plane, con-
taining (0, 0) in the interior of the domain it bounds, with sides parallel
to the axes and the sides parallel to the � axis small, see figure D.6.

✲
h

✻�✛

✲
−π −2π

π 2π

Fig. D.6. The contour γ.

Since the variation of θ depends only on the homotopy class of the
curve γ in the set R of regular values of the energy momentum map-
ping, it is the equal to the variation along the curve Γ which lies in the
punctured disc D∗. Thus the variation in the period lattice associated
to the 2-torus bundle EM−1(Γ) → Γ is

(
0 −1
0 0

)
as Γ is traversed once in

the counterclockwise fashion. Hence the local monodromy of the bundle
EM−1(Γ) → Γ is

(
1 −1
0 1

)
.

D.4 An example of a degenerate heteroclinic cycle

A doubly pinched 2-torus bundle with a transversal pinch at p− =
(0, 0,−1, 0, 0, 0) ∈ TS2 and a degenerate pinch at p+ = (0, 0, 1, 0, 0, 0) is
realized by taking the special case of the model problem with V (x3) =
(x3 − 1)2(x3 + 1). Note that EM(p−) = EM(p+) = (0, 0) is an isolated
critical value and consider a positively oriented closed curve Γ in the
set of regular values of the EM map having winding number 1 about
(0, 0). By calculation in the preceding section the local monodromy
about p+ is

(
1 −1
0 1

)
. The local monodromy about p− is

(
1 −1
0 1

)
. The

global monodromy is the composition of the local monodromies. Hence
the monodromy of the 2-torus bundle EM−1(Γ) → Γ is

(
1 −2
0 1

)
.
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realization of the 1:1:2 resonant swing-spring with monodromy, Phys. Rev.
Lett. accepted in May (2004).

[14] G. Darboux, Cours de Méchanique, 1886.
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Université du Littoral, Dunkerque, 2004.

[17] K. Efstathiou, M. Joyeux, and D. A. Sadovskíı, Global bending quantum
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ABSTRACT
Kolmogorov-Arnol’d-Moser Theory classically was mainly developed for con-
servative systems, establishing persistence results for quasi-periodic invariant
tori in nearly integrable systems. In this survey we focus on dissipative sys-
tems, where similar results hold. In non-conservative settings often parameters
are needed for the persistence of invariant tori. When considering families of
such dynamical systems bifurcations of quasi-periodic tori may occur. As an
example we discuss the quasi-periodic Hopf bifurcation.
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1 Introduction

1.1 Motivation

Kolmogorov-Arnold-Moser Theory is concerned with the occurrence of multi-
or quasi-periodic invariant tori in nearly integrable systems. Integrable systems
by definition have a toroidal symmetry which produces invariant tori as orbits
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under the corresponding torus action. The central problem of KAM Theory, is
the continuation of such tori to nearly integrable perturbations of the system.

Initially this part of perturbation theory was developed for conservative, i.e.,
Hamiltonian, systems that model the frictionless dynamics of classical me-
chanics. Related physical questions are concerned with the perpetual stability
of the solar system, of tokamak accelerators, etc. Initiated by Poincaré at the
end of the 19th century, the theory was further developed by Birkhoff and
Siegel and later established by Kolmogorov, Arnold, Moser and others from
the 1950s on. For a historical overview and further reference, see [36]. As
pointed out in [66, 65] and later in [48, 24, 23], the conservative approach
can be extended to many other settings, like to general dissipative systems, to
volume preserving systems and to various equivariant or reversible settings. A
unifying Lie algebra approach enables to reach all these results at once [66, 24].

In many cases the systems need to depend on parameters in order to en-
sure the persistent occurrence of quasi-periodicity. In the general dissipa-
tive formulation we therefore encounter families of quasi-periodic attractors,
parametrized over a nowhere dense set of positive measure. The parametriza-
tion is smooth in the sense of Whitney [73, 24]. As an example of the physical
relevance of this phenomenon we mention the Ruelle-Takens scenario for the
‘onset’ of turbulence [76, 75]. In this scenario a fluid dynamical system de-
pends on parameters, where upon changes of the parameters transitions from
laminar to more complicated and even turbulent dynamics are described at a
low dimensional level.1 Here chaotic dynamics plays a special role, related
to the onset of turbulence and quasi-periodicity is an intermediate, pre-chaotic
stage of this.

The present material on KAM Theory focuses on results in this dissipative
setting. In this way the mathematical difficulties are largely decoupled from
the symplectic and Hamiltonian formalism. On the one hand, this clarifies the
mathematics of KAM Theory, which is difficult enough to master by itself. On
the other hand we illustrate the analogy of our approach in the conservative
and other contexts by quite a few remarks and excercises, particularly in the
Appendix. To this end we also include a number of references for further
reading.

Moreover, we included elements from quasi-periodic bifurcation theory, fo-
cussing on the Hopf case, where from n-dimensional quasi-periodic attractors
(n + 1)-dimensional quasi-periodic attractors branch off. This example fits
very well in the Ruelle-Takens scenario for the onset of turbulence as sketched

1 For example in a center manifold [45].
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before, and its relationship to the more classical Landau-Hopf-Lifschitz sce-
nario [57, 47, 58].

To a great extent the material of this course is contained in [23], to which we
often shall refer for background material, for details and further reference. We
thank Heinz Hanßmann, George Huitema, Jun Hoo, Vincent Naudot, Khairul
Saleh, Floris Takens, Renato Vitolo and Florian Wagener for their help during
the preparation of these notes.

1.2 Preliminaries

We introduce a few basic concepts, for simplicity restricting to the world of
smooth dynamical systems with continuous time. Such systems are generated
by vector fields, locally given as systems of ordinary differential equation.2

For background information regarding see, e.g., Arnol’d [1], Moser [66, 65],
Broer et al. [7, 24, 23]. Also see Broer, Dumortier, Van Strien and Takens [14],
Chs. 4 and 9.

First we recall the notion of smooth conjugacy between vector fields. Let
two vector fields ẋ = F (x) and ẏ = G(y), x, y ∈ R

m, be given and a dif-
feomorphism y = Φ(x) of R

m that takes solutions of the former to the latter
vector field in a time preserving way. Then, if x(t) and y(t) = Φ(x(t)) are
such solutions, it follows by the Chain Rule that

G(y) = ẏ = DxΦ · ẋ = DxΦ · F (x),
where we took matrix products. Such a map Φ is called a conjugacy between
the two vector fields. It follows that the condition

DxΦ · F (x) ≡ G(y), (1.1)

where y = Φ(x), is necessary for Φ being a conjugacy. By the Existence and
Uniqueness Theorem [39, 46] for solutions of ordinary differential equations,
condition (1.1) also is sufficient for Φ to be a conjugacy. In tensorial shorthand
we often rewrite (1.1) as G = Φ∗F.

Remark There exists many variations on the definition of conjugacy, compare
with [1, 72]. One variation relaxes the preservation of time-parametrization;
the corresponding map Φ then is called an equivalence. Another variation
concerns the smoothness, which often is replaced by continuity. Indeed, if
Φ is just a homeomorphism we speak of a topological conjugacy or equiva-
lence. With respect to all such equivalence relations the notion of structural

2 Similar considerations hold for systems with discrete time generated by diffeomorphisms.
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stability can be introduced, meaning that with all nearby vector fields (in an
appropriate topology) the corresponding relation holds. This is a strong way
of formulating persistence of various dynamical properties, like the existence
of equilibria, periodic solutions or invariant tori. It turns out that in the present
setting of KAM Theory we can use smooth conjugacies or equivalences and
corresponding forms of structural stability to express persistence results.

x1x1x1x1x1x1x1x1

x2x2x2x2x2x2x2x2

x1x1x1x1x1x1x1x1x1x1x1x1x1x1x1x1x1x1x1x1x1x1x1

x2x2x2x2x2x2x2x2x2x2x2x2x2x2x2x2x2x2x2x2x2x2x2

Fig. 1.1. Evolution curve of a constant vector field on the 2-torus T
2.

Now we come to a central subject of KAM Theory, namely the quasi-periodic
invariant torus. Let n be a natural number and denote by T

n = R
n/(2πZ)n

the standard n-torus, equipped with angular coordinates (x1, x2, . . . , xn) (mod
2π).

Definition 1.1 A vector field X on a smooth manifold 3 M with an invariant

3 For all purposes one can take M = R
N for N ∈ N sufficiently large.
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submanifold T ⊆ M is said to have parallel flow on T, if the restriction X|T
is smoothly conjugate to the constant vector field

ẋ1 = ω1

ẋ2 = ω2

· · · · · · · · ·
ẋn = ωn

on T
n.

The conjugacy is a diffeomorphism between T and T
n and the evolution curves

of a parallel flow on T, in the coordinates associated to the conjugacy, are given
by t �→ (x1 + tω1, . . . , xn + tωn), where the addition is mod 2π, see Figure
1.1. We say that T is a parallel torus of X , with frequencies ω1, ω2, . . . , ωn.

The nature of the flow on T depends on the arithmetical properties of its fre-
quencies, where we distinguish between dependence or independence over the
rationals.

Definition 1.2 A parallel torus T is quasi-periodic (or non-resonant) if ω1,

ω2, . . . , ωn are rationally independent; that is, for all k ∈ Z
n\{0} one has

〈ω, k〉 
= 0.
Here we abbreviate 〈ω, k〉 = ∑n

i=1 ωiki. Quasi-periodic tori are densely filled
by each of the evolution curves contained in them, see Exercise 1. The parallel
torus is called resonant, if its frequencies are rationally dependent, meaning
that an integer relation 〈ω, k〉 = 0 exists for some k ∈ Z

n \ {0}. Resonant tori
are foliated by lower dimensional tori [2].

Remarks
- Consider the case n = 2. For a given vector field X on T

2 we can study
the Poincaré return map P of the circle x1 = 0. In the present setting where
X is constant, this map is a well-defined diffeomorphism of the circle T

1,

provided that ω2 
= 0. Indeed, the evolution curve of the vector field X
starting at the point (0, x2) passes through (2π, P (x2)), see Figure 1.2.

- Note that whenX is constant, the circle map P is a rigid rotation. We quote
the following result on rigid rotations, which is quite well-known, e.g., see
[35]:

Lemma If β ∈ R is irrational, then each orbit of the rigid rotation

Rβ : T1 → T
1, x �→ x+ 2πβ (mod 2π),

is dense in T
1.
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Fig. 1.2. Poincaré map associated to the section x1 = 0 of T
2.

Exercise 1 (Parallel vector fields on T
2) On T

2, with coordinates (x1, x2),
both counted mod 2π, consider the constant vector field X, given by

ẋ1 = ω1

ẋ2 = ω2. (1.2)

(i) Suppose that ω1 and ω2 are rationally independent, then show that any
integral curve of X is dense in T

2.

(ii) Suppose that ω1/ω2 = p/q with gcd (p, q) = 1. Show that T
2 is foli-

ated by periodic solutions, all of period q.

Exercise 2 (How intrinsic is the frequency vector?) If we define T
n = R

n/Zn

and count the angles modulo 1, consider T
n-automorphisms of the affine form

x �→ a+Sx, where a ∈ R
n and S ∈ SL(n,Z) : the n×nmatrices of integers

with determinant 1 [2].
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(i) Show that the frequency vector of a parallel torus is well-defined up to
the lattice Z

n.

(ii) How does this translate to the present situation where T
n = R

n/(2πZ
n)?

(iii) What can you say of the frequency vectors of X and Φ∗X when Φ is
sufficiently close to the identity map?

(iv) Show that an individual vector field of the form (1.2) can never be
structurally stable.

2 Quasi-periodic attractors

In what dynamical systems does the phenomenon of quasi-periodicity occur?
Our answer to this question should have the following two properties:

- The occurrence is visible in the ‘physical’ sense, meaning that the set of
initial values showing quasi-periodicity or asymptotic quasi-periodicity has
positive measure.

- The occurrence is persistent for small perturbations of the system, which
means that we are not interested in pathological examples of this phenomenon.

Colloquially the above often is rephrased as ‘for typical systems quasi-periodicity
occurs in a visible way’. Both in the conservative and in the dissipative setting
many concrete examples can be given in this sense [24, 23]. Since we focus on
the dissipative setting, we present a few examples with quasi-periodic attrac-
tors. For conservative analogues we refer to the Appendix. The first property
of ‘physical’ visibility is easily met: the attractors have an open basin of at-
traction (occupying almost the entire phase space). The second property of
persistence is more problematic and belongs to the domain of KAM Theory,
which is the subject of this course. As announced before, persistence requires
that the systems depend on parameters, compare with the Exercises 1 and 2.
The quasi-periodic attractors will be isolated in phase space and occur on pa-
rameter sets that are nowhere dense and of positive measure, compare with
[75].

2.1 Forcing or coupling of nonlinear oscillators

Basic ingredient of our examples is a nonlinear oscillator with equation of
motion

ÿ + cẏ + ay + f(y, ẏ) = 0, (2.1)

where y ∈ R and ẏ = dy/dt, which is assumed to have a hyperbolic periodic
attractor, i.e., a periodic solution with a negative Floquet-exponent. For the
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y

ẏ

Fig. 2.1. Phase portrait of the free Van der Pol oscillator (2.1).

moment we consider coefficients like a and c as positive constants, but later on
they also may be regarded as parameters. A classical example of such a system
is the Van der Pol oscillator, where the nonlinearity is given by f(y, ẏ) = by2ẏ,

with b a real constant. For a phase portrait see Figure 2.1.

2.1.1 A nonlinear oscillators with periodic forcing

As a first example consider the oscillator (2.1) subject to a weak time-periodic
forcing:

ÿ + cẏ + ay + f(y, ẏ) = εg(y, ẏ, t), (2.2)

y, t ∈ R, where g(y, ẏ, t + 2π/Ω) ≡ g(y, ẏ, t), and where ε is a small pertur-
bation parameter. As usual we take the time t as an extra state-variable, intro-
ducing the 3-dimensional (generalized) phase space R

2 ×T
1 with coordinates

(y, ẏ) ∈ R
2 and t ∈ T

1 = R/(2πZ).Here the non-autonomous oscillator (2.2)
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defines the vector field Xε given by

ẏ = z

ż = −ay − cz − f(y, z) + εg(y, z, t) (2.3)

ṫ = Ω.

It is our aim to get this example in the format of Section 1.2, corresponding to
the definition of quasi-periodicity given there. From now on we set x2 = t and
ω2 = Ω.

We start considering the unperturbed case ε = 0. Here the oscillator is free
and decouples from the third equation ẋ2 = ω2.Combining the periodic attrac-
tor of the free oscillator (2.1) with this third equation gives rise to an invariant
2-torus to be denoted by T0. Here we use certain elements of the theory of or-
dinary diffenential equations, compare [1, 39, 46]. The time-parameterization
of the periodic attractor provides a coordinate x1 (mod 2π), such that the cor-
responding evolution is generated by an equation ẋ1 = ω1. It can be shown
that the angular coordinates x1 (mod 2π) and x2 (mod 2π) give a conjugacy
of the restriction Xε=0|T0 to the constant vector field

ẋ1 = ω1 (2.4)

ẋ2 = ω2

on the standard 2-torus T
2.We conclude that for ε = 0 the system (2.3) has an

attracting parallel invariant 2-torus.

What happens to such an invariant torus for ε 
= 0? Note that by hyperbolic-
ity of the periodic orbit, the unperturbed torus T0 is normally hyperbolic. Thus,
according to the Center Manifold Theorem, compare [45, 81], T0 is persistent
as an invariant manifold. This means that, for |ε| � 1, the vector field Xε

has a smooth invariant 2-torus Tε, also depending smoothly on ε. Here smooth
means finitely differentiable. In particular the degree of differentiability tends
to∞ as ε→ 0.

The remaining question then concerns the persistence of the dynamics inside
Tε. In howfar is the parallellity or quasi-periodicity of the dynamics persistent
under small perturbation? This question will be answered in the next subsec-
tion. Before that we give another example, which easily can be generalized to
higher dimension.
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2.1.2 Coupled nonlinear oscillators

As a second example consider two nonlinear oscillators with a weak coupling

ÿ1 + c1ẏ1 + a1y1 + f1(y1, ẏ1) = εg1(y1, y2, ẏ1, ẏ2)

ÿ2 + c2ẏ2 + a2y2 + f2(y2, ẏ2) = εg2(y1, y2, ẏ1, ẏ2),

y1, y2 ∈ R. This yields the following vector field Xε on the 4-dimensional
phase space R

2 × R
2 = {(y1, z1), (y2, z2)}:

ẏj = zj (2.5)

żj = −ajyj − cjzj − fj(yj , zj) + εgj(y1, y2, z1, z2),
j = 1, 2. Note that for ε = 0 the system decouples to a system of two in-
dependent oscillators and has an attractor in the form of a two dimensional
torus T0. This torus arises as the product of two (topological) circles, along
which each of the oscillators has its periodic solution. The circles lie in the
two-dimensional planes given by z2 = y2 = 0 and z1 = y1 = 0 respectively.

In the plane z2 = y2 = 0 we see the evolutions of the first oscillator
only. The time-parameterization of its periodic attractor gives a coordinate
x1(mod2π) such that the corresponding evolution is generated by ẋ1 = ω1.

Similarly, one finds ẋ2 = ω2 for the second oscillator in the plane z1 = y1 = 0.
We see that in this way the restrictionX0|T0 is conjugate to the constant vector
field (2.4) which, as before, lives on the standard 2-torus T

2. The conclusion
is that the system (2.5), for ε = 0, has an attracting parallel invariant 2-torus.
It may be clear that a similar coupling of n nonlinear oscillators gives rise to
an attracting parallel n-torus inside R

2n.

Regarding the fate of T0 for |ε| � 1 we can repeat the above discussion
verbatim. This means that by the Center Manifold Theorem [45, 81] we find
a smooth invariant 2-torus Tε, but that regarding the parallel and the quasi-
periodic dynamics on Tε further discussion is needed.

2.2 Reduction to KAM Theory of circle maps

We now discuss the persistence of the dynamics in the invariant 2-tori Tε as this
came up in both of the above examples. After a first center manifold reduction
to the standard 2-torus T

2, we reduce to maps of the circle T
1 by taking a

Poincaré section.

2.2.1 Preliminaries

As said before, the tori Tε are smooth (highly differentiable) center manifolds
due to normal hyperbolicity [45, 81]. Indeed, for |ε| � 1, all Tε are diffeomor-



V. 2 Quasi-periodic attractors 313

phic to the standard 2-torus T
2, where the degree of differentiability increases

to∞ as ε tends to 0. To study the dynamics inside the torus, from now on we
restrict to this center manifold and reduce the perturbation problem to T

2.

The KAM Theorem we are dealing with allows for formulations in the world
of Ck-systems for k sufficiently large, includingC∞, compare [73, 24]. These
versions are variations on the simpler setting where the systems are real ana-
lytic. For simplicity we therefore restrict to the case where our entire pertur-
bation problem is real analytic.

The present version of the KAM perturbation problem looks for smooth con-
jugacies or smooth equivalences betweenX0 andXε, both living on the 2-torus
T

2, where |ε| � 1. Considering a simple example like

ẋ1 = ω1 + ε1
ẋ2 = ω2 + ε2,

we observe that both quasi-periodicity and resonance have dense occurrence,
compare Section 1.2. These two cases cannot be equivalent, since in the lat-
ter case all evolutions are compact, which they are not in the former. To be
more precise, when classifying parallel 2-tori under (smooth) conjugacy the
frequencies ω1 and ω2 are invariants, while under (smooth) equivalence the
frequency ratio ω1 : ω2 is an invariant. Compare with the Exercises 1 and 2.

So for a systematic study of the persistence problem it is necessary to intro-
duce parameters. In the examples concerning the forced oscillator (2.2) or the
coupled oscillators (2.5) we may consider the coefficients a, c or a1, a2, c1, c2
respectively, as parameters. The frequencies ω1 and ω2 of the unperturbed
vector field X0, see (2.4), then are regarded as functions of these parame-
ters. We claim that in our examples the following nondegeneracy condition
holds, namely that the frequency ratio ω1/ω2 varies as a function of the rele-
vant multi-parameter: locally this correspondence is submersive. To simplify
things further we consider β = ω1/ω2 itself as a parameter.

This leaves us with a family of vector fields X = Xβ,ε(x1, x2) on the stan-
dard 2-torus T

2, which is assumed real analytic in all the variables. We study
this family by the Poincaré return map Pβ,ε of the circle x1 = 0, considered
as a circle diffeomorphism T

1 → T
1, compare a remark following Definition

1.2. The map Pβ,ε has the form

x2 �→ x2 + 2πβ + εa(x2, β, ε). (2.6)

Note that for ε = 0 the unperturbed map Pβ,0 is just the rigid rotation Rβ :
x2 �→ x2 + 2πβ of the circle T

1. For a proper formulation of our problem
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it is convenient to regard the family of circle maps as a ‘vertical’ map of the
cylinder by considering Pε : T1 × [0, 1]→ T

1 × [0, 1] defined as

Pε : (x2, β) �→ (x2 + 2πβ + εa(x2, β, ε), β).

The persistence problem now is further formalized as follows. We start
looking for a diffeomorphism Φε : T

1 × [0, 1] → T
1 × [0, 1] conjugating

the unperturbed family P0 to the perturbed family Pε, i.e., such that

Pε ◦ Φε = Φε ◦ P0. (2.7)

The conjugacy equation (2.7) also is expressed by commutativity of the fol-
lowing diagram.

T
1 × [0, 1] Pε−→ T

1 × [0, 1]
↑ Φε ↑ Φε

T
1 × [0, 1] P0−→ T

1 × [0, 1]
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Remarks

- Conjugacies between return maps directly translate to equivalences between
the corresponding vector fields, see [1, 72]. In the case of the first example
(2.2) these equivalences can even be made conjugacies.

- For orientation preserving circle homeomorphisms, the rotation number is
an invariant under (topological) conjugacy, e.g., compare with [1, 35]. The
rotation number of such homeomorphism is the average amount of rotation
effected by the homeomorphism, which for the unperturbed map Pβ,0 ex-
actly coincides with the frequency ratio β.

- The Denjoy Theorem [1, 35] asserts that for irrational β, whenever the rota-
tion number of Pβ′,ε equals β, a topological conjugacy exists between Pβ,0
and Pβ′,ε.

2.2.2 Formal considerations and small divisors

We now study equation (2.7) for the conjugacy Φε to some detail. To simplify
the notation first set x = x2. Assuming that Φε : T1× [0, 1]→ T

1× [0, 1] has
the general form

Φε(x, β) = (x+ εU(x, β, ε), β + εσ(β, ε)),

we get the following nonlinear equation for the function U and the parameter
shift σ

U(x+ 2πβ, β, ε)− U(x, β, ε) = (2.8)

2πσ(β, ε) + a (x+ εU(x, β, ε), β + εσ(β, ε), ε) .

As is common in classical perturbation theory,4 we expand a, U and σ as
formal power series in ε and solve (2.8) by comparing coefficients. We only
consider the coefficients of power zero in ε, not only because asymptotically
these coefficients have the strongest effect, but also since the coefficients of
higher ε-powers satisfy similar equations. So, writing

a(x, β, ε) = a0(x, β) +O(ε), U(x, β, ε) = U0(x, β) +O(ε),

σ(β, ε) = σ0(β) +O(ε),

substitution in equation (2.8) leads to the following, so-called homological,
equation

U0(x+ 2πβ, β)− U0(x, β) = 2πσ0(β) + a0(x, β), (2.9)

4 Compare with Poincaré-Lindstedt series.
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which has to be solved for U0, and σ0. Equation (2.9) is linear and therefore
can be directly solved by Fourier series. Indeed, introducing 5

a0(x, β) =
∑
k∈Z

a0k(β)eikx and U0(x, β) =
∑
k∈Z

U0k(β)eikx

and comparing coefficients in (2.9), directly yields that

σ0 = − 1
2π
a00, U0k(β) =

a0k(β)
e2πikβ − 1 , k ∈ Z\{0}, (2.10)

while U00, which corresponds to the position of the origin 0 on T, remains
arbitrary. We conclude that in general a formal solution exists if and only if β
is irrational. Even then one meets the problem of small divisors, caused by the
accumulation of the denominators in (2.10) on 0,which makes the convergence
of the Fourier series of U0 problematic. This problem can be solved by a
further restriction of β by so-called Diophantine conditions.

Definition 2.1 Let τ > 2 and γ > 0 be given. We say that β ∈ [0, 1] is
Diophantine if for all p, q ∈ Z with q > 0 we have that∣∣∣∣β − p

q

∣∣∣∣ ≥ γ

qτ
. (2.11)

Let us denote the set of β satisfying (2.11) by [0, 1]τ,γ ⊆ [0, 1]. It is easily
seen that [0, 1]τ,γ is a closed set. From this, by the Cantor-Bendixson Theo-
rem [42] it follows that [0, 1]τ,γ is the union of a perfect set and a countable
set. The perfect set, for sufficiently small γ > 0, has to be a Cantor set, since
it is compact and totally disconnected.6 The latter means that every point of
[0, 1]τ,γ has arbitrarily small neighbourhoods with empty boundary, which di-
rectly follows from the fact that the dense set of rationals is in its complement.
Note that, since [0, 1]τ,γ ⊆ [0, 1], so as a subset of the real line, the property
of being totally disconnected is equivalent to being nowhere dense. Anyhow,
the set [0, 1]τ,γ is small in the topological sense. In this case, however, the
Lebesgue measure of [0, 1]τ,γ is not small, since

measure
(
[0, 1] \ [0, 1]τ,γ

) ≤ 2γ∑
q≥2

q−(τ−1) = O(γ), (2.12)

as γ ↓ 0, by our assumption that τ > 2, e.g., compare [1, 24, 23], also for
further reference. Note that the estimate (2.12) implies that the union⋃

γ>0

[0, 1]τ,γ ,

5 In [23] this is called a ‘1 bite small divisor problem’.
6 Or zero-dimensional.
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Fig. 2.2. Conjugacy between the Poincaré maps P0 and Pε on T
1 × [0, 1]τ,γ .

for any fixed τ > 2, is of full measure. For a thorough discussion of the
discrepancy between the measure theoretical and the topological notion of the
size of number sets, see Oxtoby [71].

Returning to (2.10), we conclude the following on the convergence of the
Fourier series. First we recall that for a real analytic function a0 the Fourier
coefficients a0k decay exponentially as |k| → ∞. This is implied by the Paley-
Wiener estimate, which, for completeness, is included in the Appendix. Also
see Exercise 15. Second, a brief calculation reveals that for β ∈ [0, 1]τ,γ it
follows that for all k ∈ Z\{0} we have

|e2πikβ − 1| ≥ 4γ|k|−τ .
We conclude that the coefficients U0,k still have exponential decay as |k| →
∞, which implies that the sum U0 again is a real analytic function. Of course
this does not yet prove that the function U = U(x, β, ε) exists in one way or
another for |ε| � 1. Yet we do have the following.
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Theorem 2.2 For |ε| and γ sufficiently small, there exists aC∞-diffeomorphism
Φε : T1 × [0, 1]→ T

1 × [0, 1], conjugating the restriction P0|[0,1]τ,γ
to a sub-

system of Pε.

Observe that Theorem 2.2 is independent of the oscillator background provided
by the above examples. Indeed, it is a general result for circle diffeomorphisms
and also it forms the first KAM Theorem of this course. There exist several
more or less independent proofs of Theorem 2.2. We refer to [24, 23] for fur-
ther discussion and a large bibliography. The proofs of the KAM Theorems in
these notes usually are not based on extending the above formal argument by
showing that the power series in ε converges. Indeed, an appropriate ‘Newto-
nian’ iteration process is set up, based on a linearization related to the above
homological equation (2.9). For an earlier version also see [1]. Note that
by more global methods of Herman-Yoccoz [43, 88] versions of Theorem 2.2
have been obtained for large values of |ε|. The present formulation is related
to the conservative analogue by Pöschel [73], who follows Zehnder [92, 93]
and to Moser [66]. This method uses the concept of Whitney differentiable
functions defined on Diophantine Cantor sets. Several aspects of this theory
will be treated in more detail below, also see the Appendix.

Figure 2.2 illustrates Theorem 2.2. The invariant subsystem of the perturbed
family Pε mentioned in Theorem 2.2 consists of a collection of parallel (quasi-
periodic) circles, smoothly parametrized over a Cantor set of positive measure.
In the context of our examples (2.3) and (2.5) this corresponds to a similar
family of quasi-periodic invariant and attracting 2-tori. By a straightforward
construction, the conjugacy Φε can be extended as an equivalence between the
corresponding families of vector fields, restricted to the 2-tori. Compare with
[72, 24].

These results all can be phrased in terms of an appropriate form of structural
stability, for the occasion called quasi-periodic stability, cf. [24, 23]. Compare
with the notion of Ω-stability where structural stability is restricted to the non-
wandering set or Ω-set.

Remarks

- It is known that in the gaps of the Cantor set [0, 1]τ,γ in general we meet
periodicity, which in the oscillator context often is called phase lock. An ex-
ample of this is given by the Arnold family of circle maps, where Pβ,ε(x) =
x+2πβ+ ε sinx, compare [1, 35]. In these examples the periodicity in the
(β, ε)-plane is organized in a open dense family of resonance tongues. For
results and an overview on circle maps see [90, 91, 63], for references also
see [23].
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- The smoothness of the conjugacies Φε implies the following:

Corollary For typical families of dynamical systems, quasi-periodic 2-
tori occur on a set of positive measure in the parameter space.

By the perfectness of the Cantor sets, typically quasi-periodicity is not
isolated in the parameter space. One can even show that typically each
parameter point of quasi-periodicity is a Lebesgue density point of quasi-
periodicity, in the sense that the relative Lebesgue measure tends to full
measure as the volume of the neighborhood tends to zero, [23] pp. 131-134.

Note that such measure theoretic results could not be obtained if Φε were
only known to be continuous, again see Oxtoby [71].

- A result similar to Theorem 2.2, including the above remarks on the measure
theoretical and topological consequences, generally holds for the existence
of quasi-periodic n-tori, again we refer to the set-up of the next section. In
the seventies of the last century a ‘paradox’ arose in this respect, involv-
ing the names of R. Thom and V.I. Arnol’d, among others. However, while
quasi-periodicity is not persistent for individual systems, for families of sys-
tems it is generally persistent on a set of positive measure in the parameter
space. Again see [5, 24, 23].

- For the measure theoretic aspect it would also have sufficed to use the some-
what weaker concept of Lipschitz continuity for the conjugacyΦε.However,
the Whitney smoothness beyond this keeps a fine track of the geometry of
the foliations that are generated by the Diophantine conditions in the prod-
uct of phase space and parameter space. This is especially of importance
when studying quasi-periodic bifurcations.

Exercise 3 (An equivalence turned into a conjugacy) Show that in the case
of the forced nonlinear oscillator (2.3) the conjugacy Φε between the return
maps P0 and Pε can be extended to a (smooth) conjugacy between the corre-
sponding vector fields.

3 Towards a KAM Theory of vector fields

One of the main aims of this course is to sketch set-up and proof of the gen-
eral KAM Theorem as developed in [24, 23]. We like to point out here that
a completely similar theory exists for diffeomorphisms, compare the exam-
ples in Section 2.2 and the Appendix. For simplicity we stay in the context of
quasi-periodic attractors, so with the standard n-torus T

n as phase-space, the
‘center manifold’. This set-up is very close to that of the KAM Theorem for
Lagrangean invariant tori in Hamiltonian mechanics, compare [73].



320 V Survey on dissipative KAM theory

3.1 Formulation of the Main Theorem

Let P ⊆ R
s be an open set of parameters and consider families of vector fields

X = Xµ(x), with X ∈ T
n = R

n/(2πZ)n and µ ∈ P. Often such a family is
considered as a ‘vertical’ vector field on the product T

n × P. Throughout we
assume a real analytic dependence of all vector fields in both x and µ. Also we
often use vector field notation, writing

f(x, µ)∂x instead of ẋ = f(x, µ).

Starting point is an integrable family

Xµ(x) = ω(µ)∂x, (3.1)

x ∈ T
n, µ ∈ P, where integrability amounts to x-independence, which ex-

presses symmetry (equivariance) with respect to a natural T
n-action. Our in-

terest is with the family of X-invariant n-tori T
n × {µ}, where µ ∈ P. For

obvious reasons, the analytic map ω : P → R
n is called the frequency map.

The family X is said to be nondegenerate at µ0 ∈ P if the derivative Dµ0ω

is surjective. As before, our interest is with the fate of the X-invariant tori
T
n × {µ}, µ ∈ P, under real analytic perturbations

X̃µ(x) = Xµ(x) + f̃(x, µ)∂x, (3.2)

where the size of X̃−X is small in the compact-open topology on holomorphic
extensions.7 The main question of KAM Theory concerns the fate of the tori
T
n×{µ}, µ ∈ P,when perturbing fromX to X̃.Again as before, we shall use

Diophantine conditions. Indeed, for a given τ > n − 1 and γ > 0 we define
the set of Diophantine frequency vectors as follows.

R
n
τ,γ = {ω ∈ R | |〈ω, k〉| ≥ γ|k|−τ , ∀k ∈ Z

n\{0} . (3.3)

Let us describe its structure, compare with Figure 3.1. First of all it directly
follows that R

n
τ,γ is a closed set. Secondly, note that if ω ∈ R

n
τ,γ then also

cω ∈ R
n
τ,γ , for any c ≥ 1. Therefore R

n
τ,γ is a union of closed half lines.

Thirdly, if S
n−1 ⊂ R

n is the unit (n− 1)-sphere, then the intersection R
n
τ,γ ∩

S
n−1 is another closed set, which again is the union of a Cantor set and a

countable set, compare the arguments of Section 2.2.2. For this γ > 0 has
to be sufficiently small. Finally, the complement of this Cantor set in S

n−1

has a measure of order γ as γ ↓ 0. Note that the resonance hyperplanes with
equations 〈ω, k〉 = 0, k ∈ Z

n \ {0}, densely fill the complement of R
n
τ,γ .

If Γ ⊂ P is any open subset then we define Γτ,γ = Γ ∩ ω−1
(
R
n
τ,γ

)
. If the

restriction of the map ω to Γ is a submersion, then Γτ,γ is a Whitney-smooth

7 The ‘topology of uniform convergence on compact sets’.
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foliation of smooth manifolds (with boundary) parameterized over a Cantor
set. We colloquially call such a foliation a ‘Cantor set’. According to the
Inverse Function Theorem, these considerations apply for a sufficiently small
neighborhood Γ of µ0 in P whenever the family X is nondegenerate at the
torus T

n × {µ0}. We now are ready to formulate the Main Theorem of these
notes.

Theorem 3.1 [24, 23] Let n ≥ 2. Consider the integrable real analytic family
X = Xµ(x) of vector fields (3.1), x ∈ T

n, µ ∈ P. For µ0 ∈ P , let X be
nondegenerate at the torus T

n × {µ0}. Then, for γ > 0 sufficiently small,
there exist a neighborhood Γ of µ0 in P and a neighborhood O of X in the
compact-open topology, such that for any perturbed family X̃ ∈ O as in (3.2),
there exists a mapping Φ : Tn × Γ→ T

n × P with the following properties.

(i) Φ is a C∞ diffeomorphism onto its image which is C∞-close to the
identity map. Also, Φ preserves the projection to P and is real analytic
in x;

(ii) The restriction of Φ to T
n × Γτ,γ conjugates X to X̃.

This is the second KAM Theorem mentioned in this course and its content
forms a paradigm for a great many similar results; also the circle map KAM

Theorem 2.2 is just a small variation of this. Many remarks following Theorem
2.2 also hold here. In particular we recall the notion of quasi-periodic stability
for the integrable family X and the Corollary that typically quasi-periodicity
occurs with positive measure in parameter space. Also we like to recall the
remarks in Section 2.2.1 regarding Ck-versions of Theorems 2.2 and 3.1, that
can be obtained in a straightforward way [73, 24]. Here it is sufficient that
k > 2τ + 2 > 2n. For details, compare with Exercise 15 for the case n = 1
and [23] for the multi-frequency case.

Remark For n ≥ 3 the situation in the gaps of the ‘Cantor sets’ in between the
quasi-periodic tori can be a little different from that in Section 2.2, where we
mostly dealt with 2-tori. One reason is that for flows 3-tori can contain strange
attractors [70].

Exercise 4 (On Diophantine conditions) In the literature there exist many
versions of the Diophantine conditions. Our present interest is in howfar these
are equivalent. The Euclidean inner product of two vectors u = (u1, . . . , un)
and ω = (ω1, . . . , ωn) in R

n is denoted by

〈u, v〉 =
n∑
i=1

uivi.
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For such vectors, we sometimes use the maximum norm

‖ω‖∞ = max
i=1,...n

|ωi| ,

and for integer vectors k ∈ Z
n the norm (or length)8

‖k‖1 =
n∑
i=1

|ki| .

Given γ > 0 and τ > 1, consider the sets

Dτ,γ = {β ∈ R
n | |〈k, β〉 − ,| ≥ γ

‖k‖τ1
, ∀k ∈ Z

n\{0}, , ∈ Z}

Eτ,γ = {β ∈ R
n |

∣∣∣e2πi〈k,β〉 − 1
∣∣∣ ≥ γ

‖k‖τ1
, ∀k ∈ Z

n\{0}

Fτ,γ = {β ∈ R
n | |〈(k,−,), (β, 1)〉| ≥ γ

‖(k, ,)‖τ1
, ∀k ∈ Z

n\{0}, , ∈ Z}

Gτ,γ = {ω ∈ R
n+1 | |〈h, ω〉| ≥ γ

‖h‖τ1
, ∀h ∈ Z

n+1\{0}

Show that:

(i) Given γ > 0 there exists γ̃ > 0 such that Dτ,γ ⊂ Eτ,γ̃ ;

(ii) Given γ > 0 there exists γ̃ > 0 such that Eτ,γ ⊂ Dτ,γ̃ ;

(iii) Dτ,γ ⊂ Fτ,γ ;

(iv) Given β ∈ Fτ,γ there exists γ̃ > 0 such that β ∈ Dτ,γ̃ ;

(v) If β ∈ Fτ,γ then there exists γ̃ > 0 such that ω = (β, 1) ∈ R
n+1

belongs to Gτ,γ̃ ;

(vi) If ω = (ω1, . . . , ωn+1) ∈ Gτ,γ̃ then γ̃ > 0 exists such that

β =
(
ω1

ωn+1
, . . . ,

ωn
ωn+1

)

belongs to Fτ,γ̃ .

(vii) Fix n = 1. Sketch a geometrical picture of the setGτ,γ . For inspiration
see Figure 3.1. How can you interpret (iii) in terms of this picture?
What is the relation between Dτ,γ and the set

Hσ,γ =
{
β ∈ R s.t.

∣∣∣∣β − p

q

∣∣∣∣ ≥ γ

|q|σ , ∀q ∈ Z\{0}, p ∈ Z

}
?

8 In the text the subscripts ∞ and 1 usually are omitted.
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ω1

ω2

Fig. 3.1. Sketch of the set R
2
τ,γ (and a horizontal line . . .).

3.2 On the proof of the Main Theorem

The map Φ, conjugating the unperturbed family X with its perturbation X̃,
will be obtained from a nonlinear conjugacy equation, compare with Section
2.2. Here we present the set-up of a proof based on a Newtonian iteration pro-
cedure that solves this nonlinear equation. At iteration step number j, j ∈ Z+,

the map Φ is approximated by an analytic map Φj , where Φj+1 = Φj ◦Ψj and
where Ψj is determined by a linearized conjugacy equation, also called homo-
logical equation. This is similar to Section 2.2. The limit Φ = limj→∞ Φj
is taken by the Inverse Approximation Lemma, see the Appendix, in such a
way that Φ is a Whitney-C∞ map. Here the domains of the Φj have shrunk
to the nowhere dense union (‘Cantor set’) of Diophantine tori T

n × Γτ,γ in an
appropriate way.

3.2.1 Introductory remarks

We need some preparations for the set-up.
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Reparameterization. By the Inverse Function Theorem, near µ0 ∈ P there
exists an analytic diffeomorphism µ �→ (ω(µ), ν(µ)) , such that in the new
parameters (ω, ν) we get the simplification

Xω,ν(x) = ω∂x.

So now the frequency vector parametrizes the X-invariant tori. Observe that
the parameter ν does not show up in the unperturbed system X. We shall drop
ν from now on, since it turns out that any parameter that occurs in X̃ in an
analytic way, can be directly carried through the whole proof, ending up ana-
lytically in the map Φ. In this way the space P is replaced by an open domain
of R

n.

A compact-open neighborhood. First of all we note that the compact-open
topology on holomorphic extensions corresponds to uniform convergence on
compact complex domains. We specify the form of a compact-open neighbor-
hood A of the family X. For given S ⊆ R

k and ρ denote

S + ρ = {z ∈ C
k | ∃s ∈ S such that |zj − sj | ≤ ρ for 1 ≤ j ≤ k}.

Let Γ be a compact neighborhood of ω(µ0) in R
n andN a compact neighbor-

hood of T
n × Γ in (C/(2πZ))n × C

n. Without loss of generality we choose
N of the form

N = (Tn + κ)× (Γ + ρ) (3.4)

with constants κ > 0 and 0 < ρ ≤ 1. For sufficiently small Γ, κ and ρ,
the unperturbed family X has a holomorphic extension to N . So much for
the ‘compact’ part of the compact-open neighborhood. Next we come to the
‘open’ part. A family X̃ belongs to A if it has the form

X̃ω = [ω + f(x, ω)]∂x

with real analytic f that can be extended holomorphically to N and such that
in the supremum norm on N

|f |N < γδ. (3.5)

A more technical reformulation of the Main Theorem 3.1 now claims the exis-
tence of a constant δ, such that for X̃ ∈ N the conclusions of the theorem hold
true. It turns out that δ is independent of Γ, γ and ρ. For later use we introduce
the set

Γ′ = {ω ∈ Γ | dist(ω, ∂Γ) ≥ γ}. (3.6)

In any case we need that γ > 0 is sufficiently small to let Γ′
τ,γ contain a ‘Cantor

set’ of positive measure.
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Remark As can be seen from (3.5), the Diophantine constant γ also enters
in the smallness condition of the perturbation f. Regarding the measure of
the Diophantine ‘Cantor set’ of invariant tori, we like γ > 0 to be as small
as possible, which gives a certain conflict of interest with the tolerance for
perturbations. In the case where a perturbation parameter ε is used and the
perturbation is denoted εf(x, µ), we take γ in dependence of ε, in particular
γ(ε) = O(ε) as ε→ 0. Compare with [23] for further discussion.

3.2.2 Idea behind the proof

The nonlinear conjugacy equation. Our goal is to find a map Φ : T
n ×

Γ′τ,γ → T
n × P , preserving the projection to P , which conjugates X to X̃,

i.e., such that

Φ∗X = X̃. (3.7)

Taking Φ of the form Φ(x, ω) =
(
x+ Ũ(x, ω), ω + Λ̃(ω)

)
, the conjugacy

equation (3.7) translates to

∂Ũ(x, ω)
∂x

ω = Λ̃(ω) + f
(
x+ Ũ(x, ω), ω + Λ̃(ω)

)
. (3.8)

This is a nonlinear equation to be solved in Ũ and Λ̃, as far as possible, by the
Newtonian iteration process mentioned earlier. The corresponding lineariza-
tions look like

∂Ũ(x, ω)
∂x

ω = Λ̃(ω) + f(x, ω), (3.9)

which can be solved directly by Fourier series, compare with Section 2.2.2.9 In
this linearization intuitively we think of |f | as an error that has to be diminuished
in the iteration, in the limit yielding the expression (3.7).

A Whitney-smooth limit. As said earlier, given a perturbation X̃ of X, the
mapΦ solving the conjugacy equationΦ∗(X) = X̃, see (3.7), will be obtained
as a Whitney-C∞ limit of a sequence {Φj}j≥0 of real analytic diffeomor-
phisms. Here Φj is a near-identity map, defined on a complex neighborhood
Dj of T

n × Γ′γ , j ∈ Z+. We ensure that Dj+1 ⊂ Dj for all j ∈ Z+, which
directly follows from the following specification.

Dj =
(
T
n + 1

2
κ+ sj

)× (
Γ′γ + rj

)
, (3.10)

where {sj}j≥0 is any geometric sequence with ratio less than 1
2

and where
rj = 1

2
s2τ+2
j , j ∈ Z+. The sequence {sj}j≥0 will be fixed later in such a way

9 Again we speak of a ‘1-bite small divisor problem’.
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that the iteration process converges in the sense of the Inverse Approximation
Lemma A.2.

In this process the Φj are constructed inductively, starting with Φ0 = Id.
For j > 0, whenever Φj is defined, by (xj , ωj) we denote the components of
the inverse Φ−1

j and define X̃j =
(
Φ−1
j

)
∗ (X̃). Subsequently we introduce

Φj(xj , ωj) =
(
xj + Ũ j(xj , ωj), ωj + Λ̃j(ωj)

)
and

X̃j,ωj
(xj) = [ωj + f j(xj , ωj)]∂xj

.

Assuming that both X and X̃ have holomorphic extensions to a set N (see
(3.4)), in the induction process we have to ensure that both Φj and X̃j have
holomorphic extensions to the complex domain Dj ⊆ N . Also it follows for
the ‘error’ |f j | that |f j | → 0 as j →∞ in a ‘rapid’ way, as this is suitable for
a Newtonian iteration process.

3.2.3 The iteration step

In order to explain how the induction works, we assume that Φj and X̃j are
known while we want to construct Φj+1 and therefore X̃j+1 from this. Here
we take j ∈ Z+, where for j = 0 we take Φ0 = Id and hence have X̃0 = X̃.

Putting Φj+1 = Φj ◦ Ψj we so have to construct the map Ψj : Dj+1 → Dj
and then have X̃j+1 =

(
Ψ−1
j

)
∗ (X̃j). The last expression, in another tensorial

shorthand, can be rewritten as Ψ∗X̃j = X̃j+1, where Ψ∗ = (Ψ−1
j )∗. Summa-

rizing, for all j ∈ Z+ we have

Φj+1 : (xj+1, ωj+1)
Ψj�→ (xj , ωj)

Φj�→ (x, ω),

which means that

Φj+1 = Ψ0 ◦ · · · ◦Ψj .

To simplify things a bit, we introduce the plus-notation. This means that
we suppress the index j and write (x, ω) and (ξ, σ) instead of (xj , ωj) and
(xj+1, ωj+1) respectively. Also we replace f j by f and f j+1 by f+,Dj byD
and Dj+1 by D+, etc. The map Ψ will be taken of the form

(ξ, σ) �→ (ξ + U(ξ, σ), σ + Λ(σ)),

where the parameter shift σ �→ σ + Λ(σ) is needed to keep track of the fre-
quency vectors that are invariant under near-identity conjugacy. Compare with
Section 2.2.2. The unknown functions U and Λ are obtained as solutions of a
homological equation

∂U(ξ, σ)
∂ξ

σ = Λ(σ) + f(ξ, σ)d, (3.11)
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where d denotes the Fourier truncation of f at order d. The integer d = dj has
to be determined in the final book keeping. Compare with the earlier lineariza-
tion (3.9) of the conjugacy equation (3.7). The equation (3.11) once more can
be solved directly by Fourier series,10 yielding

U(ξ, σ) = U0(σ) +
∑

0<|k|≤d

fk(σ)
i〈σ, k〉e

i〈k,ξ〉, and Λ(σ) = f0(σ), (3.12)

where U0(σ) is arbitrary. Notice that by truncation of the Fourier series we
only need finitely many Diophantine conditions on σ and we obtain U as a
trigonometric polynomial in x.

The conjugacy relation Ψ∗X̃ = X̃+ now translates to

f+(ξ, σ) +
∂U(ξ, σ)
∂ξ

(σ + f+(ξ, σ)) = Λ(σ) + f(ξ + U(ξ, σ), σ + Λ(σ)),

which allows for ‘error’-estimates of |f+| onD+ in terms of |f | onD, etc. As
said before, as j →∞ we want these ‘errors’ |f j | on Dj to decay ‘rapidly’.

The rest of the proof consists of thorough analytic book keeping, where the
sequence {sj}j∈Z+ , the truncation orders dj , j ∈ Z+ and the final constant δ
have to be chosen appropriately. The Paley-Wiener estimate, see the Appendix,
is essential for controlling the ‘tails’ of the ever longer trigonometric polyno-
mials. We refer to [23] (pp. 146-154) for further details of this convergence
proof.

Remarks
- In the solution (3.12) we need only finitely many Diophantine conditions of

the form |〈σ, k〉| ≥ c|k|−τ , namely only for 0 < |k| ≤ d. A crucial Lemma
[23] (p. 147) ensures that this holds for all σ ∈ (Γγ + rj) , compare the
Exercises 5 and 6.

- The analytic book keeping mentioned above includes many applications of
the Mean Value Theorem and the Cauchy Integral Formula. The latter serves
to express the derivatives of a (real) analytic function in terms of this func-
tions, leading to useful estimates of the C1-norm in terms of the C0-norm.

- As said earlier, the above proof is a simplification of the Lie algebra proof
of [24] and thereby its set-up is characteristic for many other contexts, like
for KAM Theorems in the Hamiltonian, the reversible context, etc. Compare
[73, 22] and many references in [23]. Compare with Pöschel [74] for a
simple version of the proof in the Hamiltonian case. For a review of several
KAM proofs also see De la Llave [62].

10 Another 1-bite small divisor problem.
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Exercise 5 (Homothetic role of γ) By a scaling of the time t and of ω show
that Theorem 3.1 only has to be proven for the case γ = 1. What happens to
the bounded domain Γ as γ gets small?

Exercise 6 (Order of truncation) Following Exercise 5 we restrict to the case
where γ = 1, taking the set Γ sufficiently large to contain a nontrivial ‘Can-
tor set’ of parameter values corresponding to (τ, 1)-Diophantine frequencies.
Maintaining the plus-notation consider the complexified domain

D = (Tn + 1
2
κ+ s)× (Γ′τ,1 + r),

see (3.10), assuming that r = 1
2
s2τ+2. For the order of truncation d take

d = Entier
(
s−2

)
.

(i) Show that for all integer vectors k ∈ Z
n with 0 < |k| < d one has

|k|τ+1 ≤ (2r)−1;
(ii) Next show that for all σ ∈ Γ′

τ,1 + r and all k with 0 < |k| < d one has
|〈σ, k〉| ≥ 1

2
|k|−τ ;

(iii) As an example take sj = ( 1
4
)j , j ∈ Z+, and express the order of

truncation dj as a function of j.

Exercise 7 (A normal form for families of circle maps) Given a 1-parameter
family of circle maps Pλ : T1 → T

1 of the form

Pλ : x �→ x+ 2πβ + f(x, λ),

where x is counted mod 2π and where f(x, 0) ≡ 0. One has to show that by
successive transformations of the form

Hλ : x �→ x+ h(x, λ)

the x-dependence of P can be pushed away to higher and higher order in λ. For
this appropriate conditions on β will be needed. Carry out the corresponding
inductive process. What do you think the first step is? Then, concerning the
N th step, consider

PN,λ(x) = x+ 2πβ + g(λ) + fN (x, λ) +O(|λ|N+1),

with fN (x, λ) = f̃(x)λN and look for a transformation H = Id + h, with
h(x, λ) = h̃(x, λ)λN , such that in H−1 ◦ PN ◦ H the N th order part in λ is
x-independent. Formulate sufficient conditions on β, ensuring that the corre-
sponding equation can be formally solved, in terms of Fourier series. Finally
give conditions on β, such that in the real analytic case we obtain real analytic
solutions h. Explain your arguments.
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Exercise 8 (A problem of Sternberg) On T
2,with coordinates (x1, x2) (mod

2π) a vector field X is given, with the following property. If C1 denotes the
circle C1 = {x1 = 0}, then the Poincaré return map P : C1 → C1 with
respect to X is a rigid rotation x2 �→ P (x2) = x2 + 2πβ, everything counted
mod 2π. From now on we abbreviate x = x2. Let f(x) be the return time of
the integral curve connecting the points x and P (x) in C1. A priori, f does not
have to be constant. The problem now is to construct a(nother) circle C2, that
does have a constant return time. Let Φt denote the flow of X and express P
in terms of Φt and f. Let us look for a circle C2 of the form

C2 = {Φu(x)(0, x) | x ∈ C1}.
So the search is for a (periodic) function u and a constant c, such that

Φc(C2) = C2.

Rewrite this equation in terms of u and c. Solve this equation formally in terms
of Fourier series. What condition on β in general will be needed? Give con-
ditions on β, such that for a real analytic function f a real analytic solution u
exists.

4 The normal linear part of quasi-periodic tori

Until this moment we focussed on a family of quasi-periodic attractors. The
ambient dynamics was of less interest to us, since the attracting tori were nor-
mally hyperbolic and therefore persistent as invariant manifolds. For persis-
tence of the dynamics we restricted to the n-tori as center manifolds. A central
theme in the theory of dynamical systems is formed by bifurcations of attrac-
tors. In the last part of this course we address elements of the bifurcation theory
regarding quasi-periodic attractors. The bifurcations at hand are all related to
the loss of normal hyperbolicity.

4.1 Setting of the problem

In this section we consider certain classes of integrable and nearly integrable
vector fields with invariant tori and their normal linear part. A more thorough
discussion involving the normal bundle of the torus can be found in [24].

For simplicity we assume that a vector field X has T
n × R

m as its phase
space where the n-torus T

n × {0} ⊂ T
n × R

m is invariant. As before T
n has

angular coordinates x = (x1, x2, . . . , xn) mod 2π. The coordinates on R
m

are y = (y1, y2, . . . , ym). As before, and again for simplicity, we assume all
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dependences to be real analytic. Expanding X = X(x, y) in powers of y we
get the following general expression,

ẋ = ω(x) +O(|y|) (4.1)

ẏ = Ω(x) y +O(|y|2),
as y → 0, which after truncating away the O-terms, is called the normal linear
part of X at T

n × {0}. Here ω : T
n → R

n and Ω : T
n → gl(m,R) are real

analytic functions. If the coordinates x ∈ T
n can be chosen in such a way that

ω does not depend on x, the torus is called parallel. See Section 1.2.
The Floquet problem asks whether we can adapt the coordinates further in

such a way that also Ω does not depend on x. Such an adaptation is called
reduction to Floquet form. In the case where n = 1, i.e., the periodic case,
the affirmative answer is provided by Floquet Theory [1, 39, 46]. In the multi-
frequency case n ≥ 2 the problem is not so simple, in general there are open
classes of systems for which non-reducibility holds, where the obstructions
may be of geometrical (topological) nature [44, 26, 27, 80, 82, 37, 54].

The following exercise shows that also for m = 1, i.e., for the case of codi-
mension 1 tori, an affirmative answer can be given, provided that the frequency
vector ω is Diophantine. Compare with [23] pp. 32-34.

Remark Observe that if the vector field X is integrable, which here again
amounts to x-independence, automatically the normal linear part (4.1) has Flo-
quet form.

Exercise 9 (Floquet problem on a codimension 1 torus) Consider a smooth
system

ẋ = f(x, y)

ẏ = g(x, y),

with (x, y) ∈ T
n×R

m.Assume that f(x, y) = ω+O(|y|), which implies that
y = 0 is a invariant n-torus, with on it a constant vector field with frequency-
vector ω. Hence the torus y = 0 is parallel. Put g(x, y) = Ω(x)y + O(|y|2),
for a map Ω : Tn → gl(m,R). The present problem is to find a transformation
T
n × R

m → T
n × R

m, of the form (x, y) �→ (x, z) = (x,A(x)y), for some
map A : T

n → GL(m,R), with the following property: The transformed
system

ẋ = ω +O(|z|)
ẏ = Λz +O(|z|2),
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is on Floquet form, meaning that the matrix Λ is x-independent. From now on,
we restrict to the case m = 1. By a computation show that

Λ = Ω+
n∑
j=1

ωj
∂ logA
∂xj

.

From this derive an equation, expressing thatΛ is constant in x. Formally solve
this equation in A, given Ω. Give conditions on ω ensuring a formal solution.
Also explain how to obtain a real analytic solutionA, assuming real analyticity
of Ω.

Remark For m ≥ 2 the expression for Λ becomes more complicated, since
then the matrices do not commute. Apart from this, as said earlier, in this case
there can be topological obstructions against the existence of a Floquet form.

4.2 The perturbative point of view

The discussion in Section 4.1 raises the question of persistence of reducibility
under small perturbation of the system. As in the Sections 2 and 3 we need
parameters to study this problem systematically. We here include an outline
of the main result in [24, 23] for the present ‘dissipative’ situation. Therefore
consider a family X = Xµ(x, y), where (x, y) ∈ T

n × R
m and where µ ∈ P

for an open subset P of a Euclidean space. Assume that

Xµ(x, y) = [ω(µ) + f(x, y, µ)]∂x + [Ω(µ)y + g(x, y, µ)]∂y, (4.2)

for ω : T
n × P → R

n and Ω : T
n × P → gl(m,R) and with f = O(|y|)

and g = O(|y|2) as y → 0. We again assume real analytic dependence on all
variables and parameters. Assume that all the eigenvalues of Ω(µ) are simple
and different from 0; by continuity this holds for an open, bounded subdomain
Γ ⊆ P. Moreover we assume nondegeneracy in the sense that the map

µ ∈ Γ �→ (ω(µ), spec(Ω(µ)) (4.3)

is a submersion (if necessary please take Γ smaller).11 If the eigenvalues of Ω
are given by

(δ1, . . . , δN1 , α1 ± iβ1, . . . , αN2 ± iβN2)

with βj > 0, for 1 ≤ j ≤ N2, then we define

spec(Ω) = (δ, α, β).

11 By the Inverse Function Theorem it is sufficient that the derivative at a certain point is surjective.
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The βj are called normal frequencies. In this setting we also need extended
Diophantine conditions; indeed for τ > n− 1 and γ > 0 we introduce

Γ(2)
τ,γ = {µ ∈ Γ | |〈ω, k〉+ 〈β, ,〉| ≥ γ|k|−τ ,

∀k ∈ Z
n \ {0},∀, ∈ Z

N2 with |,| ≤ 2},
(4.4)

which, as before, is a ‘Cantor set’ of positive measure, see [66, 65, 24, 23].

Theorem 4.1 [24] Let the family X of vector fields be as in (4.2) where the
frequency map (4.3) is a submersion on the bounded set Γ ⊆ P of parame-
ters. Then, for sufficiently small γ and for sufficiently nearby families X̃ (in
the compact-open topology) there exists a C∞-diffeomorphism Φ defined near
T
n×{0}×Γ ⊂ T

n×R
m×P, that is a conjugacy fromX to X̃ when further

restricting to T
n × {0} × Γ(2)

τ,γ . Moreover, Φ preserves the normal linear part.

Note that Theorem 3.1 covers the special case m = 0. Theorem 4.1 roughly
states that the nondegenerate familyX of vectorfields (4.2), restricted to T

n×
{0} × Γ ⊂ T

n × R
m × P is quasi-periodically stable, where the conjugating

near-identity diffeomorphisms not only preserve the frequency vector, but also
preserve the entire normal linear part. This is of significance for the quasi-
periodic bifurcation theory to be developed later. For a proof of this version of
the KAM Theorem see [24], where a more general Lie algebra setting is chosen,
also compare with [66].

Remarks

- It follows that the perturbed quasi-periodic tori all are of Floquet type. As a
corollary we conclude that for parametrized systems, under the above con-
ditions regarding the spectrum of Ω and nondegeneracy, reducibility to Flo-
quet form on ‘Cantor sets’, is persistent under small perturbations [24, 23].

- The more general Lie algebra formulation of Theorem 4.1 implies similar
quasi-periodic stability results in a great many contexts, like in classes of
volume preserving, Hamiltonian, reversible or equivariant systems. In the
Hamiltonian setting the theorem deals with the persistence of lower dimen-
sional isotropic tori [24, 22, 23, 51].

- The condition thatΩ(0) should only have simple eigenvalues can be relaxed.
Generalizations exist where only the eigenvalue 0 has to be avoided and
where nondegeneracy needs versality of Ω(µ) within the appropriate Lie
algebra of matrices [1]. Compare with [22, 12, 20].
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5 Elements of quasi-periodic bifurcation theory

In this section we deal with aspects of the bifurcation theory of invariant tori,
just considering quasi-periodic attractors that lose their normal hyperbolicity.
As phase space we again take T

n × R
m = {x (mod 2π), y}, where we are

dealing with the invariant torus T
n × {0}, which is assumed parallel.

Observe that in the integrable case, which is T
n-symmetric, (i.e., x-independent),

dividing out the toroidal symmetry, we reduce to R
m = {y}, where we study

the (relative) equilibrium y = 0. Therefore local bifurcation theory is a corner
stones of the present approach. Since our interest is with persistent results, we
also have to consider the effect of non-integrable perturbations.

It turns out that persistent models for torus bifurcation exist for nearly inte-
grable systems. By a scaling [66, 24] it turns out to be ‘equivalent’ to assume
that the unperturbed family of systems has the Floquet format at y = 0. Due
to the abundance of resonances, we have to use KAM Theory as another cor-
ner stone of the theory, and thus speak of quasi-periodic bifurcations. It turns
out that quasi-periodic analogues exist in the case of saddle-node, period dou-
bling and Hopf bifurcation [4, 5] also see [23, 9]. The present treatment takes
Theorem 4.1 as a starting point.

Bifurcations of equilibria are well understood, at least for low codimen-
sion. The same holds for bifurcations of periodic orbits and for fixed points of
diffeomorphisms: two theories that are intimately connected by the Poincaré
return map. For background we refer to textbooks like [35, 38, 56, 72], also
see [1, 14, 53, 85]. To fix thoughts, we briefly revisit certain elements of the
corresponding bifurcation theory, however, without claiming completeness.

5.1 Bifurcations of equilibria and fixed points revisited

In the present dissipative setting local bifurcations are all due to the loss of
hyperbolicity. For equilibria this occurs when eigenvalues of the linear part
cross the imaginary axis upon variation of parameters. For diffeomorphisms
the imaginary axis is replaced by the complex unit circle. We briefly describe
the codimension 1 bifurcations that occur here.

5.1.1 The saddle-node bifurcation

The simplest bifurcation for equilibria of vector fields is the saddle-node, which
takes place as one (real) simple eigenvalue crosses the imaginary axis through
0. The same holds for fixed points of diffeomorphisms when a simple eigen-
value crosses the unit circle through 1. This bifurcation has codimension 1,
meaning that generically it occurs in 1-parameter families for isolated values
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of the parameter. The bifurcation already happens with R = {y} as phase
space, in which case topological normal forms, for vector fields and diffeo-
morphisms respectively, are given by

ẏ = y2 − µ and (5.1)

y �→ y + y2 − µ, (5.2)

y ∈ R, µ ∈ R, both varying near 0. In general each of these bifurcation takes
place in a 2-dimensional center manifold inside the product of phase space and
parameter space [69].

Exercise 10 (What’s in a name?) On R
2 = {y1, y2} consider the system

ẏ1 = y2
1 − µ

ẏ2 = −y2.

Draw the phase portraits of this planar vector field for µ negative, zero and
positive. Can you explain the name of the bifurcation?

ρρρ

µµµ

Fig. 5.1. Bifurcation diagram of the Hopf bifurcation.

5.1.2 The Hopf bifurcation

The other generic codimension 1 bifurcation for equilibria of vector fields is
the Hopf bifurcation, occurring when a simple complex conjugate pair crosses
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the imaginary axis. A topological normal form is given by(
ẏ1
ẏ2

)
=

(
α −β
β α

)(
y1
y2

)
− (y2

1 + y
2
2)

(
y1
y2

)
(5.3)

where y = (y1, y2) ∈ R
2, ranging near (0, 0). In this representation usually

one fixes β = 1 and lets α = µ (near 0) serve as a (bifurcation) parameter,
classifying modulo topological equivalence. In polar coordinates (5.3) so gets
the form

ϕ̇ = 1,

ṙ = µr − r3.
Figure 5.1 shows an amplitude response diagram (often called bifurcation dia-
gram). Observe the occurrence of the attracting periodic solution for µ > 0 of
amplitude

√
µ.

Exercise 11 (Floquet exponents in the Hopf bifurcation) Give the Floquet
exponents of the periodic solution in the Hopf bifurcation (5.3).

Let us briefly consider the Hopf bifurcation for fixed points of diffeomor-
phisms. A simple example has the form

P (y) = e2π(α+iβ)y +O(|y|2), (5.4)

y ∈ C ∼= R
2, near 0. To start with β is considered a constant, such that β

is not rational with denominator less than 5, see [1, 79], and where O(|y|2)
should contain generic third order terms. As before, we let α = µ serve as
a bifurcation parameter, varying near 0. On one side of the bifurcation value
µ = 0 this system by normal hyperbolicity and the Center Manifold Theorem
[45] has an invariant circle. Here, due to the invariance of the rotation numbers
of the invariant circles, no topological stability can be obtained [69]. Still this
bifurcation can be characterized by many persistent properties. Indeed, in a
generic 2-parameter family (5.4), say with both α and β as parameters, the
periodicity in the parameter plane is organized in resonance tongues [1, 15,
56].12 If the diffeomorphism is the return map of a periodic orbit for flows,
this bifurcation produces an invariant 2-torus. Usually this counterpart for
flows is called Neı̆mark-Sacker bifurcation. The periodicity as it occurs in the
resonance tongues, for the vector field is related to phase lock. The tongues
are contained in gaps of a ‘Cantor set’ of quasi-periodic tori with Diophantine
frequencies. Compare the discussion in the Sections 2 and 3 and again compare
with [71].
12 The tongue structure is hardly visible when only one parameter, like α, is used.
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Remark A related object is the Arnold family x �→ x+2πβ+ ε sinx of circle
maps [1, 35, 25] as mentioned at the end of Section 2. As discussed there,
quasi-periodic and periodic dynamics coexist. Periodicity in the (β, ε)-plane
is organized in resonance tongues. Also here in the complement of the union
of tongues, which is open and dense, there is a ‘Cantor set’ of hairs having
positive measure.

Exercise 12 (The main tongue of the Arnold family) For the Arnold family

Pβ,ε(x) = x+ 2πβ + ε sinx

of circle maps, consider the region in the (β, ε)-plane where the family has a
fixed point. Compute its boundaries and describe (also sketch) the dynamics
on both sides of and on a boundary curve. What kind of bifurcation occurs
here?

5.1.3 Period doubling

Another famous codimension 1 bifurcation is period doubling, which does not
occur for equilibria of vector fields. However, it does occur for fixed points of
maps, where a topological model is given by

Pµ(y) = −(1 + µ)y ± y3, (5.5)

where y ∈ R, µ ∈ R. It also occurs for periodic orbits of vector fields, in which
case the map (5.5) occurs as a return map inside a center manifold.

Remark In all cases, the linear part of the fixed point of the return map corre-
sponds to the normal linear part of the periodic orbit. As remarked in Section
4, the Floquet Theory of periodic orbits ensures that always the normal lin-
ear part in appropriate coordinates is constant along the orbit. If this normal
linear part has the Floquet form ω∂x + Ωy∂y, x ∈ T

1, y ∈ R
m, then the bi-

furcations correspond to eigenvalues of Ω that cross the imaginary axis, i.e., to
nonhyperbolicity of the matrix Ω.

5.2 Bifurcations of quasi-periodic tori

Quasi-periodic versions exist of the saddle-node, the period doubling and the
Hopf bifurcation. Returning to the setting with T

n × R
m as the phase space,

we remark that the quasi-periodic saddle-node and period doubling already
occur form = 1, or in an analogous center manifold. The quasi-periodic Hopf
bifurcation needs m = 2. We shall illustrate our results on the latter of these
cases, compare with [23, 10, 8].
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αααααααααααααααααααααααααααααααααααα

ββββββββββββββββββββββββββββββββββββ

Fig. 5.2. Projection of the ‘Cantor set’ Γ
(2)
τ,γ on the (α, β)-plane.

5.2.1 Preliminaries

Recall that our phase space is T
n×R

m = {x (mod 2π), y},where we are deal-
ing with the parallel invariant torus T

n×{0}. Also recall that in the integrable
case, by T

n-symmetry we can reduce to R
m = {y} and consider the bifurca-

tions of relative equilibria. The present interest is with small non-integrable
perturbations of such integrable models. It turns out that the quasi-periodic
period-doubling and Hopf bifurcation can be based on Theorem 4.1, while the
quasi-periodic saddle-node bifurcation is more involved [5].

5.2.2 Quasi-periodic Hopf bifurcation

The unperturbed, integrable family X = Xµ(x, y) on T
n × R

2 has the form
(4.2)

Xµ(x, y) = [ω(µ) + f(y, µ)]∂x + [Ω(µ)y + g(y, µ)]∂y, (5.6)

were f = O(|y|) and g = O(|y|2) as before. Moreover µ ∈ P is a multi-
parameter and ω : P → R

n and Ω : P → gl(2,R) are smooth maps. Here we
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take

Ω(µ) =
(
α −β
β α

)
,

which makes the ∂y component of (5.6) compatible with the planar Hopf fam-
ily (5.3). The nondegeneracy condition of Theorem 4.1 now requires that there
is a subset Γ ⊆ P on which the map

µ ∈ P �→ (ω(µ),Ω(µ)) ∈ R
n × gl(2,R)

is a submersion. For simplicity we even assume that µ is replaced by

(ω, (α, β)) ∈ R
n × R

2,

compare with similar considerations in Section 3.2.1.

Observe that if the nonlinearity g satisfies the well-known Hopf nondegener-
acy conditions, e.g., compare [38, 56], then the relative equilibrium y = 0 un-
dergoes a standard planar Hopf bifurcation as described in Section 5.1.2. Here
α again plays the role of bifurcation parameter and a closed orbit branches off
at α = 0. Without loss of generality we assume that y = 0 is attracting for
α < 0, and that the closed orbit occurs for α > 0, and is attracting as well. For
the integrable family X, qualitatively we have to multiply this planar scenario
with T

n, by which all equilibria turn into invariant attracting or repelling n-tori
and the periodic attractor into an attracting invariant (n + 1)-torus. Presently
the question is what happens to both the n- and the (n+1)-tori, when we apply
a small near-integrable perturbation.

Persistent quasi-periodic n-tori. We start answering the question of persist-
ing invariant n-tori, by applying Theorem 4.1 in the present setting. Therefore,
for τ > n − 1 and γ > 0, the Diophantine conditions (4.4) where again we
restrict to a bounded set Γ ⊂ R

n × R
2 = {(ω, (α, β))}. To be precise we

reconsider the ‘Cantor set’

Γ(2)
τ,γ = {(ω, (α, β)) ∈ Γ | |〈ω, k〉+ β,| ≥ γ|k|−τ ,
∀k ∈ Z

n \ {0},∀, ∈ Z with |,| ≤ 2},
compare (4.4); for a sketch see Figure 5.2. As a consequence of Theorem
4.1, for any family X̃ on T

n × R
2 × P, sufficiently near X in the compact-

open topology, a near-identity C∞-diffeomorphism Φ : T
n × R

2 × Γ →
T
n×R

2×Γ exists, defined near T
n×{0}×Γ, that conjugatesX to X̃ when

further restricting to T
n × {0} × Γ(2)

τ,γ .

Now consider the perturbed family X̃ in the coordinates provided by the
inverse Φ−1. In other words, we study the pull-back vector field Φ∗X̃, that on
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T
n×{0}×Γ(2)

τ,γ coincides with the integrable familyX.We directly conclude
that Φ∗X̃ on the ‘Cantor set’ Γ(2)

τ,γ has T
n × {0} as an quasi-periodic invariant

n-torus, by the above assumptions, attracting for α < 0 and repelling for α >
0. Moreover, for X̃ we have the normal form decomposition

(Φ∗X̃ −X)ω,α,β (x, y) = O(|y|)∂x +O(|y|2)∂y +Qω,α,β(x, y), (5.7)

as y → 0. The estimates are uniform in x and ω, α, β. The C∞-family of
vector fieldsQ is uniformly flat on T

n×∆×Γ(2)
τ,γ ⊂ T

n×R
2×Γ, where∆ is

a small neighborhood of 0 in R
m. This means that its Taylor series completely

vanishes. Indeed, for ∆ small we can arrange that Q vanishes identically on
the ‘Cantor set’ T

n × ∆ × Γ(2)
τ,γ , whence by perfectness of Cantor sets, we

conclude that all derivatives vanish.13

Fattening the parameter domain of invariant n-tori. What further conclu-
sions can we draw for Φ∗X̃, given that X̃ is close to X in the compact-open
topology and that Φ is C∞-near the identity map? For α 
= 0, the invariant
n-tori are normally hyperbolic. By [45, 81] we conclude that the parameter do-
main inside Γwhere invariant n-tori exist is open. This means that the nowhere
dense ‘Cantor set’, for α 
= 0, can be fattened to an open subset of Γ. Outside
the ‘Cantor set’ the invariant n-tori do not have to be quasi-periodic.

The fattening by hyperbolicity can be carried out using a ‘standard’ con-
traction principle, e.g., see [33], for a detailed construction using a variation
of constants operator see [4]. We here restrict to describing the result of the
fattening operation. To this purpose we proceed as follows.

(i) Take Γ = Γω × Γα × Γβ , i.e., of product form, compare with Figure
5.2.

(ii) In the frequency space R
n \ {0} = {ω} define ω = ω/|ω| ∈ S

n−1 ⊂
R
n. Also, let d : Sn−1×S

n−1 → R+ be the metric S
n−1 inherits from

R
n.

(iii) A monotonically increasing C∞-function p : R+ → R+ that is (in-
finitely) flat at 0.

For any fixed ω0 = |ω0|ω0 ∈ Γω and β0 ∈ Γβ , such that (ω0, α, β0) ∈ Γ(2)
τ,γ

for all α ∈ Γα, consider sets of the form

{(ω, α, β) ∈ Γ | 0 < |α| < C and p(d(ω, ω0) + |β − β0|) < D|α|K}, (5.8)

where C,D and K are positive constants. Notice that this is the union of two

13 At least on a full measure subset of T
n × ∆ × Γ

(2)
τ,γ , compare with [13].
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open discs with a piecewise smooth boundary, that has infinite order of contact
with the bifurcation hyperplane α = 0, see Figure 5.3.14

Theorem 5.1 [5] In the above situation, given r ∈ N, there exist positive
constants C and D such that for all (ω0, β0) such that (ω0, α, β0) ∈ Γ(2)

τ,γ

for all α ∈ Γα, the corresponding discs (5.8) with K = 3, are contained in
the parameter domain with normally hyperbolic Φ∗X̃-invariant n-tori of class
Cr. These tori are attracting for α < 0 and repelling for α > 0.

Remarks
- Since Φ is a near-identity diffeomorphism, this result translates directly to

the perturbed family X̃ of vector fields. Note that the discs grow larger as
the degree of differentiability r decreases.

- The union of discs is uncountable, leaving open a countable number of holes
centered around the pure resonances (ω, 0, β) ∈ Γ with 〈ω, k〉+ 〈β, ,〉 = 0
for some k ∈ Z

n \ {0} and , = −2,−1, 0, 1, 2.
- Such resonance holes also occur in the other quasi-periodic bifurcations at

hand, and by Chenciner [29, 30, 31] were called ‘bubbles’ in the quasi-
periodic saddle-node case.

The parameter domain of invariant (n + 1)-tori. In order to find invariant
(n + 1)-tori we first develop a T

n+1-symmetric normal form, related to both
the planar normal form (5.3) and the quasi-periodic normal form (5.7). To this
purpose, given N ∈ N, consider the subset of Γ(N)

τ,γ ⊂ Γ, obtained by a further
extension of the Diophantine conditions (4.4) to all , ∈ Z with |,| ≤ N. Again
Γ(N)
τ,γ is a ‘Cantor set’ of positive measure. In these circumstances, for |α|

sufficiently small, there exists a near-identity C∞-diffeomorphism Φ defined
near T

n × {0} × Γ ⊂ T
n × R

m × P, such that the following normal form
decomposition holds:

(Φ∗X̃)ω,α,β(x, y) =

[ω + |y|2 f(|y|2, ω, α, β) +O(|y|N )] ∂x
+[β + |y|2 g(|y|2, ω, α, β) +O(|y|N+1)] [−y2∂y1 + y1∂y2 ]
+[α+ |y|2 h(|y|2, ω, α, β) +O(|y|N+1)] [y1∂y1 + y2∂y2 ] +
+Q(x, y, ω, α, β),

(5.9)
where the familyQ of vector fields is uniformly flat on T

n×{0}×Γ(N)
τ,γ . Note

that for N = 1 we recover (5.7). The normal form (5.9) for N ≥ 2 is a small

14 In [4, 5], for historical reasons, instead of ‘disc’ the term ‘blunt cusp’ was used.
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αα

ββ

Fig. 5.3. Bubble in between discs.

variation on Theorem 4.1. Indeed, after application of Theorem 4.1 one carries
out a formal normal form procedure as developed in [78, 6, 34, 4, 5]. Thus, the
T
n+1-symmetry of the normal linear part for α = 0 is pushed over the formal

series in y by solving successive 1-bite small divisor problems. Compare with
Exercise 7.

In our application we take N = 7. Also the ∂y-component of (5.9) is close
to (5.3). The invariant (n + 1)-tori now can be found by applying Center
Manifold Theory [33, 45].

Theorem 5.2 [5] In the above situation, given r ∈ N, there exist positive
constants C and D such that for all (ω0, β0) such that (ω0, α, β0) ∈ Γ(N)

τ,γ for
all α ∈ Γα, the corresponding disc (5.8) with α > 0 and with K = 7/2 is
contained in the parameter domain with normally hyperbolic Φ∗X̃-invariant
(n+ 1)-tori of class Cr. These tori are attracting.

Mutatis mutandis, we have the same remarks as following Theorem 5.1. A
countable number of bubbles is left out from the half plane α > 0, ‘centered’
around the pure resonances (ω, 0, β) ∈ Γ such that for some k ∈ Z

n and some
, = −N,−(N − 1), . . . , 0, . . . N − 1, N one has 〈ω, k〉 + 〈β, ,〉 = 0. We
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refer to [23, 10, 8] for an overview of the quasi-periodic Hopf bifurcation. The
quasi-periodic saddle-node and period doubling have a similar structure [5].
For an early treatment of such torus-bifurcations with only one parameter, see
[32].

6 Concluding remarks

We summarize the above results as follows. The quasi-periodic bifurcations
due to loss of hyperbolicity to some extent are similar to their periodic ana-
logues. However, for a good description one needs to include sufficiently many
parameters to keep track of the internal and normal frequencies, since reso-
nances between these have to be avoided. The main difference with the peri-
odic theory is that these resonance densely fill the parameter space. These reso-
nances are avoided by introducing appropriate Diophantine conditions, giving
rise to ‘Cantor sets’ of positive measure in the parameter space. By hyperbol-
icity the domains with invariant tori can be fattened, leaving over resonance
‘bubbles’ inside the gaps of the ‘Cantor sets’ and centered around the pure res-
onances. Restricted to the ‘Cantor sets’ the theory closely resembles the peri-
odic case or the case where one only considers integrable systems, i.e., systems
that are T

n-equivariant. Notice that in the latter two cases, the subsets of the
parameter space corresponding to non-hyperbolicity, are smooth manifolds. In
the nearly integrable context at hand, the strands of bubbles cause a fraying of
these smooth boundaries. One also could say that the Implicit Function Theo-
rem, used to find bifurcation sets in the periodic case, is replaced by the KAM

Theorem in the quasi-periodic case [92, 93]. For a description of strands of
bubbles in the context of coupled oscillators, see [29, 30, 31, 4, 3, 49, 77].

6.1 Non-parallel dynamics

What is the dynamics in the complement of the parameter domains with quasi-
periodic tori? Inside the normally hyperbolic n- or (n + 1)-tori obtained by
the fattening several types of dynamics can occur. One type is periodicity, also
called phase lock dynamics. Another possibility is chaos. Indeed in tori of
dimension 3 or higher, strange attractors can occur [70].

As said before, this fact has a certain interest for the onset of turbulence
as described by the theories of Landau-Hopf-Lifschitz and of Ruelle-Takens
[57, 47, 58, 75, 76]. For a discussion also see [23].

Inside a bubble we are close to a pure resonance 〈ω, k〉 + 〈β, ,〉 = 0. For
, = 0 this is an internal resonance of the torus, while for , 
= 0 the resonance is
normal-internal. We like to mention [3, 30, 31, 80] as examples of research in
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this direction. For related work on non-parallel dynamics in the Hamiltonian
setting see [59, 60, 61].

6.2 Developments in quasi-periodic bifurcation theory

The quasi-periodic bifurcation theory sketched above has been extended in var-
ious directions. A direct generalization to the cusp and higher order degenerate
bifurcations is performed in [84]. Here a combination of KAM Theory and Sin-
gularity Theory is being used. For a detailed study of a skew Hopf-bifurcation,
see [26, 82, 27, 28, 80]; to our knowledge, this is the first contribution to KAM

Theory for non-reducible systems.
Related reseach programmes are being carried out in contexts with preserva-

tion of structure. In the Hamiltonian case quasi-periodic analogues of cuspoid
bifurcations of equilibria are developed in [40, 18, 19, 20, 16], also see [41].
Also here KAM Theory has to be combined with Singularity Theory and Catas-
trophe Theory. We refer to [12] for quasi-periodic bifurcations in the reversible
context. Cases of resonant bifurcations are treated in [50, 20]. For a study of
normal-internal resonances see [17].

Remark From Singularity Theory the notion of stratified set is known, often
as a subset of the product of phase space and parameter space. These sub-
sets indicate the positions of equilibria, fixed points, periodic or quasi-periodic
orbits, etc. In the combination with KAM Theory, nowhere dense subsets of
positive measure of such stratifications re-enter, defined by Diophantine con-
ditions. Also Whitney-smooth images of such subsets play an important role.
Colloquially the term ‘Cantor stratification’ is used for this, which generalizes
the term ‘Cantor set’ as used in the present paper.

6.3 Finally . . .

Of course there is a lot more to say on this rich subject, which moreover is
rapidly developing in various directions. We restrict ourselves by adding a
few recommendations for further reading. Regarding the ‘classical’ KAM The-
ory of Hamiltonian systems, we refer the reader to [11, 62, 74] and references
therein. Recently the Whitney smooth conjugacies of KAM Theory are ex-
tended globally to torus bundles of Lagrangean tori, that need not be trivial
[13]. This involves notions like monodromy, which turn out to have a deep
meaning in semi-classical quantum mechanics. Another area, that we did not
touch at all, concerns the KAM Theory of infinite dimensional systems. Here
we like to refer to, e.g., [55, 52].
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sur le tore de dimension 2, Comment. Math. Helvetici 58 (1983), 453–502.

[45] M.W. Hirsch, C.C. Pugh and M. Shub, Invariant Manifolds, LNM 583 Springer–
Verlag 1977.

[46] M.W. Hirsh and S. Smale, Differential Equations, Dynamical Systems, and Lin-
ear Algebra. Academic Press 1974.

[47] E. Hopf, A mathematical example displaying features of turbulence. Commun.
Appl. Math. 1 (1948), 303–322.

[48] G.B. Huitema. Unfoldings of quasi-periodic tori. PhD thesis Groningen 1988.
[49] G. Iooss and J.E. Los, Quasi-genericity of bifurcations to high dimensional in-

variant tori for maps, Commun. Math. Phys. 119(3) 1988, 453–500.
[50] H.H. de Jong, Quasiperiodic breathers in systems of weakly coupled pendu-

lums: Applications of KAM theory to classical and statistical mechanics. PhD Thesis
Groningen 1999.

[51] A. Jorba and J. Villanueva, On the normal behaviour of partially elliptic lower-
dimensional tori of Hamiltonian systems, Nonlinearity 10 (1997), 783–822.
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A

Appendix

A.1 Conservative examples: Reduction to KAM Theory of twist maps

The classical formulations of KAM Theory in the mid 20th century, are all in
the world of conservative systems, see the introduction. This section is meant
as a connection of this culture with the dissipative examples of Section 2.1.

As a conservative analogue of (2.3) we now consider the frictionless pendu-
lum with time-periodic forcing

ÿ + ω2 sin y = ε cos t.

In the phase space R × R × T
1 this leads to a 3-dimensional vector field, as

before,

ẏ = z

ż = −ω2 sin y + ε cos t (A.1)

ṫ = 1,

which is now (time-dependent) Hamiltonian [2].

For ε = 0 most of the phase space is foliated by invariant 2-tori correspond-
ing to the ‘ordinary’ oscillations of the free pendulum, with energy H(y, z) =
1
2z

2 − ω2 cos y, which for ε = 0 is a conserved quantity. As in the dissipative
analogue, this motion is a combination of autonomous periodic oscillations in
the (y, z)-plane and the periodic motion in the t-direction. For ‘many’ values
of the energy 0 < |H| < ω2, the corresponding motions are quasi-periodic
and, as before, the question is whether they are persistent under small pertur-
bations.

One way to treat this problem is by looking at the Poincaré map P =
Pε(y, z) with respect to the section t = 0 (mod 2π), also called stroboscopic
map. The map P is area preserving of the plane with coordinates y and z,
see Exercise 13 below. Fore ε = 0 the map P0 just is the time 2π map of the
autonomous pendulum, and the foliation of invariant 2-tori above, for P0 gives
a corresponding foliation of invariant circles.

The best way to describe the dynamics of P0 is by action-angle variables
(I, ϕ) in the region Σ of oscilatory pendulum motions, see [2] and Exercise
14 below. Note that the unperturbed 2-tori are parametrized by the pair (ϕ, t),
thereby showing that the tori are parallel. We so get an expression

P0(I, ϕ) = (I, ϕ+ 2πα(I)) (A.2)
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for the unperturbed Poincaré map. It can be shown that the function I �→
α(I) is monotonous, although this involves manipulating an elliptic integral.
Because of this monotonicity, which is the present form of non-degeneracy,
the map (A.2) is called a (pure) twist map.

Moser’s Twist Map Theorem [64] then guarantees that the Diophantine cir-
cles survive sufficiently small perturbations. There exist formulations of the
Twist Map Theorem in the same spirit as Theorem 2.2, so in terms of quasi-
periodic stability and Whitney smoothness, compare [89, 24]. As before there
is a direct translation between invariant circles for the Poincaré map and in-
variant 2-tori for the corresponding vector field (A.1).

Observe that also this occurrence of quasi-periodicity meets with the visibil-
ity requirements formulated in Section 2.2. First, it occurs on a set of positive
measure and second this phenomenon is persistent for small perturbations of
the system.

Remarks
- Compare this set-up with its dissipative analogue in Section 2.2.2. Notice

the fact that the parameter α from dissipative setting here is replaced by the
action variable I.

- Regarding the examples with coupled oscillators presently we have a di-
rect conservative analogue by weakly coupling two pendula. This yields
a 4-dimensional (i.e., 2 degrees of freedom) Hamiltonian vector field. Re-
stricting to a 3-dimensional energy level and taking an appropriate transver-
sal section, gives rise to an area preserving Poincaré map as before, which
again is a twist map. Compare with [67, 68, 7].

This example can be easily generalized to n weakly coupled oscillators
in the Hamiltonian setting. As before this leads to invariant n-tori and the
corresponding quasi-periodic stability, [73, 21, 23, 24]. These formulations
have been mimicked in Section 3.

These examples lead us into the heart of classical Hamiltonian KAM The-
ory [1, 2], also see [7, 36] and many of the references in [23].

Exercise 13 (Hamiltonian vector fields give area preserving Poincaré maps)
Show that the Poincaré map P = Pε of the vector field (A.1) is area preserving.

Exercise 14 (Action-angle variables for the autonomous pendulum) For (y, z) ∈
Σ we letH(y, z) = E. In the energy levelH−1(E) the autonomous pendulum
carries out a periodic motion of period T = T (E). Define

I(E) =
1
2π

∮
H−1(E)

z dy
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and show that

T (E) = 2π
dI

dE
(E).

Let t be the time the motion inH−1(E) takes to get from the line z = 0 to the
point (y, z). Defining

ϕ(y, z) =
2π
T (E)

t,

show that (I, ϕ) is a pair of action-angle variables. Consider the Poincaré map
P0, see (A.2), and derive an integral expression for α = α(I).

A.2 The Paley-Wiener estimate

For completeness we include the statement of the Paley-Wiener estimate, re-
ferring to [23] pp. 37-40 for a proof. Let Γ ⊂ R

n be a compact domain and let
κ, ρ ∈ (0, 1) be constant. Let the function f : T

n × R
n → R be real analytic

in both coordinates x ∈ T
n and ω ∈ R

s. Set

Γ + ρ = ∪ω∈Γ{ω′ ∈ C
n | |ω′ − ω| < ρ},

T
n + κ = ∪x∈Tn{x′ ∈ (C/2πZ)n | |x′ − x| < κ}.

Define M to be the supremum of |f | over the closure (Tn + κ)× (Γ + ρ).

Theorem A.1 (Paley-Wiener) Let f = f(x, ω) be real analytic as above,
with Fourier series

f(x, ω) =
∑
k∈Zn

fk(ω)ei<k,x>.

Then, for all k ∈ Z
n and all ω ∈ Γ + ρ,

|fk(ω)| ≤Me−κ|k|. (A.3)

Remarks

- The converse of Theorem A.1 also holds true. Indeed, a function on T
n

whose Fourier coefficients decay exponentially is analytic and can be ex-
tended holomorphically to a complex domain (C/2πZ)n by a distance de-
termined by the decay rate (κ in our notation).

- Theorem A.1 admits a straightforward generalization to the case where f is
finitely or infinitely differentiable. For example, if f : T

1 → R is of class
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Cr and ω ∈ R, by partial integration one easily shows that the decay rate of
the Fourier coefficients is polynomial:

|fk| ≤ Mr

|k|r ,

where Mr = |f |Cr . Also in this case a converse result holds, compare with
Exercise 15.

Exercise 15 (Loss of differentiability) Consider the linear equation

u(x+ ω)− u(x) = f(x),
where x ∈ T

1 = R/(2πZ), ω ∈ R, and where u, f : T
1 → R. Let ω satisfy a

Diophantine condition of the form∣∣∣∣ω − p

q

∣∣∣∣ ≥ γ|q|−τ ,
for all p ∈ Z, q ∈ Z\{0}, with τ > 2, γ > 0. By formally expanding f and u
in Fourier series

u(x) =
∑
k∈Z

ukeikx, f(x) =
∑
k∈Z

fkeikx,

the linear equation transforms to an infinite system of equations in the coeffi-
cients uk and fk.

(i) Give a necessary condition that this system can be solved, and write
down the solution.

First, assume that f is r times continuously differentiable, i.e., of class Cr.

(ii) What does this imply for the rate of decay of the coefficients fk as
|k| → ∞?

(iii) Using this result and the Diophantine conditions above, estimate the
rate of decay of the coefficients uk as |k| → ∞.

(iv) What is the least value r0 of r, such that the formal Fourier series∑
ukeikx converges absolutely and so defines a continuous function?

(v) Given that f is Cr with r > r0, what is the amount of differentiability
of u?

Now, assume that f is real analytic and bounded byM on the complex strip of
width r > 0 around T

1. That is, for

x ∈ T
1 + σ = {x ∈ C/(2πZ) | |Imx| < σ},
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assume that

sup
x∈T1+σ

|f(x)| ≤M.

The Paley-Wiener estimate gives estimates of the kth Fourier coefficient fk in
terms of σ, M and k.

(vi) Use these and the Diophantine condition to obtain estimates of uk.
(vii) Show that for 0 < C < σ, the formal Fourier series converges on T

1+C
and defines an analytic function u(x).

(viii) Derive a bound for u on T
1 + C that depends explicitly on σ and C.

A.3 On Whitney differentiability

The present version of KAM Theory uses Whitney differentiability, which is a
natural way to deal with the connecting geometry inside the union of Diophan-
tine quasi-periodic tori. The reason is that these unions are nowhere dense,
closed sets in the product of phase and parameter space and for such sets the
concept of Whitney differentiability is extremely suitable. Indeed, on the one
hand it just means that a function is smooth on such a closed set Ω if it is the
restriction of an ‘ordinary’ smooth function defined on an open set that con-
tainsΩ.On the other hand, there exists an intrinsic characterisation of Whitney
differentiability, just in terms of the closed set [86, 87]. Also compare [23] and
all the references therein. We briefly formulate the Inverse Approximation
Lemma, which is used to get Whitney differentiable conjugacy results. We
mainly quote from [23], but also we refer to [93, 73, 24, 62].

Let , > 0 be some order of differentiability and let rj = aκj be a fixed
geometric sequence with a = r0 > 0 and 0 < κ < 1. Also let Ω ⊂ R be a
closed set and define

Ω+ rj =
⋃
x∈Ω

{z ∈ C | |z − x| < rj}.

For j ∈ Z+ let U j be a real analytic function on Ω + rj . The following result
states when the limit U∞, defined on Ω of the sequence {U j}∞j=0 is of class
Cr.

Lemma A.2 (Inverse Approximation Lemma) Assume that , /∈ N. Let {U j}∞j=0

be as above with U0 ≡ 0 and such that for j ≥ 1
|U j − U j−1|Ω+rj

≤Mr'j

for some constant M . Then there exists a unique function U∞, defined on Ω,
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which is of class C' and such that |U∞|' ≤ Mc', where the constant c' only
depends on ,, κ. Moreover for all s < ,

|U∞ − U j |s → 0, as j →∞.
Here | − |' and | − |s denotes the C'- and Cs-norms 15 on Ω.

Remarks
- In the application of this Lemma A.2 in the KAM proof of Theorem 3.1 and

of all related theorems, the difference |U j − U j−1|Ω+rj
decays faster than

geometrical. In that case it follows that the limit U∞ is of class C∞.
- In most cases the decay of |U j − U j−1|Ω+rj

is even exponentially fast,
which implies that the limit U∞ is Gevrey regular [83].

A.4 Hints to the exercises

Exercise 1:

Use the Poincaré (return) map of the circle x1 = 0.

Exercise 4:

For (i) and (ii) use the fact that 2t/π ≤ sin t ≤ t for 0 ≤ t ≤ π/2.
As an example we give a solution of (i). Take β ∈ Dγ,τ . For all k ∈ Z

n\{0}
there exists an , = ,(k) ∈ Z such that |〈k, β〉 − ,| < 1

2 . We then have∣∣∣e2πi〈k,β〉 − 1
∣∣∣ =

∣∣∣eπi(〈k,β〉+')
∣∣∣
∣∣∣eπi(〈k,β〉−') − e−πi(〈k,β〉+')

∣∣∣
=

∣∣∣eπi(〈k,β〉−') − e−πi(〈k,β〉+')
∣∣∣

=
∣∣∣eπi(〈k,β〉−') − e−πi(〈k,β〉−')

∣∣∣
= 2 |sinπ(〈k, β〉 − ,)| ≥ 4 |〈k, β〉 − ,| .

Exercise 5:

Set t̄ = γt and ω̄ = γ−1ω.

Remarks
- Note that for γ ↓ 0 the set Γ̄ = {ω̄ ∈ R

n | ω ∈ Γ} blows up. In the KAM

proof one therefore drops the requirement that Γ should to be bounded.
- Compare with the final remark of Section 3.2.1, where also the homothetic

occurrence of γ is used.

15 This involves Hölder conditions on the C [	]-th and C[s]-th derivative, compare [23].
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Exercise 6:

Regarding (i) note that by definition d ≤ s−2 = (2r)−1/(τ+1). Next, to show
(ii), first observe that for σ ∈ Γ′

τ,1 + r there exists σ∗ ∈ Γ′τ,1 such that |σ −
σ∗| ≤ r. It then follows for all k ∈ Z

n with 0 ≤ |k| ≤ d that

|〈σ, k〉| ≥ |〈σ∗, k〉| − |σ − σ∗||k| ≥ |k|−τ − r|k| ≥ 1
2
|k|−τ .

Exercises 7, 8 and 9:

These are all ‘1-bite small divisor problems’, directly solvable by Fourier se-
ries. Please also consult the Paley-Wiener estimate and perhaps also Exercise
15.

For example consider Exercise 7, compare with Section 2.2.2. Here we
recall the Mean Value Theorem h(x+ϕ, λ) = h(x, λ)+h′(ξ, λ)ϕ, especially
in cases where ϕ = O(|λ|N+1). By similar arguments it also follows that
H−1
λ (x) = x−h(x, λ)+O(|λ|N+1).Using all this one arrives at the expression

H−1
λ ◦ PN,λ ◦Hλ (x) =

x+ 2πβ + g(λ) + h(x, λ)− h(x+ 2πβ, λ) + fN (x, λ) +O(|λ|N+1),

where we require that theN th order part h(x, λ)−h(x+2πβ, λ)+fN (x, λ) =
c(λ), for an appropriate constant c(λ). This is a 1-bite small divisor problem
where h can be solved given fN , provided that c = fN,0, the T

1-average of
fN .

Regarding Exercise 8 one has that P (x) = Φf(x)(0, x). Next, using the
group property for flows of vector fields (with addition in time), then keeping
track of the time one finds that f(x) − u(x) + u(P (x)) = c. This is another
1-bite small divisor problem where u can be solved given f, provided that
c = f0, the T

1-average of f.

Remark It helped us to sketch the situation as in Figure 1.2 and to draw the
integral curve of X starting at (0, x) that passes through (0, P (x)).

Exercise 13:

Use the Gauß Divergence Theorem on an appropriate flow box and the fact
that the time-dependent Hamiltonian vector field has divergence zero.

Exercise 15:

To answer (i) - (vi) first prove a (generalized) Paley-Wiener estimate for Cs-
functions by using integration by parts, (also see remarks in Section A.2). It
follows that u is less regular than f , i.e., s0 < s in (iv); in particular u ∈ Cs−τ .
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1 Introduction

The purpose of these notes is to give a brief survey of bifurcation theory of
Hamiltonian systems with symmetry; they are a slightly extended version of
the five lectures given by JM on Hamiltonian Bifurcations with Symmetry.
We focus our attention on bifurcation theory near equilibrium solutions and
relative equilibria. The notes are composed of two parts. In the first, we re-
view results on nonlinear normal modes in equivariant Hamiltonian systems,
generic movement of eigenvalues in equivariant Hamiltonian matrices, one and
two parameter bifurcation of equilibria and the Hamiltonian-Hopf Theorems
with symmetry. The second part is about local dynamics near relative equi-
libria. Particular topics discussed are the existence, stability and persistence

357
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of relative equilibria, bifurcations from zero momentum relative equilibria and
examples.

We begin with some basic facts on Lie group actions on symplectic man-
ifolds and Hamiltonian systems with symmetry. The reader should refer to
Ratiu’s lectures for more details and examples.

Semisymplectic actions A Lie group G acts semisymplectically on a sym-
plectic manifold (P, ω) if g∗ω = ±ω. In this case the choice of sign deter-
mines a homomorphism χ : G → Z2 called the temporal character, such that
g∗ω = χ(g)ω. We denote the kernel of χ by G+; it consists of those elements
acting symplectically, and if G does contain antisymplectic elements then G+

is a subgroup of G of index 2. Some details on semisymplectic actions can be
found in [MR00].

Not every semisymplectic action contains an antisymplectic element of or-
der 2, but if it does then we can write G = G+ �Z2(ρ), where ρ is the element
in question.

We write K < G to mean K is a closed subgroup of G. The fixed point set
of a subgroup K < G is

Fix(K,P) = {x ∈ P | g · x = x, ∀g ∈ K};
it is a closed submanifold of P . If K < G+ is compact then Fix(K,P) is a
symplectic submanifold. That compactness is necessary can be seen from the

simple example of t ∈ R acting on R2 by

(
1 t

0 1

)
: the fixed point space is

then just the x-axis.
Throughout these lectures, we assume that G acts properly on P . Let g be

the Lie algebra of G and Gx = {g ∈ G | g · x = x} the isotropy subgroup of
x ∈ P . The properness assumption implies in particular that Gx is compact.

To each element ξ ∈ g there is an associated vector field on P:

ξP(x) =
d

dt
exp(tξ) · x|t=0

The tangent space at x to the group orbit through x is g ·x = {ξP(x) | ξ ∈ g}.
The adjoint action of g on g denoted ξ 
→ Adg ξ, is the tangent map of

Ig : G → G, h 
→ ghg−1 at e, TeIg(ξ). In the case of matrix groups, this is
just

Adg ξ = gξg−1.

Finally, dual to the adjoint action on g is the coadjoint action on g∗:

〈Coadg µ, η〉 :=
〈
µ,Adg−1 η

〉
.
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In the case of matrix groups, if we identify g∗ with matrices via 〈µ, ξ〉 =
tr(µT ξ), then the coadjoint action becomes

Coadg µ = g−TµgT .

where g−T = (g−1)T = (gT )−1. For compact groups and for semisimple
groups, the adjoint and coadjoint actions are isomorphic, but in general they
can be quite different—this is already the case for the 3-dimensional Euclidean
group SE(2). See Section 5 (in Part II) for how the momentum map relates to
a semisymplectic action.

Hamiltonian formalism A Hamiltonian system with symmetry is a quadruple
(P, ω,G,H) where:
• (P, ω) is a symplectic manifold,
• G is Lie group acting smoothly and semisymplectically on P ,
• H : P → R is a G-invariant smooth function.

The Hamiltonian vector field XH is defined implicitly by ω(−,XH) = dH

and of course defines a dynamical system on P by

ẋ = XH(x). (1.1)

When working in the neighbourhood of a point x ∈ P , the equivariant Dar-
boux theorem states that there exists a coordinate system such that the sym-
plectic form is locally constant. Therefore, without loss of generality we can
reduce the Hamiltonian to a vector space by identifying a neighbourhood of x
in P with V = TxP and the G action on P with the G action on TxP . Note
however that for symmetric Hamiltonian systems, Montaldi et al. [MRS88]
and Dellnitz and Melbourne [DM92] show that symplectic forms are not al-
ways locally isomorphic if the isotypic decomposition of the space contains
irreducible representations of complex type.

If G is formed of symplectic elements, then XH is G-equivariant; that is, if
x(t) is a solution curve of XH then so is g · x(t) for all g ∈ K.

On the other hand, suppose that ρ ∈ G is an antisymplectic symmetry, that
is ρ∗ω = −ω or ω(ρu, ρv) = −ω(u, v), then it is time-reversing; that is, x(t)
is an integral curve of the XH vector field implies ρ · x(−t) is also an integral
curve of the vector field.

If K is compact and formed of symplectic symmetries, then Fix(K,P) is
invariant under the flow of the dynamical system. If in addition K is compact,
then Fix(K,P) is a Hamiltonian subsystem with Hamiltonian given by the
restriction of H to Fix(K,P).

The remainder of these notes is structured as follows. There are two main
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parts. The first covers local dynamics near equilibria and the second local
dynamics near relative equilibria.

In Section 2, we begin with the local dynamics near equilibria when the
Hamiltonian has a nondegenerate quadratic part, and present the equivari-
ant Weinstein-Moser Theorem on the existence of nonlinear normal modes
in equivariant Hamiltonian systems. In Section 3 we look at bifurcations near
equilibria. We start with a brief review of generic movement of eigenvalues in
equivariant Hamiltonian matrices depending on parameters. Then we look at
steady-state bifurcations in parameter families of Hamiltonian systems, and in
particular the one-parameter case. We conclude this part with the Hamiltonian-
Hopf Theorem with symmetry.

The second part deals with bifurcations from relative equilibria. In Sec-
tion 5 the momentum map is defined and its equivariance is shown. Using
this information, it is shown how to define reduced spaces for the dynamics
using the momentum map. Then in Section 6, relative equilibria are defined
and we explain how to find relative equilibria, and determine their stability
and their persistence. Section 7 discusses bifurcations from zero-momentum
states and in Section 8 three examples of bifurcations from zero-momentum
are presented: relative equilibria of molecules, relative equilibria in point vor-
tex models in the plane, and relative equilibria in point vortex models on the
sphere.

PART I: LOCAL DYNAMICS NEAR EQUILIBRIA

2 Nonlinear normal modes

Suppose that the Hamiltonian system (1.1) has a steady-state (equilibrium) so-
lution at some x0 ∈ P . Such solutions are critical points of H . The linearized
vector field at x0 is

v̇ = Lx0v.

The matrix Lx0 is Hamiltonian; a matrix A is Hamiltonian if ω(Av,w) +
ω(v,Aw) = 0. The set of Hamiltonian matrices on R2n is denoted sp(2n).
The set spG(2n) ⊂ sp(2n) is the subspace of matrices that commute with G.
The eigenvalues of Hamiltonian matrices arise in quadruplets {λ,−λ, λ− λ},
see Lemma 4.1 of Meyer’s lectures in this volume or Meyer and Hall [MH92].

Suppose that Re(λ) �= 0 for all eigenvalues λ of Lx0 then by the Hartman-
Grobman theorem the vector field (1.1) is homeomorphic to its linear part
v̇ = Lx0v in a neighbourhood of x0; x0 is a hyperbolic saddle point. In
generic (non-hamiltonian) systems, this is usually enough to describe the lo-
cal dynamics, since the eigenvalues do not (generically) lie on the imaginary
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axis. However, for Hamiltonian systems this is no longer true: having pure
imaginary eigenvalues is a structurally stable property.

A linear Hamiltonian system with a simple nonresonant imaginary eigen-
value has a family of periodic solutions of constant period in the eigenspace
of the imaginary eigenvalue. These families of periodic solutions are called
normal modes. In nonlinear Hamiltonian systems, the search for families of
periodic solutions near a steady-state or nonlinear normal modes has attracted
a lot of interest since the seminal work of Lyapunov [L]. The Lyapunov Centre
Theorem, see Meyer’s lectures or [AM78] states that for each simple nonres-
onant eigenvalue there exists a nonlinear normal modes. A normal mode is
a family of periodic orbits in a linear system, of constant period, and sweep-
ing out the eigenspace corresponding to an imaginary eigenvalue; a nonlinear
normal mode is a family of periodic orbits parametrized by energy containing
a steady-state solution and tangent to the eigenspace of the imaginary eigen-
value, with period close to that of the linear system. There have been many
particular extensions of this theorem, but the most general results are due to
Weinstein [W73] and Moser [Mos76] who allow for multiple eigenvalues and
resonance relations. Montaldi et al [MRS88] extend the results of Weinstein
and Moser to take account of symmetry.

As we have already noted, if a compact subgroup K of G acts symplecti-
cally, then Fix(K,P) is a sub-hamiltonian system and so Lyapunov’s theorem
can be applied to this subsystem. The resulting periodic orbits are said to have
spatial symmetry: the solution γ(t) satisfies g · γ(t) = γ(t) for each t, and for
each g ∈ K. However, using spatio-temporal symmetries one can go further,
and we now describe this idea.

Let v(t) be a 2π-periodic solution of the G-invariant Hamiltonian system (1.1)
then, g.v(t) is also a periodic solution of (1.1) for all g ∈ G. By uniqueness
of solutions of differential equations, either {v(t)} ∩ {g.v(t)} = {v(t)} or
{v(t)} ∩ {g.v(t)} = ∅. In the former case, g.v(t) = v(t − θ) for some phase
shift θ. We identify phase shifts with elements of the circle group S1 using the
identification S1 = R/2πZ. The set

Σv(t) = {(g, θ) ∈ G× S1 | g.v(t) = v(t− θ)} < G× S1

is the (spatio-temporal) symmetry group of v(t). Therefore, when searching
for periodic solutions with spatio-temporal symmetries of equivariant dynam-
ical systems we look for isotropy subgroups Σ ⊂ G× S1.

We now describe the equivariant result of Montaldi, Roberts and Stew-
art [MRS88].

Suppose that the linearized equation v̇ = Lx0v has eigenvalue iα and all
imaginary eigenvalues riα (r ∈ Q) have larger modulus. Let Vα be the set
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of all points that lie on 2π/α-periodic trajectories of the linearized equation.
Then Vriα ⊂ Vα and Vα is called the resonance subspace of α. Let Lα be the
restriction of Lx0 to Vα. Elphick et al. [ETBCI] show that if Lα is semisimple
then {exp(tLTα)|t ∈ R} is isomorphic to S1, giving rise to an action of G× S1

on Vα.

Theorem 2.1 (Equivariant Weinstein-Moser Theorem) Let Σ ⊂ G × S1.
Suppose that the restriction d2H(0) to Fix(Σ, Vα) is definite, then on each en-
ergy level near the origin there are at least 1

2 dimFix(Σ, Vα) periodic orbits,
with period close to 2π/α and symmetry at least Σ.

Theorem 2.1 gives sufficient conditions for the existence of families of peri-
odic solutions with spatio-temporal symmetries for H . Montaldi et al. [MRS90]
prove a stronger theorem about the existence or nonexistence of all periodic
solutions with spatio-temporal symmetries near a steady-state with imaginary
eigenvalues. Moreover, their result includes the case when the Hamiltonian
system also has time-reversal symmetries.

Let ρ : R2n → R2n be a time-reversing symmetry. Define

S̃
1
=

{
S1 if H is not time-reversible
S1

� Z
ρ
2 � O(2) if H is time-reversible

The proof of existence of nonlinear normal modes uses a variational ap-
proach. Let u(s) ∈ C1(S1,R2n) be a loop in phase space of period 2π. For
each real number α �= 0 we define a functional Sα : C1(S1,R2n)×R → R by

Sα(u) = S(u, α) =
∮

u∗β − α

∫ 2π

0

H(u(s))ds (2.1)

where u∗ denotes the pull-back of β to S1 and β is a primitive of the symplectic

form; ω = dβ. The functional Sα can be chosen to be G � S̃
1
-invariant.

Lemma 2.2 u ∈ C1(S1,R2n) is a critical point of Sα if and only if z(t) ≡
u(αt) is a periodic solution of period 2π/α of the Hamiltonian system defined
by H .

Theorem 2.3 For fixed α and for sufficiently small τ the critical points of
Sα(1+τ) in a neighbourhood U of 0 ∈ C1(S1,R2n) are in one-to-one cor-
respondence with the critical points of a smooth finite dimensional G � S1-
invariant mapping Fτ : Vα → R. Moreover this correspondence preserves
symmetry groups.
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An interesting observation concerns the class of classical mechanical sys-
tems where q is position and p is momentum and the Hamiltonian is Kq(p) +
V (q), where Kq(p)—the kinetic energy—is quadratic in p. The time-reversal
symmetry is ρ.(p, q) = (−p, q). If a periodic solution with spatio-temporal
symmetry group Σ contains a conjugate of Z

ρ
2 then it intersects Fix(Zρ2) =

{(0, q)} in two points. Since the velocity vanishes on Fix(Zρ2), in time-revers-
ible systems these periodic solutions are called brake orbits.

Theorem 2.3 states that the search for nonlinear normal modes reduces to
finding critical points of Fτ . To find the critical points it is necessary to have a
convenient expression for Fτ . Such an expressions is obtained by putting the
Hamiltonian function into G�S̃-invariant Birkhoff normal form to sufficiently
high order where

S̃ =



{exp(tLTx0

) : t ∈ R} if H is not time-reversible

{exp(tLTx0
) : t ∈ R}� Z

ρ
2 if H is time-reversible.

A discussion of Birkhoff normal form can be found in Section 7 of Meyer’s
lectures in this volume; for a complete description see Elphick et al. [ETBCI]
or Golubitsky et al. [GSS88], or Cushman and Sanders [CS86] for a different
approach. The next result gives the expression for Fτ in terms of the Hamilto-
nian function in Birkhoff normal form.

Theorem 2.4 If H is in Birkhoff normal form to degree k then

1
2π

jkFτ (v) = (1 + τ)j2H(v)− jkH(v)

for v ∈ Vα where jk is the k-jet.

However, we do not know a priori to what order the truncation of the Birkhoff
normal form that defines Fτ yields all possible nonlinear normal modes for the
full system. Montaldi et al. [MRS90] obtain further results using singularity
theory to answer the question of generic finite determinacy of the Fτ equation.
We do not discuss these results here and refer the reader to the paper.

Here we present briefly one example where the equivariant Weinstein-Moser
theorem gives only some nonlinear normal modes while the study of the Fτ
equation yields all solutions: the time-reversible 1:1 resonance with Z2 sym-
metry.

Example 2.5 Consider Hamiltonian systems H on C2 where κ is the symme-
try and ρ the time-reversible symmetry acting as

κ.(z1, z2) = (z2, z1) and ρ.(z1, z2) = (−z1,−z2).
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Z2(κ) × O(2)

Z2(κ) × Z2(ρ)

��������������
Z2(κπ) × Z2(ρ)

��������������

Z2(ρ)

�� ����������������������������
Z2(κρ)

������������������������������

1

�����������������

�����������������

Fig. 2.1. Isotropy lattice of the Z2(κ) × O(2) action on C
2.

At a 1 : 1 resonance the linearization L0 = (dXH)0 has double eigenvalue ±i
with positive definite quadratic part H2. We shall see in Section 3 the 1 : 1
resonance in more details. Since L0 commutes with Z2(κ), L0 is semisimple
and generates the S1 action

θ.(z1, z2) = (eiθz1, e
iθz2).

These actions combine to give the action of the group Z2(κ)×O(2).
The isotropy subgroups for the Z2(κ)×O(2) action are given in Figure 2.1.

It is easy to check that

Fix(Z2(κ)× Z2(ρ)) = {z1 = z2 ∈ iR}, and

Fix(Z2(κπ)× Z2(ρ)) = {z1 = −z2 ∈ iR}
therefore in the complexification these are two-dimensional. From the equiv-
ariant Weinstein-Moser theorem, since H2 is definite we know immediately
that there are nonlinear normal modes with symmetry corresponding to the
maximal isotropy subgroups Z2(κ) × Z2(ρ) and Z2(κπ) × Z2(ρ). Now,
Fix(Z2(κρ)) = {z1, z2 ∈ iR} and Fix(Z2(ρ)) = {z1 = −z2} are four-
dimensional, Theorem 2.1 guarantees the existence of two nonlinear normal
modes with isotropy containing Z2(κρ) and Z2(ρ). However, these may be
the solutions with maximal isotropy found above. Therefore, Theorem 2.1
cannot guarantee the existence of solutions with submaximal symmetry in this
case.

We look at the Fτ equation where the system is in Birkhoff normal form to
degree 4, H = H2 +H4 where

H2 = N, H4 = α1N
2 + α2P + β1Q

2 + β2NQ,

N = |z1|2 + |z2|2, P = |z1|2|z2|2 and Q = Re(z1z2). The critical points of
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Fτ are given by

φ1(z1, z2, τ) = i[(−τ + 2α1N + α2|z2|2 + β2Q)z1 +
(

1
2β2N + β1Q

)
z2

φ2(z1, z2, τ) = i[(−τ + 2α1N + α2|z1|2 + β2Q)z2 +
(

1
2β2N + β1Q

)
z1.

(2.2)
We solve for solutions in Fix(κρ). Set z1 = ix and z2 = iy then (2.2) becomes

(−τ + 2α1(x2 + y2) + α2y
2 + β2xy)x+

(
1
2β2(x2 + y2) + β1xy

)
y = 0

(−τ + 2α1(x2 + y2) + α2x
2 + β2xy)y +

(
1
2β2(x2 + y2) + β1xy

)
x = 0.

After simplification we see that nonlinear normal modes with x �= 0 and y �= 0
are solutions found by setting τ = 2α1(x2 + y2) + β2xy and solving

1
2
β2(x2 + y2) + (α2 + β1)xy = 0. (2.3)

We can solve (2.3) if |β2| < |α2 + β1|. Thus, for an open set of values of
the coefficients (α1, α2, β1, β2) nonlinear normal modes with isotropy exactly
Z2(κρ) exist in Birkhoff normal form. The same is true for nonlinear normal
modes with isotropy exactly Z2(ρ). In [MRS90] it is shown that for an open
and dense set of values of the coefficients, the truncation of the Birkhoff normal
form to degree four H = H2 + H4, is sufficient to determine all nonlinear
normal modes in the full system.

Remark 2.6 Using these methods, one can show that in a 2 degree of freedom
system in 1 : 1 resonance, with no assumptions on the symmetry, generically
there are 2, 4 or 6 pairwise transverse nonlinear normal modes, depending on
the coefficients in H4. Each of the three possibilities is obtained for an open
set in the space of coefficients of H4.

An application of these ideas to a symmetry breaking problem can be found
in [Mo99], where a description is given of the nonlinear normal modes ob-
tained after adding a magnetic term to the spherical pendulum (which breaks
the reflexional symmetry).

3 Generic bifurcations near equilibria

The quadratic form d2H(x0) is degenerate if and only if Lx0 has a zero
eigenvalue. In this case, there exist arbitrarily small perturbations of H which
remove the zero eigenvalues of Lx0 . However, in families of Hamiltonian
matrices zero eigenvalues are inevitable; that is, they occur stably. In this
section, we look at such families of Hamiltonian systems.



366 VI Symmetric Hamiltonian Bifurcations

3.1 Generic movement of eigenvalues

In parametrized families of Hamiltonian matrices, it is typical for eigenvalues
to cross the imaginary axis at the origin or for some eigenvalues to enter in
resonance. In this section, we study the generic movement of eigenvalues for
one-parameter families of matrices in spG(2n). We look at the case of zero
eigenvalues and the case of 1 : 1 resonance. First, we need to introduce some
concepts from group representation theory.

Suppose that the compact group G acts linearly on the vector space V . A
subspace W ⊂ V is G-invariant if G(W ) =W . Moreover, if W does not con-
tain any proper G-invariant subspaces, then W is an irreducible representation
of G.

Let V be an irreducible representation of G. If the only linear mappings
on V that commute with G are scalar multiples of the identity, then the rep-
resentation V is absolutely irreducible. More precisely, if V is an irreducible
representation and D is the space of linear mappings from V to itself com-
muting with G then D is a division algebra isomorphic to R, C or H, where
H is the group of quaternions. Thus, if D is isomorphic to C or H then V is
nonabsolutely irreducible.

If V is a symplectic representation, a subspace W ⊂ V is G-symplectic if
it is G-invariant and symplectic, and a symplectic representation is irreducible
if it contains no proper G-symplectic subspace. Irreducible symplectic rep-
resentations arise in several types depending on the underlying ordinary rep-
resentation (i.e. forgetting the symplectic structure): firstly if the underlying
representation is not irreducible, then V = V0 ⊕ V0 where V0 is an absolutely
irreducible subspace (which is Lagrangian and one can identify V = T ∗V0).
Secondly, if the underlying representation is irreducible, it must be either com-
plex or quaternionic, and for a given representation of complex type there are
two distinct symplectic representations, which are said to be dual. Any two
symplectic representations whose underlying representations are equivalent
quaternionic are equivalent as symplectic representations. See [MRS88] for
more details.

Zero eigenvalues

Proposition 3.1 Suppose that L ∈ spG(2n) has a nonzero kernel. Then E0,
the generalized eigenspace of 0, is a G-symplectic subspace of R2n.

The structure of the generalized eigenspace and corresponding movement
of eigenvalues is described in the next result.
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Fig. 3.1. The two scenarios for the generic movement of eigenvalues
in steady-state bifurcation: see Theorem 3.2.

Theorem 3.2 (Golubitsky and Stewart [GS86]) Let Lµ be a generic one-
parameter family in spG(2n) such that 0 is an eigenvalue of L0. Then either

(i) the action of G on E0 is nonabsolutely irreducible (in which case
L0|E0 = 0), and the eigenvalues of Lµ lie on the imaginary axis and
cross through 0 with nonzero speed (‘passing’ in Figure 3.1), or

(ii) E0 = V ⊕V , where V is absolutely irreducible (in which case L0|E0 �=
0 but L2

0|E0 = 0) and the eigenvalues cross through 0 going from purely
imaginary to real or vice-versa (‘splitting’ in Figure 3.1).

1:1 resonance

Suppose now that L is part of a one-parameter family and has a pair of purely
imaginary eigenvalues ±iη. By rescaling we can always assume that η = 1.
The generalized eigenspace is denoted E±i; it is a G-symplectic subspace.
We consider two cases, either the eigenvalue i is G-simple (E±i is symplectic
irreducible) or it is of G-multiplicity 2 also called a 1 : 1 resonance. It is cus-
tomary in Hamiltonian systems to distinguish two classes of 1 : 1 resonance:
the 1 : 1 and the 1 : −1 resonances, depending on whether the Hamiltonian is
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definite or indefinite, respectively. The structure of the generalized eigenspace
in the 1 : ±1 resonance is given in the following theorem.

Theorem 3.3 (Dellnitz et al. [DMM92], van der Meer [vdM90])
Let Lµ be a generic one-parameter family in spG(2n) such that L0 has eigen-
values ±i with G-multiplicity 2. Then E±i = U1 ⊕ U2 where for j = 1, 2,
either

(i) Uj is nonabsolutely irreducible; or

(ii) Uj = V ⊕ V , with V absolutely irreducible.

Understanding how eigenvalues may move as a system passes through a
1 : ±1 resonance requires a combination of group-theoretic results along with
the analysis of the Hamiltonian quadratic form defined on the generalized
eigenspace E±i. Since E±i is a symplectic subspace of R2n, the restriction
of the symplectic form ω to E±i is nondegenerate and thus ωi = ω|E±i

is a
symplectic form on E±i. The Hamiltonian Q(z) = ω(z, Lz) is therefore a
non-degenerate quadratic form on E±i.

Recall that there are precisely two isomorphism classes of irreducible sym-
plectic representations for a given complex underlying representation; these
representations are dual to each other [MRS88].

Theorem 3.4 (Dellnitz et al. [DMM92]) With the same hypotheses as in the
theorem above, and with Q the Hamiltonian quadratic form induced on E±i,
precisely one of the following occurs:

(i) U1 and U2 are not isomorphic and the eigenvalues pass independently
along the imaginary axis; Q may be indefinite or definite.

(ii) U1 = U2 = V ⊕ V , V real, or U1 = U2 = W , W quaternionic, the
eigenvalues split, and Q is indefinite.

(iii) U1 and U2 are complex of the same type, the eigenvalues pass and Q is
indefinite.

(iv) U1 and U2 are complex duals and the eigenvalues pass or split depend-
ing on whether Q is definite or indefinite.

The two splitting cases (ii) and (iv) of the theorem correspond to the Hamil-
tonian-Hopf bifurcation which is the Hamiltonian version of the Hopf bifurca-
tion theorem for dissipative systems, see Section 4 below.

In the nonsymmetric case G = 1, E±i = V ⊕ V ⊕ V ⊕ V where V is the
one-dimensional trivial representation. The one-parameter unfolding of the
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Fig. 3.2. Generic movement of eigenvalues in the 1 : −1 resonance:
the splitting case.

normal form for the 1 : −1 resonance is given by

M(µ) =



0 −1 ρ 0
1 0 0 ρ

µ 0 −1
0 µ 1 0


 . (3.1)

where ρ = ±1. This normal form is used in the Hamiltonian-Hopf theorem
without symmetry, Section 4. Note that without symmetry the 1 : 1 resonance
is of codimension 3 (and codimension 2 in time-reversible systems) and so is
not usually considered.

Further information can be found in [MD93] and [Me93], where Melbourne
and Dellnitz extend to symmetric systems both Williamson’s results on normal
forms for linear Hamiltonian systems and Galin’s results on their versal defor-
mations. For example in [Me93] one finds that the normal form for case (ii)
of the theorem above is also given by (3.1), where each scalar is interpreted as
scalar multiplication in V .

3.2 Bifurcation of equilibria

In multiparameter families of Hamiltonian systems, the eigenvalues of the lin-
earization typically cross the imaginary axis leading to bifurcations of equilib-
ria or periodic solutions.

In this section, we look at bifurcations of equilibria. We begin with bifurca-
tions of equilibria in one-parameter families of one degree of freedom Hamil-
tonian systems. Then, we explain how this information is used in bifurcation
diagrams for multiparameter families of one-degree of freedom Hamiltonian
systems. We conclude with some comments on bifurcations in many-degrees
of freedom Hamiltonians. An important tool for the study of Hamiltonian
systems is the Splitting Lemma (or Morse Lemma with parameters) [BG92],
which separates out a nondegenerate part of the function from the remainder.
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µ < 0 µ = 0 µ > 0

Fig. 3.3. Saddle-centre bifurcation with G = 1.

Theorem 3.5 (Splitting Lemma) Let F : RN × Rl → R be a smooth func-
tion. Denote a point in RN × Rl by (x, λ) = (x1, . . . , xN , λ1, . . . , λl), and
suppose that dxF (0, 0) = 0 and that the Hessian matrix d2

xF (0, 0) is non-
degenerate. Then in a neighbourhood of the origin, there is a change of coor-
dinates of the form Ψ(x, λ) = (ψ(x, λ), λ) with ψ(0, 0) = 0, such that

F ◦Ψ(x, λ) =
∑
j

εjx
2
j + h(λ),

where εj = ±1 and h is a smooth function with h(0) = F (0, 0).

In practice h(λ) can be found by solving the equation dxF (x, λ) = 0 for
x = c(λ) (by the implicit function theorem), and then h(λ) = F (c(λ), λ). (Of
course, the change of coordinates cannot in general be taken to be symplectic!)

3.2.1 One degree of freedom: one-parameter family

Let H : R2 × R → R be a smooth generic one degree of freedom Hamilto-
nian function depending on a single parameter µ; such a family will have just
codimension-1 bifurcations. As always in bifurcation theory, the meaning of
“codimension-1” depends on the context, for example on the symmetry. We
illustrate this with three simple examples: G = 1, G = Z2 and G = SO(2).
Let Lµ be the linearization of J∇H and suppose that L0 has a zero eigenvalue.
This corresponds to Theorem 3.2(ii). We discuss the bifurcation diagram for
several group actions.

G = 1: Saddle-centre bifurcation. The trivial group has only a one-
dimensional irreducible representation which is of course absolutely irreducible.



VI. 3 Generic bifurcations near equilibria 371

µ < 0 µ = 0 µ > 0

Fig. 3.4. Supercritical Z2-pitchfork bifurcation.

Therefore, generically E0 = R× R and L0 is nilpotent. Suppose that

L0 =
[
0 1
0

]
, (3.2)

then H(p, q, 0) = q2 + H̃ where H̃ contains terms of degree three and up. By
the Splitting Lemma above, H(p, q, µ) is equivalent to f(p, µ)+q2. The map f

has a fold catastrophe at µ = 0, see Poston and Stewart [PS78]. The universal
unfolding is p3 + µp. The local dynamics for p3 + µp + q2 near (0, 0, 0) is
illustrated by Figure 3.3. This is called the saddle-centre bifurcation.

G = Z2: Pitchfork bifurcation. The group Z2 has one nontrivial irre-
ducible representation which is of dimension one. Therefore it is absolutely
irreducible and E0 = R ⊕ R where Z2 acts by −1 on each copy of R. Thus,
H is Z2-invariant: H(−p,−q, µ) = H(p, q, µ). Let L0 be given by (3.2) then
H(p, q, 0) = q2+H̃ where H̃ contains terms of degree higher than two. Using
the Splitting Lemma above, H is equivalent to f(p, µ) + q2 as in the G = 1
case. However, the universal unfolding must be Z2-invariant, thus the family
of maps is ±p4 + µp2 + q2. The family p4 + µp2 + q2 is a supercritical pitch-
fork bifurcation where a pair of stable centres for µ < 0 coalesce at µ = 0
into one centre at the origin, see Figure 3.2.2. The −p4 + µp2 + q2 case is a
subcritical pitchfork bifurcation, see Figure 3.5, where the bifurcating branch
of equilibria are unstable.

Generally, a bifurcation is subcritical if at the instant of bifurcation (here
µ = 0) the equilibrium is unstable, and supercritical if it is stable.

G = SO(2): The only nontrivial irreducible representation of SO(2) is
two-dimensional of complex type. The action on C is θ.z = emiθz for θ ∈
SO(2) and some m ∈ Z. By Theorem 3.2, E0 = C = R2, the eigenvalues are
purely imaginary and cross 0with nonzero speed. The general SO(2)-invariant
function of two variables is H(p, q) = f(p2+q2) for some smooth function f .
Since L0 is identically zero at µ = 0, then H(p, q) = µ(p2+ q2)+o(p2+ q2).
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µ > 0 µ = 0 µ < 0

Fig. 3.5. Subcritical Z2-pitchfork bifurcation.

In polar coordinates, r2 = p2 + q2, we obtain f(r) = µr2 + o(r2) and so
the unfolding of the generic singularity is given (up to sign) by µr2 + r4. For
µ < 0 the origin is surrounded by periodic solutions. At µ = 0 the bifurcation
occurs and an SO(2)-orbit of equilibria of amplitude

√
µ for µ > 0 is created.

3.2.2 One degree of freedom: two-parameter family

G = 1: the pitchfork revisited. In Z2-symmetric systems the pitchfork
bifurcation is of codimension 1, while if there is no symmetry present then it
is of codimension 2, as we see now. Consider a generic two-parameter family
H(p, q, µ1, µ2) of Hamiltonian functions. One can1 take H(p, q, 0, 0) = q2 +
H̃ where H̃ has terms of degree three and up. By the Splitting Lemma H is
equivalent to f(p, µ1, µ2) + q2. To be of codimension 2, we use f±(p, 0, 0) =
±p4, and then a two-parameter unfolding is f±(p, µ1, µ2) = ±p4+µ1p

2+µ2p.
Notice that µ2 = 0 corresponds to the Z2-pitchforks considered above.

Since dH±(x) = (±4p3 + 2µ1p+ µ2, q), equilibria are solutions of q = 0
and f ′(p, µ1, µ2) = ±4p3 + 2µ1p+ µ2 = 0. The Hessian is[

2 0
0 ±12p2 + 2µ1

]
.

The Hessian is degenerate at µ1 = ∓6p2. Replacing in f ′ we obtain µ2 =
±8p3, thus the cusp ∆ ≡ 8µ3

1 ± 27µ2
2 = 0 is the bifurcation set. Since f ′ is

a cubic polynomial it has at least one real root. The Hamiltonian system has a
saddle-centre on the cusp curve where the number of roots of f ′(p, µ1, µ2) = 0
(ie, of equilibria) jumps from 1 to 3 (or vice-versa).

Typical level contours of H+ are shown in Figure 3.6 as (µ1, µ2) crosses
the bifurcation set from the region with 3 equilibria to the region with 1. The
analogous figure for H− is left to the reader.

G = Ẑ2: the reversible umbilic. Up to now we have only considered bifur-
cations with symplectic symmetries. Hanßmann [H98] studies two-parameter

1 If H(p, q, 0, 0) has no quadratic terms then it is of codimension at least 3
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∆ < 0 ∆ = 0 ∆ > 0

Fig. 3.6. Level contours of H+(p, q, µ1, µ2) (supercritical pitchfork) for
different values of (µ1, µ2) as it crosses the bifurcation curve ∆ = 0.

families of one degree of freedom Hamiltonian with the reversing symmetry
κ.(q, p) = (q,−p) (whence the hat in Ẑ2). In two-parameter families the zero
linearization occurs generically for reversible Hamiltonian systems. The least
degenerate singularities in this case are given by H±(q, p) = p2q∓ 1

3q
3. Hanß-

mann shows that the versal unfolding in this case is a restriction of the umbilic
catastrophe [PS78] given by

H±
µ (q, p) = p2q ∓ 1

3
q3 + µ1(p2 ± q2) + µ2q

(where µ = (µ1, µ2)) and called the reversible umbilic. The upper sign corre-
sponds to the elliptic umbilic and the lower one to the hyperbolic umbilic. We
only consider the hyperbolic reversible umbilic in these notes.

The critical points of H−
µ are given by solutions of p2 + q2 − 2µ1q + µ2 =

p(q + µ1) = 0. The Hessian is given by
[
2(q − µ1) 2p
2p 2(q + µ1)

]
.

Solving for critical points with degenerate quadratic form yields the bifurcation
set given by the union of the parabolas {µ2 = µ2

1} and {µ2 = −3µ2
1}. On the

curve {µ2 = µ2
1} the system has a unique equilibrium at (q, p) = (µ1, 0) with

degenerate Hessian [
0
0 1

]
.

Now (q, p) = (µ1, 0) ∈ Fix(κ) and the kernel of the Hessian lies in Fix(κ),
therefore the Z2-reversing symmetry is not broken and the parabola {µ2 = µ2

1}
is a saddle-centre bifurcation curve. For µ1 �= 0, the system goes from no
equilibria when µ2 > µ2

1 to a saddle and a centre for µ2 < µ2
1.

On the curve {µ2 = −3µ2
1}, the system has a unique equilibrium at (q, p) =

(−µ1, 0) ∈ Fix(κ)with the kernel of the Hessian transverse to Fix(κ). Hence,
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the bifurcation on the parabola {µ2 = −3µ2
1} breaks the Z2(κ)-symmetry and

so is a curve of Hamiltonian pitchfork bifurcation.
The reversing symmetry forces some interesting dynamics. Since the bifur-

cating equilibria are related by the κ symmetry they lie on the same energy
level. By reversibility, they must be connected by a heteroclinic connection.
See Hanßmann [H98] for details and the full bifurcation picture.

3.2.3 Many degrees of freedom Hamiltonian

For Hamiltonian systems with symmetry having more than one degree of free-
dom, one can use reduction methods to determine part or all of the dynamics
in the neighbourhood of an equilibrium point. A symmetry-based reduction
(sometimes called discrete reduction, although the group in question need not
be discrete) is given by the following result.

Proposition 3.6 Let H : V → R be a G-invariant Hamiltonian and let XH
be its associated Hamiltonian vector field. Let K be a compact subgroup of
G acting symplectically. Then, Fix(K) is symplectic and XH leaves it in-
variant; moreover XH |Fix(K) is a Hamiltonian vector field with Hamiltonian
H |Fix(K).

In particular, if dim Fix(K) = 2, then the restricted system is of one degree
of freedom and the dynamics/bifurcations are readily obtained as above. Note
that the compactness of K is essential; for example if K � R acts on (R2, ω)
by t · (x, y) = (x+ ty, y) then Fix(K) = R (the x-axis).

Other reductions to one degree of freedom can be obtained for example by
centre-manifold reduction.

4 Hamiltonian-Hopf bifurcation

A Hamiltonian-Hopf bifurcation occurs when two nonzero imaginary eigen-
values of an elliptic equilibrium collide in a 1 : −1 resonance and move into
the left and right half-planes, see Figure 3.2. It is named in analogy with the
Hopf Bifurcation Theorem of dissipative systems where small amplitude pe-
riodic solutions bifurcate from an equilibrium that loses stability as a pair of
complex eigenvalues cross the imaginary axis.

The existence of periodic solutions in the Hamiltonian-Hopf bifurcation was
first established by Meyer and Schmidt [MS71], and then later by van der
Meer [vdM85] who was the first to study its equivariant version [vdM90]. Re-
cently, Chossat, Ortega and Ratiu [COR02] extended the Hamiltonian-Hopf
Theorem to include relative periodic orbits.
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We begin with the nonsymmetric case. For a generic one-parameter fam-
ily of Hamiltonians, the generalized eigenspace E±i at a 1 : −1 resonance
is of dimension four. We restrict our study of this bifurcation to the fam-
ily (R4, ω, 1,Hµ) with µ ∈ R (this reduction can be obtained by Lyapunov-
Schmidt reduction or restriction to the centre manifold). Since the eigenvalues
are far from 0, the equilibrium is non-degenerate and there is no bifurcation of
equilibria in this family; we can therefore assume the origin is an equilibrium
point for all µ. The following points are used implicitly in the statement of the
theorem.
• Let (x, y) ∈ R4 where x = (x1, x2) and y = (y1, y2), with symplectic

form ω = dx1 ∧ y1 + dx2 ∧ dy2, and the origin is an equilibrium point of
Hµ for all values of µ. Let H2,µ denote the quadratic part of Hµ, then the
linearization at µ = 0, see matrix (3.1), implies that

H2,µ(x, y) = S +N + µP.

where S = x1y2 − x2y1 (the semisimple part of H2,0), N = 1
2 (x

2
1 + x2

2)
(the nilpotent part) and P = 1

2 (y
2
1 + y2

2). For µ < 0 the linear system has
two distinct pairs of imaginary eigenvalues, so the nonlinear system has 2 non-
linear normal modes, while for µ > 0 the eigenvalues all have non-zero real
part, so there are no nonlinear normal modes; indeed no periodic orbits in a
neighbourhood of the origin. The problem is to describe this transition.
• The dynamics near equilibrium solutions is understood using Birkhoff nor-

mal form [CS86, ETBCI]. We denote by (R4, ω,S1, H̃µ) the Hamiltonian sys-
tem of the symplectic Birkhoff normal form H̃ of (R4, ω, 1,Hµ) up to some
finite order k.

H̃(x, y, µ) = H2(x, y, µ) + H̃4(S, P ) + · · ·+ H̃k(S, P ), (4.1)

where S = S(x, y) = x1y2 − x2y1 and P = P (x, y) = 1
2 (y

2
1 + y2

2), and H̃k
is homogeneous of degree k in x, y. We also write N = 1

2 (x
2
1 + y2

1).

Theorem 4.1 (Hamiltonian-Hopf Bifurcation) Suppose that the family
(R4, ω, 1,Hµ) of Hamiltonian systems has, at µ = 0, imaginary eigenval-
ues in 1 : −1 resonance. If the coefficient, a of P 2 in H̃4 is nonzero then for
each k > 0 there is a neighbourhood of the origin in R4 × R in which the set
of short periodic solutions of the system (R4, ω, 1,Hµ) is Ck-diffeomorphic to
the set of short periodic solutions of the system (R4, ω,S1, S +Gν) with

Gν(x, y) = N + νP + aP 2. (4.2)

A point z lies on a short periodic solution of (R4, ω,S1, S+Gν) if and only
if it is a critical point of the “energy-momentum map” (S, S +Gν), and so of
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µ < 0
E E

µ = 0 µ > 0

(i)

µ < 0 µ = 0 µ > 0

(ii)

Fig. 4.1. Families of periodic orbits in the two scenarios of the
Hamiltonian-Hopf bifurcation. The small dot represents the origin.

the map (S,Gν). There are two possible scenarios for the structure of the set
of periodic orbits, according to the sign of a.

Theorem 4.1 (continued) Let a be the coefficient of P 2 in the normal form
(4.1) for Hµ.

(i) If a > 0, then for µ < 0 the 2 nonlinear normal modes are globally
connected in a single compact family; as µ→ 0− this family collapses
to the origin and disappears.

(ii) If a < 0, then for µ < 0 the two nonlinear normal modes are distinct
in a neighbourhood of the origin, intersecting only at the origin. As µ

passes through 0 they pull away from the origin as a single family.

The “pulling away from the origin” in case (ii) is similar to that of a 1-
sheeted hyperboloid pulling away from the origin as it deforms from a cone,
though the analogy cannot be taken very far.

The two cases (i) and (ii) are illustrated in Figures 4.1 (i) and (ii) respectively
and are sometimes referred to as the subcritical and supercritical Hamiltonian-
Hopf bifurcations. However, the reader should beware that the nomenclature is
not universally consistent. Iooss and Pérouème [IP93] refer to (i) as supercrit-
ical and (ii) as subcritical, while Hanßmann and van der Meer [HM02] have it
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the other way round. The lectures of Cushman in this book use Hanßmann and
van der Meer’s convention. The illustrations in Figure 4.1 show the images in
energy-momentum space of the families of periodic orbits.

Recall that for a non-resonant elliptic equilibrium, the nonlinear normal
modes are also elliptic sufficiently close to the equilibrium point. In the bi-
furcation of type (i) for fixed µ < 0, when the equilibrium is elliptic, if one
follows the compact family of periodic orbits emanating from the origin along
one nonlinear normal mode and returning along the other, there is a transition
from elliptic to hyperbolic periodic orbits, and then back to elliptic again; Iooss
and Pérouème [IP93] refer to the transition points as Eckhaus points, marked
E on Figure 4.1(i). There are therefore hyperbolic periodic orbits in any neigh-
bourhood of the origin (x, y, µ) = (0, 0, 0) in R4×R (and Iooss and Pérouème
also show that in the reversible setting there are orbits homoclinic to certain hy-
perbolic periodic orbits; presumably this would be true also in the Hamiltonian
setting, but to our knowledge this has not been checked). An example of both
supercritical and subcritical Hamiltonian-Hopf bifurcations are mentioned in
Cushman’s lectures (Section C.4). Finally, Sokol′skiı́ has shown [So74]1 that
at the bifurcation point µ = 0, the Hamiltonian-Hopf case (ii) scenario (a < 0)
has an unstable equilibrium, while in the other scenario the origin is formally
stable, meaning that the equilibrium is stable for the dynamics of the normal
form approximation at any order.

Symmetric Hamiltonian-Hopf

As in the equivariant Weinstein-Moser theorem (Theorem 2.1) periodic solu-
tions with spatio-temporal symmetries are found by considering the action of
G×S1, this time on the bifurcation eigenspace E±i. The equivariant version of
Theorem 4.1 is obtained by finding four dimensional fixed point subspaces of
the action of G×S1 and showing that the hypotheses of Theorem 4.1 are satis-
fied for the fixed point subspace. The S1 action is generated by the semisimple
part of H2,0 on E±i.

So, we consider a one-parameter family of Hamiltonian systems
(R2n, ω,G,Hµ) with nontrivial symmetry G, and we will suppose for sim-
plicity that E±i = R2n.

Lemma 4.2 Let Σ be an isotropy subgroup of G× S1, so that Fix(Σ) �= {0}.
Then dim Fix(Σ) ≥ 4 and the restriction of XH2,0 to Fix(Σ) gives rise to a
1 : −1-resonance.

Lemma 4.2 guarantees that on each nonzero fixed point subspace of the

1 the lecturer would like to thank Ken Meyer for pointing this out to him



378 VI Symmetric Hamiltonian Bifurcations

action of G×S1 the movement of eigenvalues on the subspace does correspond
to a Hamiltonian-Hopf bifurcation. The result is the following.

Theorem 4.3 (Hamiltonian-Hopf Theorem with symmetry [vdM90])
Let Σ be an isotropy subgroup of G × S1 with dim Fix(Σ) = 4. Let aΣ

be the coefficient of P 2 in the normal form of H0 on Fix(Σ). Then, provided
aΣ �= 0, the same two scenarios occur as for the ordinary Hamiltonian-Hopf
bifurcation, according to the sign of aΣ. Moreover the resulting periodic orbits
all have spatio-temporal symmetry at least Σ.

An example of Hamiltonian-Hopf bifurcation with symmetry occurs in mod-
els of point vortices on the sphere, see Laurent-Polz [LP00].

Remark 4.4 In the Hamiltonian-Hopf bifurcation, for µ > 0 the eigenvalues
have non-zero real parts so there is a stable manifold and an unstable manifold
for the equilibrium point, while for µ < 0 the system is elliptic and there are no
such manifolds. In an interesting recent paper McSwiggen and Meyer [MM03]
have studied this transition and shown that there are again two scenarios that
mirror quite remarkably the two scenarios for the nonlinear normal modes.
One would expect to have similar behaviour in the symmetric case, but to our
knowledge this has not been checked.

Hamiltonian-Hopf and Relative Periodic Orbits

Here we describe very briefly a result of Chossat, Ortega and Ratiu [COR02]
which extends the results described above to finding relative periodic orbits.
A trajectory γ(t) of a dynamical system is periodic if γ(T ) = γ(0) for some
T > 0, and it is a relative periodic orbit (or RPO) if there is an element g ∈ G

and T > 0 such that γ(T ) = g · γ(0). As usual T is called the period, and g is
called the phase.

The authors investigate the situation in which a point x0 is a non-degenerate
equilibrium point of a G-invariant Hamiltonian system H0 with eigenvalues
±iν, for which the generalized eigenspace E±iν is such that it decomposes as
the sum of two symplectic irreducibles of complex dual type for the G × S1-
action, where the S1-action is that derived from the linearization on E±iν ;
write E±iν = U1 ⊕ U2. As described in Theorem 3.4(iv) this hypothesis is
generic for a 1-parameter family of G-invariant Hamiltonians. Furthermore
Hµ is assumed to be a generic G-invariant deformation of H0, which is an
assumption on the movement of the eigenvalues as they collide (Figure 3.2
(p. 369)).

Let S be the unit sphere of V ; it is G× S1 invariant and of odd-dimension.
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For ξ ∈ g let Gξ denote the isotropy subgroup of ξ under the adjoint action.
The main result of Chossat, Ortega and Ratiu is

Theorem 4.5 With the setup and genericity assumptions described above then
for each ξ ∈ g sufficiently small there is a smooth Gξ × S1-equivariant vector
field on the sphere S such that on each energy level near x0 and for each
relative equilibrium of the vector field, there is a value of µ ≈ 0 for which
there is a relative periodic point of Hµ with phase exp(Tξ) for some T ≈ 2π.

It is possible to use topological methods to estimate the minimal possible
numbers of relative equilibria of Gξ×S1 equivariant vector fields. In particular
it is always positive, since S1 acts freely on S, so the Gξ×S1 equivariant vector
field on S descends to a Gξ-equivariant vector field on S/S1. This orbit space
S/S1 has non-zero Euler characteristic so every vector field there has a zero
(it is diffeomorphic to a complex projective space).

The proof is based on the reduction method of Vanderbauwhede and van der
Meer [VvdM]. The reader should beware that the paper [COR02] mis-states
the result by saying that each RPO exists for every value of µ rather than for
some value of µ. It would be interesting to understand better the behaviour of
the RPOs as µ is varied.

As we have seen, a considerable amount is known about the Hamiltonian-
Hopf bifurcation (the ”splitting” cases of Theorem 3.4). On the other hand,
very little is known about the passing cases, probably because it is of higher
codimension if there is no symmetry present: namely codimension 3, and codi-
mension 2 in reversible systems.
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PART II: LOCAL DYNAMICS NEAR RELATIVE EQUILIBRIA

5 Momentum map and reduction

5.1 Noether’s theorem

Emmy Noether’s theorem associates to any 1-parameter group of symmetries
a conserved quantity for the dynamics. For a “several-parameter” group, there
are correspondingly several conserved quantities, which together are called the
momentum map.

Given a symplectic action of a group G, a map J : P → g∗ is called a
momentum map if XJξ = ξP for each ξ ∈ g, where Jξ(x) = 〈J(x), ξ〉,
x ∈ P . The defining equation for the momentum map is

〈dJx(v), ξ〉 = ωx(v, ξP(x))

for all x ∈ P , v ∈ TxP and ξ ∈ g (the Lie algebra of G). The momentum map
is thus defined up to a constant, and Im(dJx) = g◦x ⊂ g∗ (where g◦x denotes
the annihilator of gx in g∗). It follows that the momentum map is a submersion
in a neighbourhood of any point where the action is locally free (i.e., where
gx = 0).

The momentum map always exists locally, but to ensure the global existence
of the momentum map one needs some hypothesis such as semisimplicity of
the group, or simple connectedness of the phase space (see [GS84]).

Theorem 5.1 (Noether) Let H be a G-invariant Hamiltonian on P with a
momentum map J. Then J is conserved on the trajectories of the Hamiltonian
vector field XH .

Proof. Differentiating the G-invariance condition, we get dH · ξP = 0. Since
dH · ξP = {H,Jξ} = −{Jξ,H} = −dJξ ·H , the functions Jξ are conserved
on the trajectories of XH for every ξ in g. �

5.2 Equivariance of the momentum map

Given a symplectic action of G on P and a momentum map J : P → g∗, one
can construct an action of G on g∗ such that the momentum map is equivariant
with respect to these actions. Usually, but not always, this turns out to be the
coadjoint action of G on g∗. The construction was found by Souriau [S70],
and proceeds as follows. Let θ be the cocycle

θ : G → g∗

g 
→ J(g · x)− Coadg J(x)
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This map is well-defined if θ(g) is independent of x, which it is provided P is
connected. We then define the modified coadjoint action by

Coadθg µ := Coadg µ+ θ(g)

A short calculation shows that it is indeed an action.

Theorem 5.2 (Souriau) Let the Lie group G act on the connected symplectic
manifold P in such a way that there exists a momentum map J : P → g∗.
Then J is equivariant with respect to the modified coadjoint action on g∗:

J(g · x) = Coadθg J(x)
Furthermore, if G is either semisimple or compact then the momentum map
can be chosen such that θ = 0.

For proofs see [S70], and [GS84] for semisimple groups, and [Mo97] for com-
pact groups.

Remark 5.3 The above arguments can be extended to semisymplectic actions
(see the introduction to these lectures). If χ : G→ Z2 is the temporal charac-
ter, then one defines the χ-twisted coadjoint action by

Coadχg µ = χ(g)Coadg µ, (5.1)

and similarly Coadχ,θg µ and everything then follows as before [MR00].

5.3 Reduction

By Noether’s theorem the dynamics preserve the level sets of the momentum
map J. It is then natural to study the dynamics on one level set at a time. How-
ever, these level sets are not in general symplectic manifolds and the induced
dynamics are therefore not Hamiltonian. But, if one passes to the orbit space1

of one of these level sets, then the resulting space is symplectic (provided the
action is free and proper).

Let µ ∈ g∗ and Gµ be the isotropy subgroup of the modified coadjoint
action:

Gµ = {g ∈ G | Coadθg µ = µ}.
For example, if G = SO(3) and µ �= 0, Gµ is the set of rotations with axis
〈µ〉 and so is isomorphic to SO(2), while G0 = SO(3).

1 that is, identify points in the level sets which lie in the same group orbit
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By the equivariance of the momentum map, Gµ acts on the level set J−1(µ).
We can then define the (Meyer-Marsden-Weinstein) reduced space Pµ to be:

Pµ = J−1(µ)/Gµ.

Refer to Ratiu’s lectures for details (and see also [MR] and [OR]). Since G acts
freely, Pµ is a smooth manifold. Moreover it is symplectic with symplectic
form ωµ given by ωµ(π(u), π(v)) = ω(u, v), where u, v ∈ TpP and π is the
projection TpP → Tp Pµ.

Given an invariant Hamiltonian H , its restriction to J−1(µ) is invariant un-
der Gµ, and so determines a well-defined function on Pµ, the reduced Hamil-
tonian denoted Hµ. The dynamics induced on the reduced space is determined
by a vector field Xµ which is defined by dHµ = ωµ(−,Xµ).

Recall that Pµ is diffeomorphic to J−1(Oµ)/G where Oµ is the coadjoint
orbit through µ. One defines the orbit momentum map J : P/G→ g∗/G by:

P J−−−−−→ g∗�
�

P/G J−−−−−→ g∗/G

where the vertical arrows are the quotient maps. Then the reduced spaces are
the fibers of J .

Now, we introduce the notion of symplectic slice to provide a local model
for the reduced spaces. Recall that a slice to a group action at a point p ∈ P is
a submanifold S through p satisfying TpS ⊕ g · p = TpP . If Gp is compact, it
can be chosen to be Gp-invariant and then S/Gp provides a local model for the
orbit space P/G. If G acts by isometries, one usually chooses TpS = N =
g.p⊥ (the normal space to the group orbit).

Definition 5.4 Suppose Gp is compact. Let N be a Gp-invariant subspace
satisfying TxP = N ⊕ g · p. We then define the symplectic slice to be

N1 := N ∩Ker(dJ(p)).

Again, if G acts by isometries, one usually chooses N = (g · p)⊥. Note that
(g · p)⊥ ∩Ker(dJ(p)) = (gµ · p)⊥ ∩Ker(dJ(p)), and so one can choose the
right hand space to be the symplectic slice.
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6 Relative equilibria

6.1 Definition and properties of relative equilibria

A point xe ∈ P is called a relative equilibrium if for all t there exists gt ∈ G

such that xe(t) = gt ·xe, where xe(t) is the dynamic orbit of XH with xe(0) =
xe. In other words, the trajectory is contained in a single group orbit. There are
different ways to define relative equilibria as the following proposition shows.

Proposition 6.1 Let J be a momentum map for the G-action on P and let H
be a G-invariant Hamiltonian on P . Let xe ∈ P and µ = J(xe). The follow-
ing assertions are equivalent:
i) xe is a relative equilibrium
ii) the group orbit G · xe is invariant under the dynamics
iii) there is a ξ ∈ g such that xe(t) = exp(tξ) · xe
iv) there is a ξ ∈ g such that xe is a critical point of the augmented Hamilto-
nian:

Hξ(x) = H(x)− 〈J(x), ξ〉

v) xe is a critical point of the restriction of H to J−1(µ)
vi) the image xe ∈ Pµ of xe is a critical point of the reduced Hamiltonian Hµ.

Remarks 6.2 • The vector ξ appearing in (iii) is called a velocity of the rela-
tive equilibrium, it is the same as the vector appearing in (iv). Of course, for
all η ∈ gxe

, ξ + η is also a velocity of xe. However, with N = NGµ
(Gxe

),
the normalizer of Gxe

in Gµe
, and given a Gxe

-invariant inner product on
nµ := Lie(N), one can define the angular velocity of xe to be the component
of ξ in g⊥xe

, the orthogonal complement of gxe
in nµ. With this setting, the

angular velocity is unique (see [Or98]).
• Note that (iii) implies that relative equilibria cannot meander around a group
orbit: they must move in a rigid fashion. For N -body problems in space, the
relevant group is SO(3) and relative equilibria are therefore motions where the
shape of the body doesn’t change, and these motions are always rigid rotations
about some axis.
• If J−1(µ) is singular, then it has a natural stratification (see [SL91]) and the
condition in assertions (iv) and (v) should be interpreted as being a stratified
critical point; that is all derivatives of H along the stratum containing xe vanish
at xe.

Proof. The logic goes as follows:
i)⇒ ii)⇒ iv)⇒ iii)⇒ i) and iv)⇒ v)⇒ vi)⇒ i).



384 VI Symmetric Hamiltonian Bifurcations

First assume (i), let xe be a relative equilibrium and let x = k · xe, k ∈ G.
By G-equivariance of XH , x(t) = k · xe(t) and then x(t) = kgtk

−1x, x is a
relative equilibrium , which is (ii).

Next, assume (ii). From (ii), we have xe(t) ∈ G ·xe for all t. So XH(xe) =
Txe
(G · xe) = g · xe and there is a ξ ∈ g such that XH(xe) = ξP(xe). By

definition of the momentum map, XJξ = ξP and then XH−Jξ(xe) = 0. Since
w(XH , ·) = dH , it turns that xe is a critical point of Hξ, which is (iv).

Assume (iv). Let ϕt and ψξt be the flows of H and Jξ respectively, so
ψξt (xe) = exp(tξ) ·xe. Since H is G-invariant, ϕt and ψξt commute, it follows
that ϕt ◦ ψξ−t is the flow of H − Jξ. The critical point xe of Hξ is therefore
fixed by ϕt ◦ ψξ−t, and so ϕt(xe) = ψξt (xe) = exp(tξ) · xe which is (iii).

Clearly, (iii) implies (i).
Assume (iv). If J−1(µ) is a manifold, (v) follows from the Lagrange multi-

pliers theorem. If J−1(µ) is singular, then gxe
�= 0 since Im(dJ(x)) = g◦x ⊂

g∗. By the theorem of Sjamaar and Lerman [SL91], J−1(µ) is stratified by the
subsets P(K) = {x ∈ P | Gx is conjugate to K} where K is a subgroup of
G. Let PGx

be the set of points with isotropy precisely Gx, this is an open
symplectic submanifold of Fix(Gx,P) containing x. Let N(Gx) be the nor-
malizer of Gx in G and L = N(Gx)/Gx, L acts on PGx

. The subsystem
(PGx

, H̃, ω̃, L) is Hamiltonian. Let JL : PGx
→ Lie(L)∗ the corresponding

momentum map, JL is a submersion since L acts freely on PGx
, thus J−1

L (µ)
is a manifold, and so we can apply the regular case. The result follows then
from the Principle of Symmetric Criticality (see Section 6.2 for a statement).

That (v) implies (vi) follows by passing to the quotient. Finally (vi) implies
that the equivalence class xe is a fixed equilibrium of the reduced dynamics.
Then xe(t) lies in G · xe for all t and this is (i). �

Proposition 6.3 Let xe be a relative equilibrium with angular velocity ξ and
µ = J(xe). Then

Coadθexp(tξ) µ = µ.

Proof. This is simply because J is equivariant, exp(tξ) generates the motion
and µ is conserved. �

For G = SO(3), this implies that ξ and the momentum vector are parallel
vectors, but for the Euclidean group the corresponding relationship is more
complicated.
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6.2 How does one locate relative equilibria?

From Proposition 6.1, relative equilibria are critical points of the Hamiltonian
restricted to the level sets of the momentum map, so results on critical point of
G-invariant functions are of particular interest. Mainly, these results are due to
Palais [P79] and Michel [Mi71].

Let G be a Lie group and H : P → R a G-invariant function. Assume that
G is either compact or acts isometrically on P Riemannian. The Principle of
Symmetric Criticality [P79] claims that if the directional derivatives dHx(u)
vanish for all directions u at x tangent to Fix(K,P), then directional deriva-
tives in directions transverse to Fix(K,P) also vanish. In particular, any iso-
lated point of Fix(K,P) is a critical point of H . In our context of Hamiltonian
system with symmetry, one obtains the following theorem as a corollary of the
Principle of Symmetric Criticality. Recall that if G acts semisymplectically,
we denote by G+ the subgroup (of index 2) of elements acting symplectically.

Theorem 6.4 Let G act semisymplectically on P . Suppose x ∈ Fix(K,P) for
some subgroup K of G, and µ = J(x). If x is an isolated point in Fix(K,P)∩
J−1(µ), then x is a relative equilibrium. If in addition K < G+, then x is a
fixed equilibrium.

Note that equilibria derived by this theorem do not depend on the form of
the Hamiltonian, they depend only on the action of the symmetry group on
the phase space. Note also that this result uses the fact that H is G-invariant,
and not that G acts symplectically. In the examples of Section 8, we use this
theorem with antisymplectic symmetries (g∗ω = −ω) as well as symplectic
ones.

This theorem provides relative equilibria with large isotropy subgroups, and
hence is not usually sufficient to determine bifurcating branches of relative
equilibria since symmetry-breaking occurs at a bifurcation.

One way to find these relative equilibria with less symmetry is to determine
critical points of the restriction of H|Fix(K,P) to J−1(µ) (using Lagrange mul-
tipliers for example). Indeed by the Principle of Symmetric Criticality, we
have determined critical points of the restriction of H to J−1(µ) which are
precisely relative equilibria.

As we shall see in Section 7, one can also determine relative equilibria in
a neighbourhood of a zero-momentum relative equilibrium by a bifurcation
argument.
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6.3 Stability

When one has found a relative equilibrium, a natural question arises: is it
stable? We first review different definitions of stability in Hamiltonian systems
of finite dimension.

Let x0 be a fixed equilibrium of an Hamiltonian dynamical system and L0

the matrix of the linearized system at x0. The equilibrium x0 is said to be
spectrally stable if the eigenvalues of L0 all lie on the imaginary axis. If in
addition L0 is semisimple, the equilibrium is said to be linearly stable. To
end, an equilibrium x0 is said to be Lyapunov stable if for any neighbourhood
U of x0, there is a neighbourhood V of x0, V ⊂ U such that any trajectory
which intersects V remains in U for all time. Note that Lyapunov stability is
interesting for nonlinear dynamics; for a linear system Lyapunov stability is
equivalent to linear stability.

These different concepts are related:
• Linear stability implies spectral stability, but the converse is not true as reso-
nance can generate instabilities.
• Lyapunov stability implies spectral stability. Note that spectral instability
implies Lyapunov instability, and this is therefore a way to prove Lyapunov
instability.

In order to prove Lyapunov stability, one has the Lagrange-Dirichlet crite-
rion: If the Hessian matrix d2H(x0) is positive- or negative-definite, then the
equilibrium x0 is Lyapunov stable. Indeed, a use of the Morse Lemma states
that the level sets of H near the equilibrium are topologically spheres, and by
conservation of energy, if a trajectory starts on one of these spheres, it remains
on it. (See the lectures of Meyer.)

For relative equilibria, the previous definitions of stability are not suitable
since relative equilibria which are not fixed equilibria are unstable in some
directions tangent to the group orbit. The appropriate concept of stability is
stability modulo a subgroup as follows. Let K be a subgroup of G; a relative
equilibrium xe is said to be stable modulo K, if for all K-invariant open neigh-
bourhoods V of K · xe there is an open neighbourhood U ⊆ V of xe such that
the trajectory through any point of U is entirely contained in V .

One would like an analogue of the Lagrange-Dirichlet criterion for the sta-
bility of relative equilibria. In the case of a free and proper action with µ

regular, this was obtained by the energy-momentum method of Arnold and
Marsden (see [Ma92] and reference therein). This result was extended by
Patrick [Pa92] to allow locally free actions µ not regular and more importantly
concluding not only G-stability but Gµ-stability. More recently, the freeness
assumption was dropped as the following theorem shows. The lack of freeness
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means that the velocity ξ of a relative equilibrium xe is no longer unique, but
only unique modulo gxe

. Given a Gµ-invariant inner product on g the orthog-
onal angular velocity is the unique angular velocity ξ ∈ g⊥

xe
.

Theorem 6.5 (Lerman, Singer [LS98], Ortega, Ratiu [OR99])
Let G act properly on P , xe be a relative equilibrium with orthogonal angular
velocity ξ, and µ = J(xe). Suppose further that:

i) Gµ acts properly on P and g,
ii) the restriction of the Hessian d2Hξ(xe) to the symplectic slice N1 is

definite.
Then xe is Lyapunov stable modulo Gµ.

6.4 Persistence

Given a relative equilibrium, one asks if the relative equilibrium persists; that
is, if there are also nearby relative equilibria for nearby values of the momen-
tum map. First, we give two definitions:

Definition 6.6 A relative equilibrium xe is said to be non-degenerate if the re-
striction of the Hessian d2Hξ(xe) to the symplectic slice N1 is a non-degenerate
quadratic form.

Definition 6.7 A point µ ∈ g∗ is a regular point of the (modified) coadjoint
action if in a neighbourhood of µ all the isotropy subgroups are conjugate.

For G = SO(3), all points of g∗ � R3 are regular except the origin. The
following theorem due to Arnold [A78] was the first result on persistence. The
proof is an application of the implicit function theorem.

Theorem 6.8 (Arnold) Let xe be a non-degenerate relative equilibrium and
suppose that G acts freely in a neighbourhood of xe, and that µ = J(xe) is a
regular point of the (modified) coadjoint action. Then in a neighbourhood of
xe there exists a smooth family of relative equilibria parametrized by µ ∈ g∗.

Again, this result was extended by Patrick [Pa95] who showed one need not
assume that µ is regular, but only that Gµ ∩ Gξ is abelian (it always contains
a maximal torus of G) together with non-degeneracy of the reduced hamilto-
nian. He concludes that the set of relative equilibria forms a submanifold of
dimension dimG + rankG. This has been extended further by Lerman and
Singer [LS98].
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Theorem 6.9 (Lerman, Singer [LS98]) Let G act properly on P , xe be a rel-
ative equilibrium with angular velocity ξ, and µ = J(xe). Suppose further
that:

i) Gµ is a compact Abelian group,
ii) the restriction of the Hessian d2Hξ(xe) toKer dJ(µ) is of maximal rank.

Then there exists a symplectic manifold M of relative equilibria passing through
xe of dimension dimG+dimGµ−2 dimGxe

. Furthermore, if the restriction
of the Hessian d2Hξ(xe) to the symplectic slice N1 is definite, then a neigh-
bourhood of xe in M consists of relative equilibria which are Lyapunov stable
modulo subgroups conjugate to Gµ.

Note that if G is compact, then for a generic µ ∈ g∗, Gµ is a torus and so
hypothesis (i) of the theorem holds for generic µ.

These theorems do not provide information about the symmetry of the rel-
ative equilibria of the manifold. Such a result is given in the thesis of Ortega
[Or98]. Another extension of Arnold’s and Patrick’s theorems has been ob-
tained by Patrick and Roberts [PR00] which, again for free actions, describes
a stratification of the set of relative equilibria near a given one, depending on
Gµ and Gξ. A statement of their theorem would take us too far afield.

For the case of extrema of Hµ, one has the following persistence result
which does not rely on any regularity hypotheses; however it gives no infor-
mation about the structure of the set of relative equilibria.

Theorem 6.10 (Montaldi [Mo97], Montaldi, Tokieda [MT03]) Let G act
properly on P and xe ∈ J−1(µ) be a relative equilibrium, with Gµ compact.
Suppose [xe] ∈ Pµ is an extremum of the reduced Hamiltonian Hµ. Then there
is a G-invariant neighbourhood U of xe such that, for all µ′ ∈ J(U) there is a
relative equilibrium in U ∩ J−1(µ′).

7 Bifurcation from zero-momentum state

In this section we present some methods to analyse bifurcations from a relative
equilibrium with momentum zero. For details and complements, we refer to
papers of Montaldi [Mo97] and Montaldi-Roberts [MR99].

Let xe be a non-degenerate relative equilibrium with J(xe) = 0 and Gxe
=

0 (i.e. locally a free action). Since the momentum is zero, the symplectic slice
can be identified with P0. From the Marle-Guillemin-Sternberg normal form
([GS84]), we have locally near xe:

P/G � P0 × g∗
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The orbit momentum map becomes:

J : P/G � P0 × g∗ −→ g∗/G
(y, ν) 
−→ Oν

and (locally) Pµ � P0 × Oµ since Pµ = J−1(Oµ). In many applications,
in this decomposition P0 corresponds to shape dynamics and g∗ to rigid body
dynamics. Of course, the two are highly coupled.

By hypothesis, xe is a non-degenerate critical point of the restriction of H :
P0 × g∗ → R to P0 × {0}. Thus by the implicit function theorem, for each ν,
the function H(·, ν) has a critical point y = y(ν). Then define h : g∗ → R by

h(ν) = H(y(ν), ν).

An easy exercise shows that the restriction of h to Oµ has a critical point at
ν if and only if the restriction of H to Pµ has a critical point at (y(ν), ν).
The problem is therefore reduced to one of finding critical points of a function
on coadjoint orbits. One can use Morse theory or Lyusternik-Schnirelman
techniques to estimate the number of critical points, and so the number of
bifurcating relative equilibria.

We assumed that Gxe
is trivial. However, if Gxe

is finite, the same argument
applies, but now the resulting function h : Oµ → R is Gxe

invariant. Here Gxe

is acting (semi)symplectically by the modified coadjoint action. Moreover, if ν
is a critical point of h with isotropy K < Gxe

, then the corresponding relative
equilibrium also has isotropy group K. Analogous to Theorem 6.4, we have
the following theorem.

Theorem 7.1 (Montaldi, Roberts [MR99]) Let xe be a non-degenerate rel-
ative equilibrium with J(xe) = 0, and K be a subgroup of Gxe

. Suppose
further that Gxe

is finite. Then an isolated point of Fix(K,Oµ) with µ close
to zero, corresponds to a relative equilibrium with isotropy containing K.

For an application of this theorem to point vortices on a sphere, see Section 8.3.
In [MR99], the stability of the bifurcating relative equilibria is also calculated
using these methods. In the case of a relative equilibrium with a non-zero mo-
mentum, one can also give a lower bound of the number of relative equilibria
on the nearby reduced spaces (see [Mo97]).

Remark 7.2 Since the function h is defined on g∗, its differential at any point
dh(ν) ∈ g. If ν is a critical point of the restriction of h to Oν , so ν is a
relative equilibrium, then dh(ν) is in fact the angular velocity of the relative
equilibrium in question, [Mo97].
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8 Examples

In this section, we apply the previous work to three symmetric Hamiltonian
systems:
•Molecules (as classical mechanical systems)
• Point vortices in the plane
• Point vortices on the sphere

where a point vortex is an infinitesimal region of vorticity in a 2-dimensional
fluid flow.

The study of molecules is of interest in molecular spectroscopy, while point
vortices are of interest in modelling concentrated region of vorticity such as
hurricanes. Note that the action of the symmetry group is free and proper in
these three examples (if one has more than 2 vortices on the sphere).

8.1 Molecules

We consider a molecule consisting of N atoms. We take advantage of the
Born-Oppenheimer approximation, which means essentially that we ignore the
movement of the electrons. We obtain a model for the nuclei alone, interacting
via a potential energy function which incorporates the effects of the electrons.
The configuration space is R3N and the phase space is P = T ∗R3N = R6N .
After fixing the centre of mass at the origin, the dimension of the phase space
becomes 6N − 6.

Let mi, qi and pi = miq̇i be respectively the mass, the position and the
momentum of the ith nucleus. The Hamiltonian of the system is given by:

H =
∑
i

1
2mi

|pi|2 + V (q1, . . . , qN )

where V is the potential energy due to the electronic bonding between the
nuclei. In the absence of external force, V is O(3)-invariant, and so is the
Hamiltonian. Moreover, if some nuclei are identical, then a subgroup Σ of the
permutation group SN acts on the set of the nuclei, and Σ leaves H invariant.
As with any classical Hamiltonian system of the form “kinetic + potential”,
the system is time reversible: H is invariant under the involution τ : (p, q) 
→
(−p, q). Finally, the Hamiltonian is Ĝ-invariant where Ĝ = O(3) × Σ × Zτ2 .
Here we use Ĝ for a semisymplectic group action, whose symplectic part is G;
the temporal character is just the projection χ : O(3)× Σ× Zτ2 → Zτ2 .

The SO(3)-symmetry leads to the following momentum map (see Ratiu’s
lectures for how to compute a momentum map when P is a cotangent bundle):

J =
∑
i

qi × pi
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where we identified so(3)∗ with R3 (this is of course the usual angular momen-
tum for a collection of particles in R3). The momentum map is equivariant with
the SO(3)-coadjoint action (Theorem 5.2), but it is also Ĝ-equivariant with the
following action on so(3)∗ � R3:

(A, σ, τk) · µ = (−1)k det(A)Aµ

where (A, σ, τk) ∈ Ĝ = O(3) × Σ × Zτ2 , see equation (5.1). The action of
O(3)×Σ is not free, however the action of SO(3) is free away from collinear
configurations. We obtain the following theorem using Section 7. Let the axis
of reflection be the line through the origin perpendicular to the plane fixed by
the reflection.

Theorem 8.1 ([MR99]) Consider a molecule with a non-degenerate equilib-
rium with symmetry group Γ < O(3)×Σ. There exists µ0 > 0 such that for all
µ ∈ R3 with |µ| < µ0 there are at least 6 relative equilibria with momentum
µ. Moreover, for each axis l of rotation or reflection in Γ, there are two relative
equilibria rotating around the axis l with angular momentum µ, one rotating
in each direction.

The minimum of 6 relative equilibria is a consequence only of time reversal
symmetry, and thee relative equilibria are similar to the six occurring for the
rigid body.

For example, the methane molecule CH4 has a tetrahedral symmetry, it has
7 axes of rotation and 6 axes of reflection. By the theorem, there are 26 families
of relative equilibria bifurcating from the tetrahedral equilibrium. This result
depends only on the tetrahedral symmetry, so it is also true for a molecule such
as P4 (white phosphorous).

However, the stability analysis depends on the molecule in question, this is
carried out in [MR99]. For a complete investigation of the very interesting
molecule H+

3 , see [KRT99].

8.2 Point vortices in the plane

The literature on planar point vortices is large ([Ar82, Ar83a, Ar83b, AV98,
Sa92]), usually treated as a problem in fluid mechanics. Here we present the
problem in terms of geometric mechanics.

We consider N point vortices in a planar flow of an ideal fluid. The equa-
tions governing the motion of the N point vortices are:

żj =
1
2πi

∑
k,k 
=j

κk
1

zj − zk
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Fig. 8.1. The tetrahedral symmetry of the CH4 molecule.

where zj is a complex number representing the position of the j-vortex (we
identified the plane with C), and κj is the vorticity of the j-vortex. The Hamil-
tonian for this system is

H = − 1
4π

∑
i<j

κiκj ln |zi − zj |2

and the symmetry group is SE(2) (which is not compact). After identifying
SE(2) with C � S1 and so se(2)∗ with C × R, the momentum map of the
system is

J(z1, . . . , zN ) =


i

∑
j

κjzj , − 1
2

∑
j κj |zj |2


 .

This momentum map is interesting because it fails to be equivariant with the
coadjoint action on se(2)∗, and we must use the modified coadjoint action to
make it equivariant (see Theorem 5.2):

CoadΛ
(u,A)(ν, ψ) =

(
Aν, ψ + $(Aνu)

)
+ Λ

(
iu, 1

2 |u|2
)

where (u,A) ∈ C�S1, (ν, ψ) ∈ C×R, Λ =
∑
j κj , and$(z) is the imaginary

part of z. The term Λ(iu, |u|2/2) is Souriau’s cocycle.
If Λ = 0, then the coadjoint orbits are of two types: either points on the

ψ-axis or cylinders around that axis; if, on the other hand, Λ �= 0, the orbits
are all paraboloids, with axis equal to the ψ-axis.

2 vortices All configurations are relative equilibria. Indeed, it follows from
the equations of motion that if Λ = κ1 + κ2 �= 0, then the two vortices rotate



VI. 8 Examples 393

about the fixed point 1
Λ (κ1z1 + κ2z2), while if Λ = 0 they translate together

towards infinity in the direction orthogonal to the segment joining them.
These results can also be derived using the previous sections. Indeed, the

reduced spaces are just single points, and so correspond to relative equilibria
by Proposition 6.1. Moreover if Λ �= 0, then for all µ, Gµ � SO(2) and
the relative equilibria are Lyapunov stable modulo Gµ by Theorem 6.9 (the
symplectic slice is trivial).

3 vortices A complete analysis of the motion of three planar vortices was
given by Synge [Sy49]. Here we present a modern approach of the problem
but restrict attention to non-collinear configurations for brevity and simplicity.
Points of the orbit space P/G = C3/SE(2) correspond to shapes of oriented
triangles. Since we are away from collinear configurations, the orientation
determines two isomorphic connected components, so we may ignore the ori-
entation. A point in the orbit space is therefore determined by the three lengths
l12, l13, l23 where lij = |zi − zj |. Denote r1 = l223, r2 = ..., then the Hamilto-
nian on P/G and the orbit momentum map (Section 5.3) are respectively:

4πH(r1, r2, r3) = −κ1κ2 ln(r3)− κ2κ3 ln(r1)− κ1κ3 ln(r2)
J (r1, r2, r3) = p ◦ J = −κ1κ2r3 − κ2κ3r1 − κ1κ3r2

where the projection p : g∗ � C × R → g∗/G � R is given by p(ν, ψ) =
|ν|2 − 2Λψ. Recall that the reduced spaces are the fibers of J . The relative
equilibria are determined by the critical points of the restriction of H to the
reduced spaces, and are therefore critical points of H − ηJ for some η (η is a
Lagrange multiplier). A short computation shows that relative equilibria are all
equilateral triangle, of side r say, with η = 1/(4πr). Then we rely the angular
velocity ξ with η:

0 = d(H − ηJ )(xe) = d(H − ξJ)(xe).

Since J = p ◦ J, it follows that ξ = η dp(µ) with µ = J(xe) = (ν, ψ), so

ξ = η(ν,−Λ).
Thus if Λ = 0, then the motion is rectilinear with constant velocity ξ = 2ην =
i
∑
j κjzj/(2πr

2).
To determine the stability of these relative equilibria, we use the reduced

energy-momentum method ([SLM91]); that is, we examine definiteness of the
restriction of d2(H−ηJ )(xe) to Txe

Pµ. In fact, this is the energy-momentum
method for the reduced Hamiltonian system (Pµ, ωµ,Hµ). The tangent space
Txe
Pµ is spanned by the two vectors (κ1,−κ2, 0) and (κ1, 0,−κ3), so after

some calculus:
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d2(H − ηJ )(xe)|TxePµ
=

κ1κ2κ3

4πr2

(
κ1 + κ2 κ1

κ1 κ1 + κ3

)

This quadratic form is definite if and only if σ2(κ) > 0 where σ2(κ) =
κ1κ2 + κ1κ3 + κ2κ3. It follows that the equilateral triangles are Lyapunov
stable modulo G if and only if σ2(κ) > 0.

The 4-vortex problem has been recently studied by Patrick [Pa00] in the
case of zero-momentum configurations. Arrangements involving an arbitrary
number of vortices (n-gon/kn-gon) have been considered by Lewis and Ratiu
[LR96]. We suggest to check the stability of the relative equilibria of a simu-
lation available on the web1. To end, the dynamics of perturbed relative equi-
libria is studied in [Pa99] both on the sphere and on the plane.

8.3 Point vortices on the sphere

We consider here N point vortices in a spherical layer flow of an ideal fluid.
The configuration space is

P = {(x1, ..., xN ) ∈ S2 × · · · × S2 | xi �= xj if i �= j};
we do not permit collisions. Let θi be the co-latitude, φi be the longitude, and
κi be the vorticity of the i-vortex. The equations governing the motion of the
N point vortices on the sphere were obtained by Bogomolov [B77]:

θ̇i = −
N∑

j=1,j 
=i
κj
sin θj sin(φi − φj)

l2ij
, i = 1...N

sin θi φ̇i =
∑
j,j 
=i

κj
sin θi cos θj − sin θj cos θi cos(φi − φj)

l2ij
, i = 1...N

where l2ij = 2(1 − cos θi cos θj − sin θi sin θj cos(φi − φj)) is the square of
the Euclidian distance ‖xi − xj‖. The system is Hamiltonian with

H =
∑
i<j

κiκj ln l2ij , ω =
N⊕
j=1

κjωj ,

where ωj is the standard area form on the sphere. The dynamical system has
full rotational symmetry G = SO(3), and hence has a 3-component conserved

1 http://www.mindspring.com/˜brian tvedt/java.html
and http://www.ma.umist.ac.uk/jm/vortex.html



VI. 8 Examples 395

quantity (see Theorem 5.1). We identify so(3) with R3 in the usual way, the
momentum map is then given by:

J(x) =
N∑
j=1

κj xj .

In what follows, we describe some relative equilibria.

2 vortices If the momentum µ of the configuration is non-zero, the two vortices
rotate around µ at the same angular velocity, so this is a relative equilibrium.
The only possible case for µ = 0 is if κ1 = κ2 and x1 = −x2 which is a fixed
equilibrium.

3 vortices The relative equilibria formed of 3 point vortices are completely
described in the paper of Kidambi and Newton [KN98], analogous to that of
Synge for the planar vortex model. There are two classes of relative equilib-
ria, those lying on a great circle, and those which are equilateral triangle. All
equilateral triangle configurations are relative equilibria. The stability of these
relative equilibria is computed in [PM98]. One can also use the method de-
scribed for planar equilateral triangles in the previous section. In this way, one
finds that equilateral triangles which do not lie on a great circle are Lyapunov
stable modulo SO(2) if and only if

σ2(κ) := κ1κ2 + κ1κ3 + κ2κ3 > 0.

Note that the stability condition is the same as in the planar case (great cir-
cle configurations correspond to collinear configurations, the algebraic volume
vanishes there).

Right-angled isosceles triangle lying on a great circle are also relative equi-
libria, they are Lyapunov stable modulo SO(2) provided

κ2
2 + κ2

3 > 2σ2(κ)

where x1 is at the right-angle [PM98].
As in the planar 2-vortex system, one can derive a stability result by a dimen-

sion count. Let xe be a zero-momentum configuration, that is µ = J(xe) = 0.
Thus xe lies on a great circle, SO(3)µ = SO(3) is compact and dimP0 = 0.
The reduced space P0 consists of single points, so xe is a relative equilibrium
and is Lyapunov stable modulo SO(3).

Numerical simulations can be found in [MPS99], and collapse is studied in
[KN98],[KN99]. To end, the effect of solid boundaries (such as continents) is
taken into account in [KN00].

4 vortices A regular tetrahedron formed of four vortices of arbitrary strength
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is always a relative equilibrium [PM98]; the stability of these configurations
has not been determined. It is easy to show from the equations of motion that
a square lying on a great circle is always a relative equilibrium. Contrary to
the 3-vortex case, squares not lying on a great circle are not relative equilibria
unless the four vorticities are identical.

C3v(R, p) C4v(R)

C2v(R, 2p)

C2v(R, R′) C2v(2R)

Fig. 8.2. Relative equilibria for 4 identical vortices on the sphere.

N identical vortices In the case of N identical vortices, permutation symme-
tries arise: the Hamiltonian is O(3)×SN -invariant, whereas the vector field is
only SO(3) × SN -equivariant. The classification of symmetric relative equi-
libria is carried out in [LMR00]. For example, a regular ring (that is a regular
polygon at a fixed latitude) with possibly some vortices at the poles and regu-
lar polyhedra, are all relative equilibria. As an exercise, apply Theorem 6.4 to
carry out these results.

The linear stability of a regular ring of N identical vortices was studied by
Dritschel and Polvani [PD93]. Recently, the results were extended in terms of
Lyapunov stability in [LMR04], where other configurations of rings and polar
vortices are also considered. The result for the single ring is as follows:
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Proposition 8.2 A regular ring of N identical vortices is Lyapunov stable if
and only if one of the following assertions is satisfied:
• N = 2 or N = 3
• N = 4 and cos2(θ) > 1/3
• N = 5 and cos2(θ) > 1/2
• N = 6 and cos2(θ) > 4/5
where θ is the colatitude of the ring.

Note that the rings are “more” stable near the poles than near the equator;
while as the number of vortices is increased so the region for which the relative
equilibrium is stable diminishes.

2N vortices with opposite vorticities Here we consider N vortices with vor-
ticity +1 and N vortices with vorticity −1. The Hamiltonian in this case is
O(3) × SN × SN � Z2[τ ]-invariant, where τ is a permutation of order two
which exchanges the (+1)-vortices with the (−1)-vortices. The vector field
is SO(3) × SN × SN -equivariant. As before, the relative equilibria are de-
termined using Section 6.2 and stability is computed using Section 6.3, the
results can be found in [LP00]. For example, a regular ring formed of the (+1)-
vortices together with a similar regular ring at the opposite latitude formed of
the (−1)-vortices is a relative equilibrium if the offset between the two rings is
an integer multiple of π/N .

Bifurcations Changes of stability often involve bifurcations of relative equi-
libria. Consider the case of a regular ring formed of 4 identical vortices (C4v(R)
in Figure 8.2). By the above proposition, this relative equilibrium is Lyapunov
stable if and only if cos2(θ) > 1/3 where θ is the colatitude of the ring. In
fact, an eigenvalue vanishes when cos2(θ) = 1/3, so a bifurcation occurs. As
cos2(θ) decreases through 1/3, there appears a new family of relative equilib-
ria consisting of two rings of two vortices each, the offset between the two rings
being equal to π/2 (denoted C2v(R,R′) in Figure 8.2). These bifurcating rel-
ative equilibria are Lyapunov stable: we are in the presence of a supercritical
pitchfork bifurcation (see Section 3.2). Others bifurcations such as subcrit-
ical pitchfork bifurcation or Hamiltonian-Hopf bifurcation, are described in
[LP00].

Bifurcations from zero-momentum state Here we apply Section 7 to our prob-
lem. At a zero-momentum configuration, bifurcations occur because the re-
duced spaces for µ = 0 and µ �= 0 have different geometry. Consider the ar-
rangement xe consisting of a regular ring of N identical vortices on the equa-
tor. This configuration is a relative equilibrium (in fact a fixed equilibrium)
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with momentum zero, and isotropy group isomorphic to DNh � DN × Z2

(we use the Schönflies-Eyring notation for subgroups of O(3)). Nearby re-
duced spaces are then locally of the form Pµ � P0 × Oµ where Oµ is the
coadjoint orbit through µ, which is a sphere in the present case. It follows
from Section 7 that the relative equilibria on Pµ near xe are critical points of
a DNh invariant function h : Oµ → R. The set Fix(CNv,Oµ) just consists of
the North and South poles, and CNv is a maximal isotropy subgroup for µ �= 0,
so by Theorem 7.1 there exist near xe relative equilibria with isotropy CNv .
These are rotating rings of N vortices at a fixed latitude. The subgroup C2v

with axis of rotations lying in the equatorial plane, is also a maximal isotropy
subgroup for µ �= 0. The same argument holds and provides relative equilibria
consisting of m 2-rings with one pole if N = 2m + 1, and (m − 1) 2-rings
with two poles if N = 2m.
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