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Preface

These notes represent accurately the contents of the six lectures we gave in
the Statistics Department of Columbia University, between the 10th and the
25th of November 2004.

The audience was a mix of faculty, most of whom were fine “connoisseurs”
of stochastic calculus, excursion theory, and so on, and graduate students who
were basically acquainted with Brownian motion.

Our aim in teaching this course was two-fold:

• on one hand, to give the audience some familiarity with the theory and
main examples of enlargements of filtrations, either of the initial or the
progressive kinds;

• on the other hand, to update the relevant Chapters1 of Part II [Yor97b]
of the Zürich volumes, precisely, those which were devoted to martingale
and filtration problems, i.e. Chapters 12 to 17 in Part II.

Each lecture was followed by an exercises session.
Here is the detailed organization of these lecture notes:

• as a set of Preliminaries, the basic operations of stochastic calculus
and of the (Strasbourg) general theory of processes are recalled; no doubt
that this is too sketchy, only a first aid tool kit is being presented, and
the reader will want to read much more, e.g. [Del72] and the last vol-
ume, by Dellacherie, Maisonneuve and Meyer, of Probabilités et Potentiel
[DMM92];

• in Chapter 1, the transformation of martingales in a “small” filtration
into semimartingales in a bigger filtration is being studied; an important
number of, by now, classical examples, drawn more or less from Jeulin’s
monograph [Jeu80] or Jeulin-Yor [JY85], are presented, and then collected
in an appendix at the end of the chapter: this appendix consists in two

1 An updated, revisited version of Chapters 1 to 11, corresponding to Part I
[Yor92a], is being published in the Springer Universitext collection under the
title Aspects of Brownian motion [MY05a].
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tables, the first one for progressive enlargements, the second one for initial
enlargements; we tried to gather there some most important examples,
which often come up in the discussion of various Brownian path decompo-
sitions and their applications. This presentation is close to the effort made
in the Récapitulatif in [JY85] pp. 305-313;

• in Chapter 2, we examine what remains of a number of classical results
in martingale theory when, instead of dealing with a stopping time, one
works up to a general random time;

• the main topic of Chapter 3 consists in the comparison of E [X|Fγ ] and
Xγ := E [X|Ft]|t=γ where, for the simplicity of our exposition, γ is the
last zero before 1 of an underlying Brownian motion, and X is a generic
integrable random variable. Note how easily one may be confusing the two
quantities, which indeed are identical when γ is replaced by a stopping
time. Moreover, in our set-up with γ, one of these quantities is equal to
0 if and only if the other one is, and this remark leads naturally to the
description of all martingales which vanish on the (random) set of the
Brownian zeroes;

• Chapter 4 discusses the predictable and chaotic representation properties
(abbreviated respectively as PRP and CRP) for a given martingale with
respect to a filtration. Although the CRP is rarer than the PRP, a much
better understanding of the CRP, and many examples, have been obtained
since the unexpected discovery by Émery [Éme89] that Azéma’s martingale
enjoys the CRP. In particular, we introduce in this chapter the Dunkl
martingales, which also enjoy the CRP.

• the two next Chapters 5 and 6 are devoted to questions of filtrations.
They are tightly knit with the preceding chapters, e.g. in Chapter 5,
Azéma’s martingale plays a central role, and in Chapter 6, ends of pre-
dictable sets are being discussed in the framework of the Brownian filtra-
tion. In more details, the deep roots of Chapter 5 are to be found in
excursion theory where, traditionally, a level, e.g. level 0, is being singled
out from the start, and excursions away from this level are studied. It was
then natural to consider how quantities and concepts related to a given
level based excursion theory vary with that level. Two different sugges-
tions for this kind of study were made, the first one by D. Williams, with
following studies by J. Walsh and C. Rogers, the second one by J. Azéma,
which provoked answers from Y. Hu. Both set-ups are being examined in
Chapter 5.
Chapter 6 develops our present understanding of the Brownian filtra-
tion, or rather, of some fundamental properties which are necessary for
a given filtration to be generated by a Brownian motion. The results are
due mainly to B. Tsirel’son, and collaborators, between 1996 and 2000
(roughly). In particular, it was established during this period that:
– the filtration of a N -legged Brownian spider (N ≥ 3) is not strongly

Brownian.
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– there exist probability measures Q equivalent to Wiener measure, such
that under Q, the natural filtration of the coordinate process is not
strongly Brownian.

Tsirel’son original “hands on” method of attack of these questions later
developed into the search of “invariants of filtration”, e.g. the notions of
standard filtration, cosy filtration,. . . , which were studied by M. Emery
and co-workers, and Tsirel’son himself, and which we briefly present at the
end of Chapter 6.

• Each chapter ends with some exercises, which complement the content
of that chapter. A standard feature of these exercises, as well as the
style of their solutions, is an illustration of general “principles”, which we
present in the framework of explicit examples. The solutions-presented in
Chapter 7 – are succinctly written, but should contain sufficient details
for the reader. As much as possible, the arguments in the proposed solu-
tions are closely connected with the material found in the corresponding
chapters. We also took the opportunity to include some open questions,
sometimes in the form of exercises, which are then indicated with the
symbol �.

We are both very grateful for the warm hospitality we received during our
stay in Columbia University as well as the strong motivation of the audience
during the sessions. Thanks to everyone involved, and special thanks to Peter
Bank and Ioannis Karatzas.

Paris, Roger Mansuy
November 3, 2005 Marc Yor
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-1

Notation and Convention

Here is a short list of current notation and convention used in the different
chapters.

• We shall always assume that the underlying probability space (Ω,F , P ) is
separable.

• Let A(⊂ F) be a σ-field, X an A-measurable random variable and Y a
random variable independent of A. Then, for any Borel function f , the
conditional expectation E [f(X,Y )|A] shall be denoted as Ê

[
f(X, Ŷ )

]
. In

other words, the expectation concerns the hat-variables with all others
remaining frozen.

• We sometimes make the abuse of notation:
X ∈ A, meaning that the random variable X is A-measurable.

• The symbol γt (resp. δt) will only be used to denote the last (resp. the first)
zero of a certain process, usually Brownian motion, before (resp. after) the
time t. We often abbreviate γ1 and δ1 by γ and δ.

• In general, to a process N , we associate N , its one sided supremum
process; namely, for t ≥ 0, N t := sups≤t Ns. However, for Brownian mo-
tion (Bt; t ≥ 0), we keep the usual notation (St; t ≥ 0) for its one-sided
supremum.

• In this book, studies of the law of a process (Xt; t ≥ 0) often begin with:
“For any bounded functional F , E [F (Xs; s ≤ t)] . . .”. By this sentence,
we mean that F is a measurable functional on C([0, t],R) if X is assumed
to be continuous, on D([0, t],R) otherwise.

• Fσ(X) will denote the initial enlargement of the filtration (Ft; t ≥ 0) with
the random variable X, that is the filtration defined by

Fσ(X)
t :=

⋂

ε>0
(Ft+ε ∨ σ(X)) , t ≥ 0

We shall sometimes use the terminology:X-initial enlargement of (Ft; t ≥ 0).
• For Λ : Ω → [0,∞], a random time, we denote by FΛ the smallest filtration

which contains (Ft; t ≥ 0), and makes Λ a stopping time, i.e.

R. Mansuy and M. Yor: Random Times and Enlargements of Filtrations in a Brownian Setting,
Lect. Notes Math. 1873, 1–2 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006



2 -1 Notation and Convention

FΛ
t :=

⋂

ε>0
(Ft+ε ∨ σ(Λ ∧ (t+ ε))) , t ≥ 0

We shall sometimes use the terminology: Λ-progressive enlargement of
(Ft; t ≥ 0).

• All martingales considered in this volume are assumed to be càdlàg (i.e.
right-continuous and left-limited); in a number of cases, they are even
assumed to be continuous, but this will always be specified.

• e (resp. N ) will often denote a standard exponentially distributed variable
(resp. a standard normal variable).

• The symbol ↪→ (resp. ↪→/ ) denotes immersion (resp. non-immersion) be-
tween two filtrations (Ft; t ≥ 0) and (Gt; t ≥ 0) such that Ft ⊆ Gt for
every t; (Ft; t ≥ 0) is said to be immersed in (Gt; t ≥ 0) if all (Ft; t ≥ 0)-
martingales are (Gt; t ≥ 0)-martingales. This notion will be studied in
Chapter 5, but we already note that the more general situation when some
(perhaps all...) (Ft; t ≥ 0)-martingales are (Gt; t ≥ 0)-semimartingales
will be a recurrent subject of study in these lecture notes.
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Preliminaries

Throughout these preliminaries, we are working with an underlying filtered
probability space (Ω,F , (Ft; t ≥ 0),P). We insist that most of the notions
introduced below are relative to this filtered probability space.

0.1 Doob’s Maximal Identity

The following lemmas are variants of Doob’s optional stopping theorem.

Lemma 0.1 Let N be a R+-valued continuous local martingale with N0 = 1,
and Nt −→

t→∞
0.

Denote N t = sups≤t Ns and N
t
= sups≥t Ns.

Then N∞
(law)
= 1/U where U denotes a uniformly distributed variable.

More generally, for every finite stopping time T such that NT > 0 a.s.,
NT /N

T
is a uniform variable independent of FT .

Proof

• Define, for a > 1, Ta = inf{t ≥ 0, Nt = a}.
Then: 1 = E [N0] = E [NTa

] = aP (N∞ ≥ a)(= aP (Ta < ∞))
Thus, P (N∞ ≥ a) = 1

a i.e. P
(
1/N∞ ≤ 1

a

)
= 1

a
• For any finite stopping time T such that NT > 0 a.s., consider the

local martingale constructed from N by shifting time from T , namely
(Nu+T /NT ; u ≥ 0). We can apply the first step of this proof to this local
martingale whose supremum is N

T
/NT . The result follows easily.

�
The next lemma completes, in some sense, Lemma 0.1. (Nt; t ≥ 0) is now
replaced by a general continuous semi-martingale (Xt; t ≥ 0), which is not
necessarily positive.

R. Mansuy and M. Yor: Random Times and Enlargements of Filtrations in a Brownian Setting,
Lect. Notes Math. 1873, 3–9 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006



4 0 Preliminaries

Lemma 0.2 Let h : R → R be a locally integrable function and set H(x) =∫ x

0
dyh(y).

Then H(Xt) − h(Xt)(Xt − Xt) =
∫ t

0
h(Xs)dXs; hence, if (Xt; t ≥ 0) is a

local martingale, so is (H(Xt) − h(Xt)(Xt −Xt), t ≥ 0).

Proof
This result is easily obtained when h is regular thanks to Itô formula, and the
essential fact that dXt is carried by {t; Xt = Xt}. The general result follows
from a monotone class argument.

�

Comment 0.1 For h(x) = 1x≤a and (Xt; t ≥ 0) a continuous local martin-
gale, Lemma 0.2 yields that

(a1Xt≥a +Xt1Xt≤a; t ≥ 0)

is a local martingale, from which the result of Lemma 0.1 follows.

Example 0.1 (Doob’s inequality in Lp for positive submartingales)
We consider (Σt; t ≥ 0) a positive continuous submartingale.
Taking F (x) = xp with p > 1, Lemma 0.2 implies that Σ

p

t − pΣ
p−1

t (Σt −Σt)
is a local submartingale.
Up to a localization argument, we obtain

E

[
Σ

p

t

]
≤ p

p− 1
E

[
Σ

p−1

t Σt

]

≤ p

p− 1
E

[
Σ

p

t

](p−1)/p

E [Σp
t ]1/p (Hölder)

Thus
‖Σt‖p ≤ p

p− 1
‖Σt‖p

0.2 Balayage Formula

The result of Lemma 0.2 may be understood in a more general framework.
Let (ku; u ≥ 0) be a locally bounded, predictable process, (Yu; u ≥ 0) a
continuous semi-martingale starting at 0.
Denote by γt and δt respectively the last zero of Y before t and the first zero
of Y after t, namely:

γt = sup{u ≤ t; Yu = 0}
δt = inf{u ≥ t; Yu = 0}

Then
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Lemma 0.3 (see e.g. [RY05] Chapter VI pp 260-263)
The process (kγt

Yt; t ≥ 0) is a semimartingale, more precisely:

kγt
Yt =

∫ t

0

kγu
dYu

Proof
First, assume that k is a simple predictable process, i.e. there exists a stopping
time T such that ku = 1[0,T ](u) for any u ≥ 0.
Then, there is the following sequence of easy identities:

kγt
Yt = 1γt≤TYt = 1t≤δT

Yt = Yt∧δT

=
∫ t

0

1u≤δT
dYu =

∫ t

0

kγu
dYu

A monotone class argument yields to the conclusion for a general predictable
process k.

�
Example 0.2 Taking ku = h(Xu) and Yu = Xu −Xu, we recover partly the
result discussed in Lemma 0.2.

Now we consider the particular case (ku = h(Lu); u ≥ 0) where L denotes
the local time of X at 0, and (Yu = |Xu|; u ≥ 0). Lemma 0.3, combined with
Tanaka’s formula, leads to

h(Lt)|Xt| =
∫ t

0

h(Ls)sgn(Xs)dXs +
∫ t

0

h(Ls)dLs

That is, assuming now that (Xt; t ≥ 0) is a local martingale.

Lemma 0.4 Let H(l) =
∫ l

0
dyh(y); then, (H(Lt) − h(Lt)|Xt|; t ≥ 0) is a

local martingale.

In order to show the proximity between all the martingales presented in these
preliminaries, it is of some interest to recall Lévy’s identity for a Brownian
motion B, its supremum S and its local time L.

Proposition 0.5 (Lévy’s equivalence)

(St −Bt, St; t ≥ 0)
(law)
= (|Bt|, Lt; t ≥ 0)

As is well-known, this can be seen as a consequence of Skorohod’s lemma,
namely:

Lemma 0.6 Given a continuous function y, the equation in (z, l)

z(t) = −y(t) + l(t); y(0) = 0

where it is assumed that both z and l are continuous, z ≥ 0, l is an increasing
process such that the measure dlt has its support in {t; z(t) = 0}, admits a
unique solution (z∗, l∗) given by l∗(t) = sups≤t y(s) and z∗(t) = l∗(t) − y(t).
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To prove Lévy’s equivalence, it now suffices to compare the identities:

St −Bt = −Bt + St

|Bt| = −
(
−
∫ t

0

sgn(Bs)dBs

)
+ Lt

0.3 Predictable Compensators

Definition 0.1 Let A be an integrable, increasing, right-continuous process.
There exists a unique predictable, increasing, right-continuous process A(p)

such that, for any positive predictable process k:

E

[∫ ∞

0

kudAu

]
= E

[∫ ∞

0

kudA
(p)
u

]

We shall say that A(p) is the predictable compensator of A.

Example 0.3 As an easy example, we consider N a Poisson process with pa-
rameter λ; it is well-known that (Nt−λt; t ≥ 0) is a martingale. Accordingly,
the predictable compensator of N is (λt; t ≥ 0).
More generally, if (Xt; t ≥ 0) is a Lévy process, with ν(dx) its Lévy measure,
then for every f : R → R+, bounded, with compact support away from 0, the
process (

∑

s≤t

f(∆Xs), t ≥ 0) admits as its predictable compensator

t < ν, f >= t

∫

R

ν(dx)f(x)

We will compute many examples in the following chapters ([Kni91] gives some
examples of computations of compensators). In particular, predictable com-
pensators will play an essential role in the study of progressive enlargements
of filtrations.

In the Strasbourg terminology, (A(p)
t ; t ≥ 0) is the “dual predictable pro-

jection” of (At; t ≥ 0). Note that if (At; t ≥ 0) is (Ft; t ≥ 0)-adapted,
then (At − A

(p)
t ; t ≥ 0) is a (Ft; t ≥ 0)-martingale. This easily follows from

Definition 0.1.
See [Del72] for the beginning of the story... At the other end, see, e.g.
[AJK+96], [AJKY98]...

0.4 σ-fields Associated with a Random Time Λ

To a general random time Λ, we associate the following σ-fields:

FΛ+ = σ{zΛ, z any (Ft; t ≥ 0) progressively measurable process}
FΛ = σ{zΛ, z any (Ft; t ≥ 0) optional process}
FΛ− = σ{zΛ, z any (Ft; t ≥ 0) predictable process}
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These σ-fields- which were introduced by Chung [Chu72]- will play an impor-
tant role in the sequel when we discuss enlargements of filtrations.
An application of the monotone class theorem shows that every, say (FΛ)-
measurable variable, is of the form zΛ, for (zt; t ≥ 0) a (Ft; t ≥ 0) predictable
process. The same remark applies to every FΛ, resp. FΛ+, measurable random
variable.

0.5 Integration by Parts Formulae

Lemma 0.7 If X and Y are two semi-martingales, then

∀t ≥ 0, XtYt =
∫ t

0

Xs−dYs +
∫ t

0

Ys−dXs + [X,Y ]t (0.1)

In particular, assuming that (Mt; t ≥ 0) is a bounded martingale and (At; t ≥
0) is an increasing process such that E [A∞] < ∞,

• if, moreover, (At; t ≥ 0) is an optional increasing process, then

E [M∞A∞] = E

[∫ ∞

0

MsdAs

]
(Io)

• if, moreover, (At; t ≥ 0) is a predictable increasing process, then

E [M∞A∞] = E

[∫ ∞

0

Ms−dAs

]
(Ip)

We leave the proofs of (Io) and (Ip), as consequences of (0.1), to the reader.
The integration by parts formulae (Io) and (Ip) will be invoked many times
in the sequel.

0.6 H1 and BMO Spaces

Definition 0.2 The H1 space is the set of martingales N such that

E

[
sup

t
|Nt|
]
< ∞ or equivalently E

[√
[N,N ]∞

]
< ∞

Fitted with these equivalent norms, H1 is a Banach space.

Definition 0.3 The BMO space (Bounded Mean Oscillation) is the set of
square integrable martingales N such that

esssupT∈T E
[
(N∞ −NT−)2|FT

]
≤ C <∞ (0.2)

for some constant C (depending on N), where T denotes the set of stopping
times and (Ft; t ≥ 0) the underlying filtration.
||N ||BMO may be defined as the smallest

√
C for C in (0.2). Fitted with this

norm, BMO is a Banach space.
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Remark 0.1 If N is BMO, then ∆N is bounded, and therefore N is locally
bounded.
Yet, (Bt∧1, t ≥ 0) is unbounded, but belongs to BMO (see Exercise 7).

An important result in martingale theory, which plays the role of the L1−L∞

duality in measure theory is the following:

Theorem 0.8 [GS72][Mey73](or [Mey75], [Mey77])
The dual space of H1 is BMO.

0.7 Exercises

Exercise 1 Let c : R
+ → R

n a curve of class C1. Show that (Zt :=
c(St) − (St − Bt)c′(St); t ≥ 0), where B and S still denote respectively a
standard Brownian motion and its unilateral supremum, is a continuous local
martingale. In particular, if the derivative c′ is bounded, Z is a true martin-
gale.

Exercise 2 Let Yt = Mt + Vt, t ≥ 0, denote the canonical Doob-Meyer de-
composition of an adapted continuous semimartingale with V0 = 0.
Let (Wt; t ≥ 0) denote a continuous process with bounded variation, W0 = 0.
Under which necessary and sufficient conditions on (Yt; t ≥ 0) and (Wt; t ≥
0), is the process (F (Wt)−f(Wt)Yt; t ≥ 0) a local martingale, for any bounded
Borel f?

Exercise 3 Taking N a Poisson process with parameter λ, compute the pre-
dictable compensators of (N2

t , t ≥ 0) and (expNt; t ≥ 0).

Exercise 4 Denote by (o)A the optional projection of the increasing process
A, i.e. the optional process (αt; t ≥ 0) which satisfies

αT = E [AT |FT ] , on T < ∞

for every (Ft; t ≥ 0) bounded stopping time T .
Prove that ((o)At; t ≥ 0) is a submartingale, whose increasing process, in its
Doob-Meyer decomposition is A(p).

Exercise 5 Let (Xt; t ≥ 0) denote a Lévy process, which admits φt(·) as the
density of the law of Xt.

a) Show the following local absolute continuity relationship between the law of
the bridge of length t from x to y and the law of X starting at x

P t
x→y|Fs

=
φt−s(y −Xs)
φt(y − x)

.Px|Fs

b) Compute the predictable compensator of (
∑

s≤t

f(∆Xs); t ≥ 0) under the law

P t
x→y
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Exercise 6 Let (Mt; t ≥ 0) be a local martingale and (At; t ≥ 0) an in-
creasing process.

a) Show that, if moreover (At; t ≥ 0) is an optional increasing process, then
the process (MtAt −

∫ t

0
MsdAs; t ≥ 0) is a local martingale.

b) Show that, if moreover (At; t ≥ 0) is a predictable increasing process, then
the process (MtAt −

∫ t

0
Ms−dAs; t ≥ 0) is a local martingale.

c) Deduce Yoeurp’s lemma [Yoe76]:
If (Mt; t ≥ 0) is a local martingale and (At; t ≥ 0) a predictable process
with finite variation, then, for any t ≥ 0, [M,A]t =

∫ t

0
(∆As)dMs and

[M,A] is a local martingale.

Exercise 7

a) Show that (E [B1|Ft] , t ≥ 0) and (E [|B1||Ft] , t ≥ 0) are in BMO.
b) Let X be a random variable such that (E [X|Ft] , t ≥ 0) is in BMO. Show

that X admits some exponential moments.
Deduce that, for any n > 2, (E [Bn

1 |Ft] , t ≥ 0) is not in BMO.
c) Show that (E

[
B2

1 |Ft

]
, t ≥ 0) is not in BMO.
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Enlargements of Filtrations

The beginnings of the theory of enlargements of filtrations may be traced back
as follows:

• K. Itô [Itô78] writes that it would be nice to give some meaning to∫ t

0
B1dBs, and that this may be done in enlarging the natural filtration

of B with the variable B1, and showing that (Bt; t ≥ 0) remains a semi-
martingale in the enlarged filtration;

• separately, and independently from each other, P.A. Meyer and D. Williams
(circa 1977) ask what becomes of a (Ft; t ≥ 0)-martingale (Mt; t ≥ 0)
when considered in (FΛ

t ; t ≥ 0), the smallest filtration which contains
(Ft; t ≥ 0) and makes Λ a stopping time, for a given random time Λ.

In this chapter, in particular, we shall see how both questions have been
developed in subsequent years.
The reader will not fail to find some parenthood between the enlargement
formulae and Girsanov’s theorem. This parenthood has been closely studied
in [Yoe85].

In these lecture notes, we do not deal with other methods- than enlarge-
ments of filtrations- of integrating anticipative integrands, such as the Sko-
rokhod integral, for which we refer the interested reader to [Hit75] [NP91],
[Nua93] and references therein.

1.1 Some General Problems of Enlargements

Consider two filtrations (Ft; t ≥ 0) and (Gt; t ≥ 0) such that

∀t ≥ 0, Ft ⊆ Gt

In this chapter, we shall deal with two special cases:

R. Mansuy and M. Yor: Random Times and Enlargements of Filtrations in a Brownian Setting,
Lect. Notes Math. 1873, 11–29 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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Progressive enlargement: Gt :=
⋂

ε>0
(Ft+ε ∨ σ(Λ ∧ (t+ ε))) with Λ a given

random time (i.e. G is the smallest filtration which contains (Ft; t ≥ 0)
and makes Λ a stopping time). We denote this filtration as (FΛ

t ; t ≥ 0).
Initial enlargement: Gt :=

⋂

ε>0
(Ft+ε ∨H0) with H0 a given σ-field. When

H0 = σ(X), we denote this filtration by (Fσ(X)
t ; t ≥ 0).

In both set-ups, we intend to solve the following
Problem
Under which conditions on Λ in the first instance or H0 in the second one,
do all (Ft; t ≥ 0)-martingales remain (Gt; t ≥ 0)-semi-martingales? In the
affirmative, what is the corresponding (Gt; t ≥ 0) canonical decomposition of
a generic (Ft; t ≥ 0) semi-martingale?
Inmany interesting cases, only certain (Ft; t ≥ 0) martingales are (Gt; t ≥ 0)
semi-martingales. It is of interest to determine exactly which are these
(Ft; t ≥ 0) martingales.
From now on, we shall often make the following additional assumptions:

Assumption 1.1

(CA)

(C) All (Ft; t ≥ 0)-martingales are continuous.

(A) Λ avoids the (Ft; t ≥ 0) stopping times, i.e.:

for any (Ft; t ≥ 0) stopping time T , P (Λ = T ) = 0

To begin with, we shall only assume that (C) is satisfied.

Comment 1.1 It is noteworthy that, concerning the problem of progressive
enlargement, the set-up is rather restrictive, i.e. very few studies with pairs
((Ft,Gt = Ft∨Ht); t ≥ 0), other than with Ht = σ(Λ∧ t) have been developed
since 1980. An exception is when Ht = σ(Jt), for Jt = inf

s≥t
Xs, for certain

(Ft; t ≥ 0)-adapted processes (Xt; t ≥ 0); see Subsection 1.2.2.

1.2 Progressive Enlargement

In this study, it is crucial to determine AΛ the (Ft; t ≥ 0) predictable com-
pensator of (1Λ≤t; t ≥ 0), i.e. the predictable increasing process such that

E [kΛ] = E

[∫ ∞

0

kudA
Λ
u

]

for all bounded predictable processes (ku; u ≥ 0), as explicitly as possible.
We denote by (FΛ

t ; t ≥ 0) the smallest filtration which makes Λ a stopping
time and contains (Ft; t ≥ 0).
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Example 1.1 1Consider Λ = γT∗
a

with T ∗
a = inf{t ≥ 0, |Bt| = a}

The balayage formula (Lemma 0.3) implies that (kγt
|Bt| −

∫ t

0
kudLu; t ≥ 0)

is a (Ft; t ≥ 0)-martingale.
Therefore

aE

[
kγT∗

a

]
= E

[∫ T∗
a

0

kudLu

]

Comparing these two formulae, we obtain that

AΛ
u =

1
a
Lu∧T∗

a

Example 1.2 More generally, let T be a (Ft; t ≥ 0) stopping time. We
assume that (Bt∧T ; t ≥ 0) is uniformly integrable, and we consider Λ = γT .
Then, for any bounded predictable process (ku; u ≥ 0), one has

E [kγT
|BT |] = E

[∫ T

0

kudLu

]

again as a consequence of the balayage formula (Lemma 0.3).Denote by
(ξt; t ≥ 0) a (Ft; t ≥ 0)-predictable process such that:

E
[
|BT ||F(γT )−

]
= ξγT

Then,

E [kγT
ξγT

] = E

[∫ T

0

kudLu

]

Accordingly,
∫ T

0
1ξu=0dLu = 0, and

AΛ
t =

∫ t∧T

0

dLu

ξu

Explicit computations of ξ with e.g. T = t constant, i.e. ξu =
√

2
π (t− u), will

be performed in Chapter 4.

1.2.1 Decomposition Formula

We are now ready to deal with the global resolution of the enlargement prob-
lem with Λ the end of a predictable set Σ, namely Λ = sup{t ≥ 0, (t, ω) ∈ Σ}.
The semi-martingale decompositions in (FΛ

t ; t ≥ 0) shall be expressed in
terms of the Azéma supermartingale Zt = P (Λ > t|Ft) (we choose a
càdlàg version of this supermartingale) the decomposition of which is

Zt = µt −AΛ
t = E

[
AΛ

∞|Ft

]
−AΛ

t

1 All the computations of compensators are summarized at the end of this chapter.
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Theorem 1.1 If (Mt; t ≥ 0) is a (Ft; t ≥ 0) local martingale, there exists a
(FΛ

t ; t ≥ 0) local martingale (M̃t; t ≥ 0) such that2:

Mt = M̃t +
∫ t∧Λ

0

d < M,Z >s

Zs−
+
∫ t

Λ

d < M, 1 − Z >s

1 − Zs−

In particular, every (Ft; t ≥ 0) local martingale remains a (FΛ
t ; t ≥ 0) semi-

martingale.

We first recall the following description of (FΛ
t ; t ≥ 0) predictable processes3:

Lemma 1.2 [Jeu80] Let J be a (FΛ
t ; t ≥ 0) predictable process.

Then there exist J+ and J− two (Ft; t ≥ 0) predictable processes such that

∀u ≥ 0, Ju = J−
u 1[0,Λ](u) + J+

u 1(Λ,∞)[(u)

Proof of Theorem 1.1
We first assume that (Mu; u ≥ 0) belongs to H1(Ft; t ≥ 0) (see Section 0.6).
Let Γs ∈ FΛ

s , and s < t; then,

E [1Γs
(Mt −Ms)] = E

[∫ ∞

0

JudMu

]
with Ju = 1Γs

1]s,t](u)

= E

[∫ Λ

0

J−
u dMu +

∫ ∞

Λ

J+
u dMu

]

= E

[∫ Λ

0

(J−
u − J+

u )dMu

]

since E

[∫ ∞

0

J+
u dMu

]
= 0

= E

[∫ ∞

0

(∫ v

0

(J−
u − J+

u )dMu

)
dAΛ

v

]

Denote Nv =
∫ v

0
(J−

u − J+
u )dMu; then, we obtain by integration by parts(i.e.

(Ip); in fact, it is (Io) which is applied).

E [1Γs
(Mt −Ms)] = E

[
N∞A

Λ
∞
]

= E

[∫ ∞

0

(J−
u − J+

u )d < M,µ >u

]

Introducing on the right-hand side 1[0,Λ] + 1(Λ,∞) and replacing 1u≤Λ (resp.
1(Λ,∞)) by its predictable projection Zu− (resp. (1 − Zu−)), we obtain:

2 Throughout, we adopt the convention that integrals such as
∫ t

�
ds ϑs are equal to

0 for t ≤ �.
3 The fact that Λ is the end of a predictable set (therefore a “honest” variable) is

crucial for this result to be true. For a general random time Λ, see Yor [Yor78a]
and Dellacherie-Meyer [DM78]. Then, there is only a weak version of Theorem 1.1
before Λ.
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E [1Γs
(Mt −Ms)] = E

[∫ Λ

0

J−
u

d < µ,M >u

Zu−
−
∫ ∞

Λ

J+
u

d < µ,M >u

1 − Zu−

]

= E

[∫ ∞

0

Ju

(
d < µ,M >u

Zu−
1u≤Λ − d < µ,M >u

1 − Zu−
1u>Λ

)]

This proves the result for M in H1, and, by localization, for every (Ft; t ≥ 0)-
local martingale (Mt; t ≥ 0).

�

Example 1.3 Consider N a continuous, positive, local martingale with N0 =
1, and

Nt −→
t→∞

0

Define Λ = sup{t ≥ 0, N t − Nt = 0} = sup{t ≥ 0, Nt = N∞}. Then
Zt = Nt/N t.
Indeed,

P (Λ > t|Ft) = P (N
t
> N t|Ft) = Nt/N t from Lemma 0.1

Remark 1.1 Here we use the multiplicative representation (Nt/N t) of Z in-
stead of its additive (Doob-Meyer) decomposition µt−AΛ

t , which we can easily
deduce, thanks to Itô formula:

1 +
∫ t

0

1
Ns

dNs − log(N t) = µt −AΛ
t

Thus, AΛ
t = log(N t), and µt = 1 +

∫ t

0
dNs/Ns.

From now on, we will often assume that (CA) is satisfied. Consequently, it
may be worth noticing that

Remark 1.2 Under assumption (C), assumption (A) is equivalent to the
continuity of AΛ.
Indeed, under (C), all stopping times T are predictable; thus, if moreover (A)
is satisfied, then for any stopping time T ,

0 = E [1Λ=T ] = E
[
AΛ

T −AΛ
T−
]
,

hence the continuity of AΛ.

We now show that under these assumptions, Example 1.3 turns out to yield
the general representation of Azéma’s supermartingales:
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Proposition 1.3 [NY05b] Under the assumption (CA), there exists a con-
tinuous local martingale N , with N0 = 1, and

Nt −→
t→∞

0

which satisfies
∀t ≥ 0, Zt = Nt/N t

Proof
Since4 ZΛ = 1, the support of dAΛ

t is included in {t ≥ 0, Zt = 1} and
1 − Zt = (1 − µt) +AΛ

t .
From Skorohod’s lemma (See Lemma 0.6), AΛ

t = sups≤t(µs − 1).
We now consider (*) Nt := exp(AΛ

t )Zt and we show that it defines a local
martingale. Indeed,

Nt = 1 +
∫ t

0

exp(AΛ
u )dZu +

∫ t

0

exp (AΛ
u )ZudA

Λ
u

= 1 +
∫ t

0

exp(AΛ
u )dµu +

∫ t

0

exp (AΛ
u )(Zu − 1)dAΛ

u

= 1 +
∫ t

0

exp (AΛ
u )dµu

From (*), one deduces that (**) N t = exp (AΛ
t ): indeed, (*) implies imme-

diately N t ≤ exp (AΛ
t ); conversely, if γt = sup{s ≤ t; 1 − Zs = 0}, then

Nγt
= exp(AΛ

t ). Finally, since AΛ
∞ < ∞ and Zt −→

t→∞
0, then from (*),

Nt −→
t→∞

0 which proves (**).

�
Another consequence of (CA) is the following result, due to Azéma:

Proposition 1.4 Under (CA), if Λ is the end of a predictable set, AΛ
∞ is

exponentially distributed with parameter 1.

Proof
For any positive, Borel function ϕ, we have, since Λ is the end of a predictable
set,

E
[
ϕ(AΛ

∞)
]

= E
[
ϕ(AΛ

Λ)
]

= E

[∫ ∞

0

dAΛ
s ϕ(AΛ

s )
]

= E

[∫ AΛ
∞

0

dxϕ(x)

]

4 In fact, since Λ is the end of a predictable set, Λ = sup{t ≥ 0, Zt = 1}
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In particular, with ϕ(x) = e−λx, we obtain E

[
e−λAΛ

∞

]
= 1

1+λ , hence the
result.

�

Remark 1.3 This result can also be seen as a consequence of the multiplica-
tive representation (Nt/N t) of ZΛ thanks to Lemma 0.1. More details are
provided in Exercise 8 c).

Example 1.4 (Example 1.1 continued) LT∗
a

is exponentially distributed with
parameter a.

1.2.2 Pitman’s Theorem on 2S − B and Some Generalizations
via Some Progressive Enlargement of Filtration

In this subsection, we give an example of a progressive enlargement which
does not fit the framework of the preceding decomposition Theorem 1.1.
More precisely, we present Pitman’s theorem and some of its generalizations
in the light of the progressive enlargement of the filtration (Rt; t ≥ 0) of a
3-dimensional Bessel process (Rt; t ≥ 0), with Jt = inf

s≥t
Rs. Indeed, Jeulin

([Jeu79], [Jeu80]) used the fact that

(Jt < a) = (t < Λa)

with Λa = sup{t; Rt = a}, and developed enlargement formulae related to all
the Λa’s simultaneously to prove Pitman’s theorem in this way.

Theorem 1.5 ([Pit75], [Jeu80])

1. If (Bt; t ≥ 0) is a standard Brownian motion and St = sups≤t Bs, t ≥ 0,
then the process (Rt := 2St−Bt; t ≥ 0) is a 3-dimensional Bessel process.

2. If (Rt; t ≥ 0) is a 3-dimensional Bessel process (not necessarily starting
from 0) and Jt = infs≥t Rs, t ≥ 0, then the process (βt := 2Jt−Rt; t ≥ 0)
is a standard Brownian motion.
In fact, if (Rt; t ≥ 0) denotes the natural filtration of R, then (βt; t ≥ 0)
is a Brownian motion with respect to (Rt ∨ σ(Jt); t ≥ 0).

Comment 1.2 In [ST90], this result has been generalized to transient, R
∗
+-

valued diffusions (Rt; t ≥ 0) such that:

• (Rt; t ≥ 0) satisfies the following SDE assumed to enjoy uniqueness in
law

Rt = r +Bt +
∫ t

0

ds c(Rs)

• the scale function of R may be chosen to satisfy

e(0+) = −∞ e(∞) = 0
1
2
e′′ + ce′ = 0
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If Jt = infs≥t Rs still denotes the future minimum and (Rt; t ≥ 0) the nat-

ural filtration of R, then
(

2
e(Jt)

− 1
e(Rt)

; t ≥ 0
)

is a (Rt ∨ σ(Jt); t ≥ 0)-local
martingale.
With c(x) = 1/x, one easily recovers the second assertion of Theorem 1.5.
With c(x) = n−1

2x (i.e. R is a n dimensional Bessel process; n > 2), we find
that both (2Jn−2

t − Rn−2
t ; t ≥ 0) and (2J2

t − R2
t − (n − 4)t; t ≥ 0) are

(Rt ∨ σ(Jt); t ≥ 0)-martingales.

Comment 1.3 For different extensions of Pitman’s theorem, we refer to
[Ber91], [Ber92], [Bia94], [Tak97], [Tan90], [Tan89].

1.3 Initial Enlargement

In order to solve the problem of initial enlargement with X, we first consider
the quantity (λt(f); t ≥ 0) defined for any bounded Borel function f : R → R

as the continuous version of the martingale (E [f(X)|Ft] ; t ≥ 0).
Here is a first example of (λt(f); t ≥ 0):

Example 1.5 We still consider a continuous local martingale N , with N0 =
1, and

Nt −→
t→∞

0

Here are some preliminaries for the initial enlargement with the variable X =
N∞.
For any test function f ,

E
[
f(N∞)|Ft

]
= E

[
f(N t ∨N

t
)|Ft

]

= f(N t)P (N t > N
t|Ft) + E

[
f(N

t
)1

N
t
>Nt

|Ft

]

Now, Lemma 0.1 asserts that, conditionally on Ft, N
t

is distributed as Nt

U
with U a uniform variable independent of Ft.
Therefore

λt(f) = f(N t)(1 − Nt

N t

) +
∫ Nt/Nt

0

duf

(
Nt

u

)

Remark 1.4 This example provides us with many martingales of the form
ϕ(Nt, N t). One may wonder whether these martingales are of the form of
those studied in Lemma 0.2. The answer is positive as we now show by simple
computations:

λt(f) =
f(N t)
N t

(N t −Nt) +Nt

∫ ∞

Nt

dy

y2
f(y)

= N t

∫ ∞

Nt

dy

y2
f(y) − (N t −Nt)

(∫ ∞

Nt

dy

y2
f(y) − f(N t)

N t

)
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We obtain the form found in Lemma 0.2 with

H(x) = x

∫ ∞

x

dy

y2
f(y); h(x) =

∫ ∞

x

dy

y2
f(y) − f(x)

x

We now start a general discussion, for which we assume that the underlying
filtration is generated by a real-valued Brownian motion (Bt; t ≥ 0).
In order to state the enlargement decomposition formula, we also need to
introduce the (Ft; t ≥ 0) predictable process (λ̇t(f); t ≥ 0) such that:

λt(f) = E [f(X)] +
∫ t

0

λ̇s(f) dBs (t ≥ 0)

The process (λ̇t(f); t ≥ 0) exists from the representation property of Brown-
ian martingales as stochastic integrals with respect to dBs.
It is not difficult to show that there exists a (predictable) family of measures
(λt(dx), t ≥ 0) such that:

λt(f) =
∫
λt(dx)f(x)

and we shall assume the existence of another predictable family (λ̇t(dx); t ≥
0) of measures such that:

dt a.s. λ̇t(f) =
∫
λ̇t(dx)f(x).

The result is the following

Theorem 1.6 Assume that ds dP a.s., the measure λ̇s(dx) is absolutely con-
tinuous with respect to λs(dx) and define ρ(x, s) by:

λ̇s(dx) = λs(dx)ρ(x, s)

Then, for any (Ft; t ≥ 0) martingale (Mt =
∫ t

0
mudBu; t ≥ 0), there exists

(M̃t; t ≥ 0), a (Fσ(X)
t ; t ≥ 0) local martingale, such that

Mt = M̃t +
∫ t

0

ρ(X, s)d < M,B >s

= M̃t +
∫ t

0

ρ(X, s) ms ds

provided that ∫ t

0

|d < M,B >s | |ρ(X, s)| < ∞ a.s.

In particular, if
∫ t

0
ds|ρ(X, s)| < ∞ a.s., then (Bt; t ≥ 0) decomposes as:

Bt = B̃t +
∫ t

0

ρ(X, s)ds

with B̃ a Brownian motion with respect to (Fσ(X)
t ; t ≥ 0).
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Proof
Let f be a test function, Λs ∈ Fs and s < t; then:

E [1Λs
f(X)(Mt −Ms)] = E [1Λs

(λt(f)Mt − λs(f)Ms)]

= E

[
1Λs

∫ t

s

du muλ̇u(f)
]

= E

[
1Λs

∫ t

s

du mu

∫
ρ(x, u)f(x)λu(dx)

]

= E

[
1Λs

∫ t

s

du muf(X)ρ(X,u)
]

from the monotone class theorem; hence, the result.

�

Example 1.6 X = BT with a fixed time T

λt(f) =
∫

R

dx
√

2π(T − t)
e−

(x−Bt)
2

2(T−t) f(x),

hence: λ̇t(f) =
∫

R

dx
√

2π(T − t)
(x−Bt)
T − t

e−
(x−Bt)

2

2(T−t) f(x)

(it suffices to “differentiate λt(f) with respect to Bt”)
Therefore

ρ(x, t) =
x−Bt

T − t

In particular, we obtain5

Bt = B̃t +
∫ t

0

BT −Bs

T − s
ds

with B̃ a Brownian motion with respect to (Fσ(BT )
t ; t ≥ 0), since

E

[∫ T

0

|BT −Bs|
T − s

ds

]

=

√
2
π

∫ T

0

ds√
T − s

<∞

Nonetheless, there is the following negative result

Proposition 1.7 [JY79]

i) A (Ft; t ≥ 0)-martingale (Mt :=
∫ t

0
msdBs; t ≥ 0) remains a semimartin-

gale in (Fσ(BT )
t ; t ≥ 0) if, and only if

∫ T

0
ds|ms|√

T−s
< ∞

5 For some adequate extension of this formula to Lévy processes, see [JP88]. See
also [MY05b] for its relation with harnesses.
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ii) There exists some deterministic function m such that:

∫ T

0

dsm2
s < ∞

∫ T

0

ds
|ms|√
T − s

= ∞

Thus there exist some (Ft; t ≥ 0)-martingales which do not remain semi-
martingales with respect to (Fσ(BT )

t ; t ≥ 0).

Proof
To prove ii), it suffices to take, for 1/2 < α < 1,ms = 1√

T−s(log 1
T−s )

α 1T>s≥T/2

�

Example 1.7 X = ST = sups≤T Bs with a fixed time T
Using that, for t ≤ T , ST = St ∨ supt≤u≤T Bu, we obtain

λt(dx)=




St−Bt∫

0

√
2

π(T − t)
e−

y2

2(T−t) dy



 εSt
(dx)+

√
2

π(T − t)
e−

(x−Bt)
2

2(T−t) dx1x>St

λ̇t(dx)=−
√

2
π(T − t)

e−
(St−Bt)

2

2(T−t) εSt
(dx)+

√
2

π(T − t)
x−Bt

(T − t)
e−

(x−Bt)
2

2(T−t) dx1x>St

Therefore

ρ(x, t) = − 1√
T − t

ϕ(
St −Bt√
T − t

)1St=x + 1St<x
x−Bt

T − t

with ϕ(y) = e−y2/2
∫ y
0 dr e−r2/2 .

Note that this example provides a case where λt(dx) is not equivalent to dx.

Example 1.8 X = A
(−1/2)
∞ =

∫∞
0
du e2(Bu− 1

2 u) (See Exercise 17 for
more general perpetuities and [BS04] for similar results)

λt(f) = Ê

[
f(A(−1/2)

t + e2Bt−t Â(−1/2)
∞ )

]

λ̇t(f) = Ê

[
2Â(−1/2)

∞ f ′(A(−1/2)
t + e2Bt−tÂ(−1/2)

∞ )e2Bt−t
]

We then use that A
(−1/2)
∞ is distributed as a 1/2-stable variable; indeed,

A
(−1/2)
∞

(law)
= T0 := inf{t ≥ 0, βt = 0} where β is a Brownian motion starting

at 1 thanks to the following Dubins-Schwarz representation6

6 which is also a particular case of Lamperti’s relationship [Lam72]; see Exercise 17
for a discussion and applications of the general case.
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exp
{
Bu − 1

2
u

}
= β∫ u

0 ds exp{2(Bs− 1
2 s)}

Therefore, we obtain:

ρ(x, t) = 1 − e2Bt−t

(x−A
(−1/2)
t )

Further examples are presented in the Tables at the end of this chapter after
the exercises.

1.4 Further References

Motivated partly by applications in Mathematical Finance, where various fil-
trations related to more or less informed agents play some role, a number
of papers on the subject appear regularly, e.g.: [AJKY93] [Bau03] [Bau04]
[Bau02] [BM82] [FI93] [Imk96] [KH04] [LNN03] [MP03] [PK96] [Yan02]...

1.5 Exercises

Exercise 8 Let (Nt; t ≥ 0) denote a R
+-valued, continuous (Ft; t ≥ 0)-local

martingale, with N0 = 1, and

Nt −→
t→∞

0

Denote Λ := sup{t; N t −Nt = 0}.
The aim of this exercise is to prove, using the balayage formula that:

AΛ
t = log(N t) (1.1)

where (AΛ
t ; t ≥ 0) denotes the (Ft)-compensator of 1{Λ≤t}.

a) Denote γt = sup{s ≤ t; Ns −Ns = 0}.
Prove that, for any bounded, (Fs; s ≥ 0)-predictable process (ks; s ≥ 0),
one has

kγt
(N t −Nt) =

∫ t

0

kγu
d(Nu −Nu)

b) Deduce that:

E
[
kΛN∞

]
= E

[∫ ∞

0

kudNu

]

c) Deduce that (1.1) holds. Conclude that AΛ
∞ is exponentially distributed.
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d) Consider the same question, but do not assume that Nt −→
t→∞

0.
As is well-known, N∞ = limt→∞Nt exists a.s.
Find a substitute for formula (1.1).
Hint : There exists some predictable process (nu; u ≥ 0) such that:

nΛ = E [N∞|FΛ] .

Then prove that

AΛ
t =

∫ t

0

dNs

Ns − ns

Exercise 9 Let Λ denote an honest time, and (Zt = µt − At; t ≥ 0) its
associated Azéma supermartingale.

a) Using the progressive enlargement formula for (µt; t ≥ Λ), show that

1 − ZΛ+t = µ̂t +
∫ t

0

d < µ̂ >s

1 − ZΛ+s

where µ̂t = −(µΛ+t − µΛ)

b) Deduce that < µ >∞ − < µ >Λ
(law)
= T

(3)
1 where T

(3)
1 denotes the first

hitting of 1 by a 3-dimensional Bessel process.

Exercise 10 (Last passage time of a transient diffusion, cf [RY05] exercise
4.16 Chapter VII)
Let Y be a diffusion with scale function s such that s(−∞) = −∞ and s(∞) =
0 and speed measure m (see [BS02b] p.13). Consider the last passage time at
a given level a, namely the random time La = sup{t ≥ 0, Yt = a}.
a) Compute ALa , the predictable compensator of La.
b) We recall now (see e.g. [BS02b]) that

• the transition semi-group of Y is absolutely continuous with respect to
m, i.e. there exists a continuous density p such that

Pt(x, dy) = pt(x, y)m(dy)

• the occupation time formula is
∫ t

0

f(Xu)du =
∫
f(y)Ls(y)

t m(dy)

where (Lx, x ∈ R) denotes the family of (Meyer) local times of the
local martingale s(Y )

Show that ∂
∂t Ex

[
L

s(a)
t

]
= pt(x, a)

c) Show that, for any x ∈ R, Px(La ∈ dt) = − 1
2s(a)pt(x, a)dt
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Exercise 11 (Penalization of BM with its one-sided supremum)[RVY05a]
Let f : R+ → R+ denote a probability density on R+, and consider the family
(W f

t ; t ≥ 0) of probability measures on Ω∗ = C([0,∞),R) defined as follows:

W f
t =

f(St)
EW [f(St)]

.W (1.2)

where W denotes Wiener measure, St = sups≤t Xs and (Xs; s ≥ 0) is the
coordinate process.
The aim of this exercise is to show that the family (W f

t ; t ≥ 0) converges
weakly, as t→ ∞, to W f

∞, which is defined as

W f
∞|Fs

= Mf
s .W|Fs

(1.3)

i.e., W f
∞, when restricted to Fs, is absolutely continuous with respect to W ,

with Radon-Nikodym density

Mf
s = (1 − F (Ss)) + f(Ss)(Ss −Xs)

where F (x) =
∫ x

0
dy f(y).

In fact, prove that for any Γs ∈ Fs:

W f
t (Γs) −→

t→∞
EW

[
1Γs

Mf
s

]
(1.4)

Hint : In order to prove (1.4), show that, for some universal constant C,

C
√
t E [f(St)|Fs] −→

t→∞
Mf

s

Exercise 12 Let λ > 0 and denote S(−λ)
t = sups≤t(Bs − λs)

Prove that S(−λ)
∞ is distributed exponentially, and identify the parameter of

the exponential law.
Hint : For some constant C, the process (exp (C(Bs − λs)) ; s ≥ 0) is a mar-
tingale, which starts at 1, and goes to 0, as s → ∞. Conclude from there.

Exercise 13 Let (βu; u ≥ 0) denote a one-dimensional Brownian motion,
starting from 0, and (λu; u ≥ 0) its local time at 0.
Denote by (τ (β)

l , l ≥ 0) the right-continuous inverse of (λu; u ≥ 0).

a) Prove that, for any A > 0:

sup
v≤τ

(β)
A

|βv|
(law)
=

A

e
(1.5)

where e denotes a standard exponential variable.
Hint : Write 




sup

v≤τ
(β)
A

|βv| ≥ C





=
{
A ≥ λTC(|β|)

}

where TC(|β|) = inf{t ≥ 0; |βt| = C}, and use the fact that λTC(|β|) is
exponentially distributed (see Example 1.4).
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b) Prove that the process (Wl := sup
v≤τ

(β)
l

|βv|; l ≥ 0) is a Markov process.
Compute its semigroup.

Exercise 14 (A mixture of balayage and time-change)
Let ϕ : R

+ → R
+ be such that

∫ a

0
dx

ϕ(x) < ∞, for every a > 0; denote by
(Bt; t ≥ 0) a one-dimensional Brownian motion starting at 0, and by (Lt; t ≥
0) its local time at 0.

a) The aim of this question is to prove the formula:

P (∃t ≥ 0, |Bt| ≥ ϕ(Lt)) = 1 − exp
(
−
∫ ∞

0

dx

ϕ(x)

)
(1.6)

or, equivalently, that the variable inf
t≥0

{
ϕ(Lt)
|Bt|

}
is exponentially distributed

with parameter
∫∞
0

dx
ϕ(x) .

a.1) Prove that ( 1
ϕ(Lt)

Bt; t ≥ 0) is a local martingale with Dubins-
Schwarz representation

(β∫ t
0

ds
ϕ2(Ls)

; t ≥ 0)

where β denotes a Brownian motion.
a.2) Let (L∗

u;u ≥ 0) denote the local time at 0 of β.
Prove the relationship

∫ Lt

0

dx

ϕ(x)
= L∗∫ t

0
ds

ϕ2(Ls)

Deduce that
∫ τl

0

ds

ϕ2(Ls)
(law)
= inf

{

t ≥ 0; Bt =
∫ l

0

dx

ϕ(x)

}

where τl = inf{t ≥ 0; Lt > l}
a.3) Deduce from Exercise 13 the identity

P (∃t ≤ τl, |Bt| ≥ ϕ(Lt)) = 1 − exp

(

−
∫ l

0

dx

ϕ(x)

)

(1.7)

b) Find an integral criterion bearing on ϕ such that:

P (∀A > 0, ∃t ≥ A, |Bt| ≥ ϕ(Lt)) =





1

0
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c) Develop some analogous study for the quantities

P (∃t ≥ 0, Bt ≤ ψ(St))

� P (∃t ≥ 0, ϕ−(It) ≤ Bt ≤ ϕ+(St))

where St = sups≤t Bs and It = infs≤t Bs.

Exercise 15 This exercise extends the results of the preceding exercise to
recurrent Bessel processes using excursion theory; more precisely, for ν ∈
(0, 1), let ϕ : R

+ → R
+ be such that

∫ a

0
dx

ϕ(x)2ν < ∞, for every a > 0; denote
by (Rt; t ≥ 0) a Bessel process with index −ν, starting at 0, and by (Lt; t ≥ 0)
its local time at 0, chosen so that (R2ν

t − Lt; t ≥ 0) is a martingale.

a) Prove that

P (∀t ≤ τl, Rt ≤ ϕ(Lt)) = exp−
∫ l

0

dλn
(
max

u
εu ≥ ϕ(λ)

)

where ε, under the Itô measure n of excursions of R away from 0, denotes
the generic excursion and τ is the right-inverse of the local time process
L.

b) Show that n (maxu εu ≥ a) = a−2ν . Conclude that

P (∃t ≤ τl, Rt ≥ ϕ(Lt)) = 1 − exp

(

−
∫ l

0

dx

ϕ(x)2ν

)

c) Recover this result for l = ∞, without excursion theory, but using instead
Doob’s maximal identity (Lemma 0.1).
Hint : One may use the martingale property of (h(Lt)R2ν

t +1−H(Lt), t ≥
0) for a conveniently chosen measurable, positive function h such that∫∞
0
h(u)du = 1 and H(x) =

∫ x

0
h(y)dy.

Remark 1.5 This result can also be deduced from the result of Exercise 14
about reflecting Brownian motion. Indeed, R2ν is a time changed reflecting
Brownian motion.

Exercise 16 � (See [OY05], and [Ob�l05])
Show that the only local martingales with respect to the Brownian filtration
which are of the form (f(St, Bt); t ≥ 0) may be written as:

(H(St) − h(St)(St −Bt); t ≥ 0)

where h : [0,∞) → R is locally integrable, and H(x) =
∫ x

0
dy h(y).

Hint : Prove the result in case f is regular.

The following exercise extends to any µ > 0 the result seen in Example 1.8 in
this chapter for µ = 1/2.
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Exercise 17 (Initial enlargement with the perpetuity: A(−µ)
∞ ; see, e.g. [MY01]

for details)
Let A(−µ)

∞ =
∫∞
0
ds exp 2(Bs − µs) be the perpetuity with parameter µ.

a) Show Lamperti’s relationship:

exp(Bt − µt) = R
(−µ)

A
(−µ)
t

(1.8)

where (R(−µ)
u ;u ≥ 0) denotes a Bessel process with index (−µ) (or di-

mension δ = 2(1 − µ)) starting from 1, considered up to A
(−µ)
∞ and

A
(−µ)
t =

∫ t

0
exp 2(Bs − µs)ds [Recall that BES(−µ) is a diffusion taking

values in R
+ with infinitesimal generator 1

2
d2

dx2 + 2(−µ)+1
2x

d
dx ]

b) Deduce from (1.8) that:

A(−µ)
∞ = T0(R(−µ)) = inf{u, R(−µ)

u = 0} (1.9)

c) Prove that T0(R(−µ)) is distributed as 1/2γµ, where γµ denotes a gamma
variable with parameter µ.

d) Prove, with the notation in Chapter 1, that for X = A
(−µ)
∞ , one has:

ρ(x, t) = 2µ− exp(2(Bt − µt))

x−A
(−µ)
t

hence that

B
(−µ)
t = B̃

(µ)
t −

∫ t

0

ds
exp (2B(−µ)

s )

A
(−µ)
∞ −A

(−µ)
s

(1.10)

where B(−µ)
t = Bt − µt and B̃

(µ)
t = B̃t + µt denotes a Brownian motion

with drift µ in the filtration (Fσ(A(−µ)
∞ )

t ; t ≥ 0).
e) Solve equation (1.10), by expressing explicitly (B(−µ)

t ; t ≥ 0) in terms of
(B̃(µ)

t ; t ≥ 0) and A
(−µ)
∞ . That is, show that:

B
(−µ)
t = B̃

(µ)
t + log

(
A

(−µ)
∞

A
(−µ)
∞ + Ã

(µ)
t

)

(1.11)

f) Deduce from formula (1.10) the following identity7

1

A
(−µ)
t

=
1

Ã
(µ)
t

+
1

A
(−µ)
∞

(1.12)

7 This identity has first been proved, without enlargement of filtrations, by Dufresne
in [Duf90].
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Comment 1.4 Note that formula (1.11) contains a recipe to “construct” a
B(−µ) process from a B̃(µ) one, once an additional gamma(µ) variable γµ is
given, independent of B̃(µ); precisely

B
(−µ)
t = B̃

(µ)
t − log

(
1 + 2γµÃ

(µ)
t

)

Exercise 18 �
Obtain an initial enlargement formula with

∫∞
0
ds ϕ(B(µ)

s ) for more general
functions ϕ than exp(−ax).

Exercise 19 Let (Bt; t ≥ 0) be a standard Brownian motion, (St; t ≥ 0)
its one-sided supremum and (Lt; t ≥ 0) its local time process at level 0.

a) 1. Compute the formula for the initial enlargement with (BT , ST ), with T
a fixed time.

2. Deduce the decomposition of (St −Bt; t ≥ 0) in (Fσ(ST ,BT )
t ; t ≥ 0).

b) 1. Compute the formula for the initial enlargement with (BT , LT ), with T
a fixed time.

2. Deduce the decomposition of (|Bt|; t ≥ 0) in (Fσ(LT ,BT )
t ; t ≥ 0).

c) Compare the two formulae obtained in question a)2. and b)2.

Exercise 20 This exercise exploits the computations made at the beginning
of Section 1.3 for the initial enlargement with N∞. Define λ̇t(f) with respect
to N , namely

λt(f) = E
[
f(N∞)

]
+
∫ t

0

λ̇s(f)dNs

a) Prove the formulae

λt(dx) =
(
1 −Nt/N t

)
εNt

(dx) +Nt
dx

x2
1[Nt,∞)(x) (1.13)

λ̇t(dx) = −(1/N t)εNt
(dx) +

dx

x2
1[Nt,∞)(x) (1.14)

b) Compare the progressive enlargement formula with L(N) := sup{t ≥
0, N t = Nt} and the initial enlargement formula with N∞.

The following exercise presents an attempt to shrink/slim the Brownian fil-
tration. Note that, on the contrary to the enlargement theory, the shrink-
ing/slimming operation is still a quite undeveloped topic.

Exercise 21 Let (Bt; t ≥ 0) be a standard Brownian motion and (Ft; t ≥ 0)
its natural filtration. Consider h ∈ L2

loc(R+); this exercise aims at shrinking
the filtration (Ft; t ≥ 0) with the variables

∫ t

0
h(u)dBu, i.e. at defining and

studying a filtration (Fh,−
t ; t ≥ 0) such that:

• for any t ≥ 0, Fh,−
t is independent from the variable

∫ t

0
h(u)dBu
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• for any t ≥ 0, Ft = Fh,−
t ∨ σ

(∫ t

0
h(u)dBu

)

a) Show that there exists (Fh,−
t ; t ≥ 0), a subfiltration of (Ft; t ≥ 0), which

satisfies the above conditions.
Hint: Consider Fh,−

t = σ
(∫ t

0
g(u)dBu; g ∈ L2([0, t]),

∫ t

0
dug(u)h(u) = 0

)
.

b) Show that Bh,−
t := Bt −

∫ t
0 h(u)du
∫ t
0 h(u)2du

∫ t

0
h(u)dBu is a (Fh,−

t ; t ≥ 0)-
martingale.

c) Study the process (Bhα,−
t ; t ≥ 0) for hα(u) = uα with α > −1/2. In

particular, show that
(
Bt −

3
t

∫ t

0

Budu; t ≥ 0
)

defines a Brownian motion. More generally, prove that, for every α >
−1/2, (

Bα,−
t := Bt −

2α+ 1
tα

∫ t

0

uα−1Budu; t ≥ 0
)

is a Brownian motion, which generates the filtration (Fα,−
t , t ≥ 0), i.e.

the filtration (Fhα,−
t , t ≥ 0) with hα(x) = xα.
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Table 1α: Progressive Enlargements

Λ ZΛ
t AΛ

t

1 γT = sup{u ≤ T, Bu = 0} Φ
(

|Bt|√
T−t

)
1t<T

√
2
π

∫ t∧T
0

dLu√
T−u

T fixed time

2 γa
T = sup{u ≤ T, Bu = a} Φ

(
|Bt−a|√

T−t

)
1t<T

√
2
π

∫ t∧T
0

dLa
u√

T−u

T fixed time

3 γT∗
a

= sup{u ≤ T ∗
a , Bu = 0} 1 − 1

a
|Bt∧T∗

a
| 1

a
Lt∧T∗

a

T ∗
a = inf{t, |Bt| = a}, a > 0

4 γTa = sup{u ≤ Ta, Bu = 0} 1 − 1
a
B+

t∧Ta

1
2a

Lt∧Ta

Ta = inf{t, Bt = a}, a > 0

5 γT (R) = sup{u ≤ T, Ru = 0} 1
Γ (µ)

∞∫

R2
t

2(T−t)

dvvµ−1e−v1t<T

∫ t∧T
0

dLs(R)
µΓ (µ)(2(T−s))µ

R BES(−µ) with µ ∈ (0, 1)

6 La = sup{u, Ru = a} 1 ∧
(

a
Rt

)2µ
µ
a

La
t (R)

R BES(µ), with µ > 0, R0 = 0

7 L(N) = sup{t, Nt = Nt} Nt/Nt log(Nt)

N ≥ 0 martingale,

N∞ = 0, N0 = 1

Here, we denote Φ(x) =
√

2
π

∫∞
x
e−u2/2du.
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Table 1β: Associated Enlargement Formulae

We now write the associated formulae, where the process (B̃t; t ≥ 0) (resp.
(M̃t; t ≥ 0)) always indicates a Brownian motion (resp. a martingale) with
respect to the enlarged filtration.

Convention A.1 In the following tables, integrals such as
∫ t

�
ds ϑs are equal

to 0 for t ≤ �.

1 Bt = B̃t −
∫ t∧γT

0
ds√
T−s

sgn(Bs)
√

2
π

e
− B2

s
2(T−s)

Φ(|Bs|/
√

T−s)

+sgn(BT )
∫ t∧T

γT

ds√
T−s

√
2
π

e
− B2

s
2(T−s)

1−Φ(|Bs|/(
√

T−s)

2 Bt = B̃t −
∫ t∧γa

T

0
ds√
T−s

sgn(Bs − a)
√

2
π

e
− (Bs−a)2

2(T−s)

Φ(|Bs−a|/
√

T−s)

+sgn(BT − a)
∫ t∧T

γa
T

ds√
T−s

√
2
π

e
− (Bs−a)2

2(T−s)

1−Φ(|Bs−a|/
√

T−s)

3 Bt = B̃t −
∫ t∧γT∗

a
0

sgn(Bs)
a−|Bs| ds+

∫ t∧T∗
a

γT∗
a

1
Bs
ds

4 Bt = B̃t −
∫ t∧γTa

0
1Bs>0
a−Bs

ds+
∫ t∧Ta

γTa

ds
Bs

5 Mt = M̃t −
√

2
∫ t∧γT (R)

0
d<M,R>s√

T−s

(
R2

s

2(T−s)

)µ−1/2
e
− R2

s
2(T−s)∫ ∞

R2
s/(2(T−s)) dvvµ−1e−v

+
√

2
∫ t∧T

γT (R)
d<M,R>s√

T−s

(
R2

s

2(T−s)

)µ−1/2
e
− R2

s
2(T−s)

∫ R2
s/(2(T−s))

0 dvvµ−1e−v

6 Mt = M̃t − 2µ
∫ t∧La

0
d<M,R>s

Rs
1Rs>a − 2µ

∫ t

La

d<M,R>s

Rs

a2µ

a2µ−R2µ
s

7 Mt = M̃t +
∫ t∧L(N)

0
d<M,N>s

Ns
+
∫ t

L(N) d < M,N >s /(Ns −Ns)
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Table 2α: Initial Enlargements

X ρ(t, x)

1 BT
x−Bt
T−t

terminal value

2 ST − 1√
T−t

ϕ
(

St−Bt√
T−t

)
1St=x +

x−Bt
T−t

1St<x

supremum at fixed time

3 (BT , ST )
(

2z−y−Bt
T−t

− 1
2z−y−Bt

)
1St<z

terminal value + 1
T−t

(
St − Bt − (z − y) coth

[
(z−y)(St−Bt)

T−t

])
1z=St

1y≤St

and supremum with x = (y, z)

4 LT − sgn(Bt)√
T−t

(
ϕ
( |Bt|√

T−t

)
1Lt=x +

x−Lt+|Bt|√
T−t

1Lt<x

)

local time at fixed time

5 (BT , LT ) sgn(Bt)
(

1
l−Lt+|b|+|Bt|

− l−Lt+|b|+|Bt|
T−t

)
1l>Lt

+ 1
T−t

(
b coth

[
bBt
T−t

]
− Bt

)
1l=Lt

1bBt>0

terminal value and local time with x = (b, l)

6 γT − sgn(Bt)√
T−t

ϕ
( |Bt|√

T−t

)
1x=γt − Bt

x−t
1T >x>t

last zero before a fixed time

7 (γT , δT )
(

1
Bt

− Bt
z−t

)
1γt<T 1z>t∨T 1y=γt − Bt

y−t
1z>T >y>t

zeros around a fixed time with x = (y, z)

8 Ta − 1
a−Bt

+
a−Bt
x−t

first hitting time of a t ≤ Ta

9 τl − 1
l−|Bt|+Lt

+
l−|Bt|+Lt

x−t

inverse of local time at l t ≤ τl

10 A
(−µ)
∞ 2µ − e2(Bt−µt)

x−A
(−µ)
t

perpetuity with drift − µ

11 N∞

Supremum of a martingaleN ≥ 0 1/(Nt − Nt)1Nt=x
+ 1

Nt
1

Nt<x

N0 = 1, vanishing at +∞

We use the notation: ϕ(x) = e−x2/2
∫ x
0 e−u2/2du
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Table 2β: Associated Enlargement Formulae

We now write the associated formulae, where the process (M̃t; t ≥ 0) always
indicates a martingale in the enlarged filtration.

1 Mt = M̃t +
∫ t
0 d < M, B >s

BT −Bs
T−s

2 Mt = M̃t +
∫ t∧σT
0 d < M, B >s

ST −Bs
T−s

−
∫ t

σT
d < M, B >s

1√
T−s

ϕ
(

Ss−Bs√
T−s

)

3 Mt = M̃t +
∫ t∧σT
0 d < M, B >s

(
2ST −BT −Bs

T−s
− 1

2ST −BT −Bs

)

+
∫ t

σT
d < M, B >s

1
T−s

(
Ss − Bs − (ST − BT ) coth

[
(ST −BT )(Ss−Bs)

T−s

])

4 Mt = M̃t +
∫ t∧γT
0 d < M, B >s

LT −Ls+|Bs|√
T−s

− sgn(BT )
∫ t∧T

γT

d<M,B>s√
T−s

ϕ
(

|Bs|√
T−s

)

5 Mt = M̃t +
∫ t∧γT
0 d < M, B >s sgn(Bs)

(
1

LT −Ls+|BT |+|Bs| −
LT −Ls+|BT |+|Bs|

T−s

)

+
∫ t∧T

γT
d < M, B >s

1
T−s

(
BT coth

[
BT Bs
T−s

]
− Bs

)

6 Mt = M̃t −
∫ t∧γT
0 d < M, B >s

Bs
γT −s

− sgn(BT )
∫ t∧T

γT

d<M,B>s√
T−s

ϕ
(

|Bs|√
T−s

)

7 Mt = M̃t −
∫ t∧γT
0 d < M, B >s

Bs
γT −s

+
∫ t∧δT

γT
d < M, B >s

(
1

Bs
− Bs

δT −s

)

8 Mt = M̃t +
∫ t∧Ta
0 d < M, B >s

(
a−Bs
Ta−s

− 1
a−Bs

)

9 Mt = M̃t +
∫ t∧τl
0 d < M, B >s

(
l−|Bs|+Ls

τl−s
− 1

l−|Bs|+Ls

)

10 Mt = M̃t + 2µt −
∫ t
0 d < M, B >s

e2(Bs−µs)

A
(−µ)
∞ −A

(−µ)
s

11 Mt = M̃t +
∫ t∧L(N)

0
d<M,N>s

Ns
+
∫ t
L(N) d < M, N >s /(Ns − Ns)
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Some Comments About Path Decompositions Related
to These Formulae

We show how all (or almost all!) of the formulae given in Table 2β may be
interpreted in terms of semimartingale decompositions of Markovian bridges.
This rests on the following lemma, close to Exercise 5, p.8.

Lemma A.1 If P (t)
x→y denotes the law of a good diffusion (on R), starting

from x, conditioned to be at y at time t, then, for any s < t,

P
(t)
x→y|Fs

=
pt−s(Xs, y)
pt(x, y)

.Px|Fs

where pt(., .) denotes the density of the transition probability associated to the
considered diffusion.
As a consequence, if under Px:

Xs = x+ βs +
∫ s

0

b(Xu)du

then, under P (t)
x→y:

Xs = x+ β̃s +
∫ s

0

b(Xu)du+
∫ s

0

du

(
∂

∂z
(log(pt−u(z, y)))

)

|z=Xu

We apply this lemma to three different cases:

Example A.1 If Px is Wiener measure with starting point x, then under
P

(t)
x→y:

Xs = x+ β̃s +
∫ s

0

du
y −Xu

t− u
(A.1)

Example A.2 If Px is the law of a 3-dimensional Bessel process, starting
from x (hence b(z) = 1/z), we recall that

pt(x, y) =
2√
2πt

y

x
exp
(
−x2 + y2

2t

)
sinh

(xy
t

)

Hence

∂

∂z
(log(pt(z, y))) = −1

z
− z

t
+
y

t
coth

(zy
t

)

so that, under P (t)
x→y

Xs = x+ β̃s +
∫ s

0

du

[
y

t− u
coth

(
yXu

t− u

)
− Xu

t− u

]
(A.2)
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Example A.3 In particular, letting y → 0, one obtains from (A.2), that,
under P (t)

x→0

Xs = x+ β̃s +
∫ s

0

du

[
1
Xu

− Xu

t− u

]
(A.3)

With all these decompositions in mind, we are ready to discuss the enlarge-
ment decompositions found in the Tables.

∗ ∗ ∗ ∗ ∗

Comments on Table 2β

Line 1
Conditionally on BT = y, (Bu; u ≤ T ) is a Brownian bridge of length T ,
starting from 0 and ending at y.

Line 2
• Let σT := inf{t > 0; Bt = ST }. Conditionally on ST = θ, (Bt; t ≤ σT )

is a Brownian bridge of length T , starting from 0 and ending at θ,
considered up to σT := inf{t > 0; Bt = θ}.

• (SσT +u−BσT +u; u ≤ T−σT ) is a Brownian meander of length T−σT .
The meander process is studied with more details in Subsection 3.1.3.

Line 3
σT still denotes the first hitting time of ST . Conditionally on ST = θ and
BT = x,
• (2ST − BT − Bt; t ≤ σT ) is a Brownian bridge of length T , starting

from 0 and ending at θ, stopped at its first hitting time of θ − x.
• (ST −BσT +u; u ≤ T − σT ) is a 3-dimensional Bessel bridge of length

T − σT starting from 0 and ending at θ − x.
Lines 4-5

See lines 2-3 thanks to Lévy’s equivalence.
Line 6

Conditionally on γT = g,
• (Bu; u ≤ g) is a Brownian bridge of length g starting from 0, ending

at 0.
• (|Bg+u|; u ≤ T − g) is a Brownian meander of length T − g.
See Subsection 3.1.2 and 3.1.3 for details.

Line 7
Conditionally on γT = g and δT = d,
• (Bu; u ≤ g) is a Brownian bridge of length g starting from 0, ending

at 0.
• The process (|Bg+u|; u ≤ d− g) is a 3-dimensional Bessel bridge of

length d− g starting from 0 and ending at 0.
See Subsection 3.1.2 for details.
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Line 8
Conditionally on Ta = t, (a−Bu; u ≤ t) is a 3-dimensional Bessel bridge
of length t starting at a and ending at 0. This may also be seen since the
time-reversed process is a 3-dimensional Bessel bridge starting from 0 and
going to a.

Line 9
See line 8 thanks to Lévy’s equivalence.

Line 10
Conditionally on A

(−µ)
∞ = a, the process R(−µ) defined from Lamperti’s

relationship [Lam72] is a (2(µ+ 1))-dimensional Bessel bridge of length t
starting from 1 and ending at 0. Indeed, this formula implies easily
eBt−µt =

1 +
∫ t

0

eBs−µsdB̃s + (µ+
1
2
)
∫ t

0

eBs−µsds−
∫ t

0

eBs−µs e2(Bs−µs)

A
(−µ)
∞ −A

(−µ)
s

ds

Then, time-changing with u = A
(−µ)
s and using Lamperti’s relationship,

we find

R
(−µ)
h = 1 + β̃h +

(
µ+

1
2

)∫ h

0

du

R
(−µ)
u

−
∫ h

0

R
(−µ)
u

A
(−µ)
∞ − u

du, h < A(−µ)
∞

Hence the announced result.
Line 11

Note that this line is precisely the same as line 7 in Table 1β. See Exercise
20 for an explanation.

As mentioned at the beginning of these comments, most of these path decom-
positions can be read in terms of standard bridges thanks to suitably re-scaled
processes. For example, Line 6 can also be stated as follows:
conditionally on γT = g,

(
Bvg√

g ; v ≤ 1
)

is a standard Brownian bridge, and
(

|Bg+v(T−g)|√
T−g

; v ≤ 1
)

is a standard Brownian meander.

∗ ∗ ∗ ∗ ∗

Comments on Table 1β

Line 1
Conditionally on γT = g,
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• The law of the process (Bt; t ≤ g) is given, for t ≤ g, by

P|Ft
=

√
2
π
.

∫ ∞

|Bt|/
√

T−t

e−
u2
2 du e

√
2
π Lt .W|Ft

where W denotes the Wiener measure.
• (|Bg+u|; u ≤ T − g) is a Brownian meander of length T − g.

Line 2
Similar to Line 1 with (Bt − a; t ≥ 0) instead of B.

Line 3
Conditionally on γT∗

a
= g,(|Bg+u|; u ≤ T ∗

a − g) is a 3-dimensional Bessel
process considered up to its first hitting time of the level a.

Line 4
This result is essentially a consequence of the preceding one since the
positive part of B is a time-changed, reflected Brownian motion; more
precisely, there exists a reflecting Brownian motion (ρu; u ≥ 0) such that

B+
t = ρ∫ t

0 1Bs≥0ds



2

Stopping and Non-stopping Times

This chapter is devoted to the role of stopping times; broadly speaking, the
discussion we engage is:

• how fundamental are stopping times in martingale theory?
• which results can be extended outside of the stopping time framework?

This chapter consists of three sections. First we introduce and discuss some
random times called pseudo-stopping times. These times generalize stopping
times in the sense that they satisfy Doob’s optional theorem. Second, we
investigate how the BDG inequalities are affected by general random times.
Last we attempt to replace in the BDG inequalities the ordinary time process
by the local time process taken at a general random time.
From now on, ρ shall denote a general random time, that is a variable

ρ : (Ω,F) → (R+,B(R+)).

2.1 Stopping Times and Doob’s Optional Theorem

2.1.1 The Knight-Maisonneuve Characterization
of Stopping Times

Theorem 2.1 [KM94] ρ is a stopping time if and only if for any bounded
martingale M ,

E [M∞|Fρ] = Mρ (2.1)

Proof
For simplicity, we assume (C) (i.e. all martingales are continuous).

• If ρ is a stopping time, (2.1) is a particular case of Doob’s optional stopping
theorem.

R. Mansuy and M. Yor: Random Times and Enlargements of Filtrations in a Brownian Setting,
Lect. Notes Math. 1873, 41–51 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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• Conversely, we want to show that, under hypothesis (2.1), for any t ≥ 0,
1ρ≤t is an Ft-measurable variable. Introduce (Aρ

t ; t ≥ 0) the predictable
compensator of (1ρ≤t; t ≥ 0).

E [M∞1ρ≤t] = E [Mρ1ρ≤t] = E

[∫ ∞

0

Mu1u≤tdA
ρ
u

]

= E

[∫ t

0

MudA
ρ
u

]
= E [M∞A

ρ
t ] (integration by parts Io)

Thus 1ρ≤t = Aρ
t and then 1ρ≤t is Ft-measurable.

�

Remark 2.1 If (C) is not satisfied, we use the optional compensator, instead
of the predictable one.

2.1.2 D. Williams’ Example of a Pseudo-stopping Time

D. Williams [Wil02] provided an example of a non-stopping time ρ such that
for every bounded martingale (Mt; t ≥ 0),

E [M∞] = E [Mρ]

Such a time will be called here a pseudo-stopping time. Before characterizing
these times, we detail D. Williams’ original example:

ρ = sup{t ≤ γT1 , Bt = St}

where T1 is the first hitting time of 1 by B and γs still denotes the last zero
of B before s.

The pseudo-stopping time property of ρ is strongly connected to the well-
known Williams’ path decomposition of the Brownian trajectory (Bt; t ≤ T1),
which we partly recall:

• Sρ is uniformly distributed on [0,1]
• Conditionally on Sρ = m, (Bu; u ≤ ρ) is a Brownian motion considered

up to its first hitting time of m.

Heuristically, if (Mt; t ≥ 0) is a Brownian martingale,

E [Mρ(B)|Sρ = m] = E
[
MTm(B)(B)

]
= E [M0(B)]

Such an argument can be made rigorous by proving the result at the random
walk level and then passing to the limit.
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0

1

T1γT1
ρ

Fig. 2.1. D. Williams’ example of a pseudo stopping time ρ

2.1.3 A Characterization of Pseudo-stopping Times

To any random time ρ, we associate the Azéma supermartingale

Zρ
t = P (ρ > t|Ft) = µρ

t −Aρ
t

with µρ
t = E [Aρ

∞|Ft].

Theorem 2.2 [NY05a] ρ is a pseudo-stopping time if and only if µρ = 1
which is also equivalent to Zρ being a decreasing predictable process.

Proof
As in the proof of Theorem 2.1, we assume hypothesis (C) for simplicity. From
the definition of the predictable compensator, for any bounded martingale
(Mt; t ≥ 0),

E [Mρ] = E

[∫ ∞

0

MsdA
ρ
s

]
= E [M∞A

ρ
∞]

Therefore ρ is a pseudo-stopping time if and only if

E [M∞A
ρ
∞] = E [M∞]

i.e. if and only if Aρ
∞ = 1.

�
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Remark 2.2 ρ is a pseudo-stopping time if, and only if, for every bounded
martingale M , (Mt∧ρ; t ≥ 0) is a (Fρ

t ; t ≥ 0)-martingale.

It may be interesting to note that D. Williams’ pseudo-stopping time can be
recovered as a particular case of the following procedure:
Let Λ be the end of a predictable set, (∆t; t ≥ 0) a decreasing, continuous
(Ft; t ≥ 0)-adapted process starting at 1 and ending at 0 and define the
random time ρ = sup{t < Λ, ZΛ

t = ∆t}.
Indeed, if we set ∆t = 1 − St∧T1 and Λ = sup{t ≤ T1, Bt = 0}, we have
already found that ZΛ

t = 1 −B+
t∧T1

, and we recover D. Williams’ example.
We can also provide, following [NY05a], some other examples of (∆t; t ≥ 0)
such that Zρ

t = ∆t (and therefore some new examples of pseudo-stopping
times). More precisely, with ∆t = infu≤t∧Λ Z

Λ
u , and under the additional as-

sumption (CA), we have the following generalization of D. Williams’ example:

Proposition 2.3

i) IΛ := infu≤Λ Z
Λ
u is uniformly distributed on [0,1].

ii) for any t ≥ 0, Zρ
t = infu≤t Z

Λ
u .

Proof

i) for any 0 ≤ b ≤ 1, P (IΛ ≤ b) = P (Tb ≤ Λ) where Tb denotes the first
hitting time of b by ZΛ.
Then:

b = E
[
ZΛ

Tb

]
= P (Tb ≤ Λ) = P (IΛ ≤ b),

which yields the result.
ii)

P (ρ > t|Ft) = P (T t < Λ|Ft) with T t = inf{s ≥ t; ZΛ
s ≤ inf

u≤t
ZΛ

u }

= E
[
ZΛ

T t |Ft

]
= It

�

2.2 How Badly are the BDG Inequalities Affected
by a General Random Time?

We first recall the classical Burkholder-Davis-Gundy (BDG) inequalities in
the Brownian framework, for p = 1:

Proposition 2.4 There exist two universal constants c and C such that for
any stopping time T ,

cE
[√

T
]
≤ E [B∗

T ] ≤ CE

[√
T
]

(2.2)

where B∗
t = sups≤t |Bs|
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Our aim in this section is to study what remains of these inequalities when T
is replaced by any random time Λ.

2.2.1 A Global Approach (Common to all Λ’s)

First we note that there does not exist a universal constant C such that for
all random times Λ:

E [|BΛ|] ≤ CE

[√
Λ
]

Indeed, assuming that C exists, if we replace Λ by 1A, we obtain that |B1| is
bounded, which is absurd.
Nonetheless, some ersatz of the BDG inequalities may be obtained for all
random times Λ, in some different frameworks, namely:

a) (L1 − Lp) inequality
b) Orlicz space inequality (See [Nev72] for some results about Orlicz spaces).

a) The (L1 − Lp) inequality

For any random time Λ, one has:

E [|BΛ|] = E

[
|BΛ| − µΛp/2

]
+ µE

[
Λp/2

]

≤ E

[
sup

t
{|Bt| − µtp/2}

]
+ µE

[
Λp/2

]

But

sup
t
{|Bt| − µtp/2} = sup

v
{|Bλ2v| − µλpvp/2}

(law)
= sup

v
{λ|Bv| − µλpvp/2}

= µ− 1
p−1 sup

v
{|Bv| − vp/2} by taking λ = µ

1
1−p

The quantity σp = E
[
supv{|Bv| − vp/2}

]
is finite and will be studied in Ex-

ercise 22.
Therefore,

E [|BΛ|] ≤ µ− 1
p−1σp + µE

[
Λp/2

]

Minimizing in µ, we obtain

E [|BΛ|] ≤ Cp||
√
Λ||p

with Cp = σ
(p−1)/p
p (p− 1)1/p

(
1 + (p− 1)−1

)
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b) An inequality involving Orlicz spaces (see [BJY84, BJY86])

We can replace the Lp norm for p > 1, by some precise Orlicz space norm,
namely: for any Orlicz function ϕ that satisfies ||N ||ψ <∞ with ψ the conju-
gate of ϕ and N a standard normal variable, there exists a universal constant
Cϕ such that

E [|BΛ|] ≤ Cϕ||
√
Λ||ϕ (2.3)

We shall now show how an enlargement of filtration allows to prove this result.

2.2.2 An “Individual” Approach (Depending on Λ)

The idea which “governs” this subsection is to deal with a given random time
Λ (which is not a stopping time) by making it a stopping time in a larger
filtration.
Up to time Λ, the enlargement formula is (see [Yor85] and references therein):

Mt = M̃t +
∫ t∧Λ

0

d < M,Z >s

Zs−

A rough attempt: Fefferman’s inequality

At first, we would like to control the term
∫ Λ

0
d<M,Z>s

Zs−
in terms of

√
< M >Λ.

Thus, applying Fefferman’s inequality, one obtains:

E [|MΛ|] ≤ CE

[√
< M >Λ

]
+ E

[∫ Λ

0

∣
∣
∣
∣
∣
d < M, Z̃ >s

Zs−

∣
∣
∣
∣
∣

]

≤ CE

[√
< M >Λ

]
+ CE

[√
< M >Λ

]
∥
∥
∥
∥
∥

∫ .∧Λ

0

dZ̃u

Zu−

∥
∥
∥
∥
∥

BMO

where BMO refers to the BMO space with respect to (FΛ
t ; t ≥ 0) and Z̃

denotes the local martingale part of Z.
In fact, it seems difficult to find examples for which

∫ .∧Λ

0
dZ̃u

Zu−
is in BMO, so

that the preceding inequality is useless.

A refinement of Fefferman’s inequality [Cho84]

Next, the following refinement of Fefferman’s inequality will turn out to be
the right tool. Assume that M and N are two continuous local martingales
with respect to a filtration (Gt; t ≥ 0); then

E

[∫ ∞

0

|d < M,N >s |
]
≤ E

[√
< M >∞ ρ2(N)

]
(2.4)
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with ρ2(N) = esssupT∈T E [< N >∞ − < N >T |GT ] and T the set of (Gt; t ≥
0) stopping times.
Note that the random variable ρ2(N) is bounded if and only if N belongs to
BMO.
Applying identity (2.4) with N. =

∫ .∧L

0
dZ̃u

Zu−
, we estimate ρ2(N) and find

ρ2(N) ≤ C (1 − log IΛ)

One can then show that 1
IΛ

is stochastically dominated by 1
U , where U is a

uniform variable; hence, formula (2.3) follows from (2.4), with the help of the
general Hölder inequality involving pairs (ϕ,ψ) of Young functions.

Comment 2.1 This result can be slightly strengthened by using more care-
fully some BMO inequalities; more precisely, let f : (0, 1] → R+ be a function
such that

∫ 1

0
f(x)dx <∞ and define

F (z) =
∫ 1

z

dx

x
f(x) +

1
z

∫ z

0

dxf(x) −
∫ 1

0

dxf(x)

There exists a universal constant C (independent of f) such that for every
(Ft; t ≥ 0)-martingale (Mt; t ≥ 0), we have

E [|MΛ|] ≤ CE



< M >
1/2
Λ +

(∫ Λ

0

d < M >s

f(ZΛ
s )

)1/2

F (IΛ)1/2





We recover the preceding result by taking for f a constant fonction.

2.3 Local Time Estimates

We shall now attempt to obtain some variants of (2.2), or rather (2.3), when
we replace on the right hand side of (2.2)-(2.3)

√
t by

√
Lt.

The following proposition is reminiscent of Knight’s study (see [Kni73]) related
with some laws of the iterated logarithm (see [Shi96] or [Kho96]).

Proposition 2.5 Let B be a standard Brownian motion, L its local time at
level 0. Define τ the right continuous inverse of L, namely for any l ≥ 0,

τl = inf{t ≥ 0/ Lt ≥ l}

Then for any l > 0 and any positive function g, we have

P(∃t; |Bt| ≥ g(Lt)) = 1 − e−
∫ ∞
0

dx
g(x)

As a consequence,

P(∃t ≤ τl, |Bt| ≥ g(Lt)) = 1 − e−
∫ l
0

dx
g(x) (2.5)
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Proof
Here is a proof which relies upon the balayage formula of Proposition 2.5 (for
proofs by time change or excursion theory, see Exercises 14 and 15).

• First we assume that
∫∞
0

dx
g(x) < ∞.

Consider H the solution of the first order ODE

y(x) − g(x)y′(x) = 1

with the boundary condition limx→∞ y(x) = 0; namely

H(x) = 1 − exp
(
−
∫ ∞

x

du

g(u)

)

The balayage formula (see Lemma 0.3) implies that (Mt := H(Lt) −
|Bt|h(Lt); t ≥ 0), where h = H ′, is a local martingale.
Moreover, if for some u ≤ τl, we have |Bu| ≥ g(Lu), then

Mt0 ≥ H(Lt0) − g(Lt0)h(Lt0) = 1

Thus

P(∃t, |Bt| ≥ g(Lt)) = P(sup
t
{Mt} ≥ 1)

= P

(
sup

t

{
Mt

M0

}
≥ 1
M0

)

= M0 (Doob’s identity, Lemma 0.1)

Replacing g by the function g(l) defined as

g(l)(x) =





g(x) if x < l

∞ otherwise

we obtain the first part of Proposition 2.5.
• By passing to the limit, the result remains true even if

∫∞
0

dx
g(x) = ∞.

�
Application 2.1 [DÉY91] Consider for q > p > 0, the random variable

Σp,q = sup
t≥0

{|Bt|p − (Lt)q}

Then

Σp,q
(law)
= (ep,q)

pq
p−q

(law)
= sup

t≥0

(
|Bt|

1 + (Lt)q

) q
q−p

with ep,q an exponential random variable with parameter

cp,q =
1
q

∫ ∞

0

dz

z1− 1
q (1 + z)

1
p

=
1
q
B

(
1
p
− 1
q
,
1
q

)
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2.4 Further References

Although researches about moment inequalities between two random processes
are not as active as they used to be in the 70’s and 80’s, this topic still plays an
important rôle in a number of applications. We suggest the following further
reading: [Bur02] [CSK99] [dlPE97] [JY93] [Kaz94] [Yan02].

2.5 Exercises

Exercise 22 Let r > 1 and ρ its conjugate, i.e.

1
r

+
1
ρ

= 1

a) Then, prove that

sup
t
{|Bt| − tr/2} (law)

= sup
t

(
|Bt|

1 + tr/2

)ρ

(2.6)

Hint : Consider

P (sup
t
{|Bt| − tr/2} ≤ a) = P (∀t ≥ 0, |Bt| ≤ a+ tr/2)

= P (∀t ≥ 0, |Bλ2t| ≤ a+ λrtr/2), for any λ > 0

Then, choose λ conveniently.
b) Prove that

sup
t
{|Bt| − t} (law)

= sup
u≤1

b2u

where (bu; u ≤ 1) denotes a standard Brownian bridge.
Hint : Take r = ρ = 2 in a) and make the change of variable t = u/(1−u).

Remark 2.3 The variable K := supu≤1 b
2
u is the limit variable involved

in the Kolmogorov-Smirnov statistical test, well-known in studies of Em-
pirical Processes. Its distribution function (see e.g. [CY03] p110) is

P (sup
u≤1

|bu| ≤ x) = 1 − 2
+∞∑

n=1

(−1)n−1 exp(−2n2x2)

Moreover, the Gauss transform of K, which is defined as the law of |N |
√
K

where N denotes a standard Gaussian variable independent from K, is
given by P (|N | supu≤1 |bu| ≤ a) = tanh(a).
It is also known (e.g. [BPY01]) that the variable K is distributed as the
first hitting time of level π

2 by a 3-dimensional Bessel process1.
1 It is even more surprising that the sum of two independent copies of the first hit-

ting time of level π
2

by a 3-dimensional Bessel process is distributed as supu≤1 e2
u

with e a standard Brownian excursion. This remark is originally due to Chung
[Chu76]
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c) � What is the law of supt{|Bt| − tr/2} for r �= 2?

Exercise 23 This is a variant of Exercise 22, where we replace
√
t by (Lt; t ≥

0) the local time of (Bt; t ≥ 0).
The aim of this exercise is to compute (or to estimate) the laws of:

Σϕ = sup
t≥0

(|Bt| − ϕ(Lt))

for suitable ϕ’s.

a) Prove the formula

P (Σϕ ≥ a) = 1 − exp
(
−
∫ ∞

0

dx

a+ ϕ(x)

)
(2.7)

b) Discuss for which α > 0, β > 1, one has:

E

[
sup

t
{|Bt|α − Lαβ

t }
]
< ∞ (2.8)

Hint : Use Application 2.1.
c) Discuss for which α > 0, β > 1, the inequality

E [|BΛ|α] ≤ C
(
E
[
(LΛ)αβ

])1/β (2.9)

holds, where C denotes a universal constant, and Λ ≥ 0 any random time.
Compare the answers for b) and c).

d) Compute the best constants in (2.9).

Exercise 24 (About the BDG inequalities...)
Consider a Brownian motion (Bt; t ≥ 0) with respect to a filtration (Ft; t ≥ 0)
(for simplicity, you may take for (Ft; t ≥ 0) the natural filtration of B).
We say that two continuous, increasing,adapted processes (At; t ≥ 0) and
(Ct; t ≥ 0) are moment-equivalent if, for every p > 0, there exist αp > 0 and
βp > 0 such that

αpE [Ap
T ] ≤ E [Cp

T ] ≤ βpE [Ap
T ]

for every (Ft; t ≥ 0) stopping time T .
We recall, using our terminology, that the classical BDG inequalities assert
that (A(1)

t = sups≤t|Bs|, t ≥ 0) and (C(1)
t =

√
t, t ≥ 0) are moment-

equivalent.

a) Are (A(2)
t = sups≤tBs; t ≥ 0) and (C(2)

t = sups≤t|Bs|, t ≥ 0) moment-
equivalent?

b) Are (A(3)
t = Lt; t ≥ 0), the local time of B at 0, and (C(3)

t =sups≤t|Bs|, t ≥
0) moment-equivalent?
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Exercise 25
Let (ρ(n)

t ; t ≥ 0) be the unique strong solution of the following stochastic
differential equation

Xt =
2√
n

∫ t

0

√
Xsdβs + t (2.10)

with (βt; t ≥ 0) a standard Brownian motion. Note that (nρ(n)
t ; t ≥ 0) is a

squared Bessel process of dimension n.
Let L(n)

1 denote the last hitting time of 1 by ρ(n), i.e.

L
(n)
1 = sup{t ≥ 0; ρ(n)

t = 1}

a) Show that for any p > 0, there exist an universal constant Cp > 0 such
that, for any n > 0:

E



 sup
t≤L

(n)
1

|ρ(n)
t − t|p



 ≤ Cpn
−p/2 (2.11)

b) Show the following refinement of (2.11): for any p > 0, there exists a
universal constant C̃p > 0 such that, for any n > 0,

E



 sup
t≤L

(n)
1

∣
∣
∣
∣
√
n(ρ(n)

t − t) − 2
∫ t

0

√
sdβs

∣
∣
∣
∣

p


 ≤ C̃pn
−p/4

Comment 2.2 This exercise is closely related to the so-called Poincaré
lemma; see [DF87] and [Str93] for some historical comments about it.

Exercise 26 �
Find the best constants C(1)

p and C
(2)
p (with p > 1) such that

a) E [|BT |] ≤ C
(1)
p (E

[
T p/2

]
)1/p

b) E [|BT |] ≤ C
(2)
p (E [Lp

T ])1/p

for every stopping time T .
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On the Martingales which Vanish on the Set
of Brownian Zeroes

(Ω,F , (Ft; t ≥ 0), P ) still denotes a filtered probability space, L the end of a
predictable set and

FL− := σ{zL, z ∈ b(P)}
To any integrable random variable X, we associate the (Ft)-martingale

(Xt := E [X|Ft] ; t ≥ 0).

XL is the value at time L of the process (Xt; t ≥ 0).
In this chapter, for simplicity, rather than developing a full discussion about
general ends of predictable sets, we focus on the particular case:

L = γ := sup{s ≤ 1, Bs = 0}

considered with respect to (Ft; t ≥ 0) the natural filtration of (Bt; t ≥ 0)
a Brownian motion. We propose to compare the quantities E [X|Fγ ] and Xγ

for any X ∈ L1(F1) (note that in this case, Fγ = Fγ−).
This chapter begins with a brief reminder of the γ-progressive enlargement,
leading to a well-known path decomposition1 of Brownian motion before and
after γ, and related topics. In Section 3.2, we give some examples of martin-
gales which vanish on the zero set of a given Brownian motion. Section 3.4 is
devoted to the characterization of all such martingales; in particular, we show
that Xγ = 0 if and only if E [X|Fγ ] = 0. Finally, in Section 3.6, we investigate
how, in general, the quantities Xγ and E [X|Fγ ] differ.

3.1 Some Quantities Associated with γ

Most of the results in this section may be read from Tables 1α and 2α; however,
the following discussion is essentially self-contained.
1 This is different from, but related to, Williams’ path decomposition [Wil74] before

and after γT1 = sup {t < T1; Bt = 0}

R. Mansuy and M. Yor: Random Times and Enlargements of Filtrations in a Brownian Setting,
Lect. Notes Math. 1873, 53–69 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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3.1.1 Azéma Supermartingale
and the Predictable Compensator Associated with γ

These quantities will play an essential role in the remainder of this chapter.

Proposition 3.1 For any t ≤ 1,

Zγ
t =

√
2
π

∫ ∞

|Bt|√
1−t

e−
x2
2 dx, and Aγ

t =

√
2
π

∫ t

0

dLu√
1 − u

Proof
We easily obtain:

Zγ
t = P (γ > t|Ft) = 1 − P (γ < t|Ft) = 1 − P (δt > 1|Ft)

with

δt = inf{u ≥ t; Bu = 0} = t+ inf{v ≥ 0; Bt+v −Bt = −Bt} = t+ T̂−Bt
,

where T̂a = inf{v, B̂v = a} and B̂v = Bt+v −Bt.
Therefore Zγ

t = 1 − P̂ (T̂−Bt
> 1 − t).

The formula for Zγ
t now follows from the fact that T̂a

(law)
= a2

N 2 .
It then remains to apply Itô-Tanaka formula to obtain the expression for Aγ

t .

�

Corollary 3.1.1 (Lévy’s Arcsine law for γ)

P (γ ∈ du) =
du

π
√
u(1 − u)

1[0,1](u)

Proof
Let ϕ be a generic positive Borel function; then:

E [ϕ(γ)] = E

[∫ 1

0

ϕ(u)dAγ
u

]
=

√
2
π

E

[∫ 1

0

ϕ(u)
dLu√
1 − u

]

=

√
2
π

∫ 1

0

ϕ(u)√
1 − u

dE [Lu]

Now, we deduce from Tanaka’s formula that: E [Lu] = E [|Bu|] =
√

2u
π .

Thus

E [ϕ(γ)] =
∫ 1

0

ϕ(u)
π
√
u(1 − u)

du

�
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3.1.2 Path Decomposition Relative to γ

Notation 3.1 For any pair of random variables 0 ≤ a ≤ b and any given
process X, we define the Brownian-scaled process X over [a, b] by

X [a,b]
u =

1√
b− a

Xa+(b−a)u, u ≤ 1

We now recall some properties of the Brownian-scaled Brownian motion B
over [0, γ], [γ, 1] and [γ, δ]. Namely,

• B[0,γ] is a standard Brownian bridge independent of γ.
• B[γ,1] is closely related to Chung’s definition of the Brownian meander2,

namely (
mu =

1√
1 − γ

|Bγ+u(1−γ)|; u ≤ 1
)

Hence, B[γ,1]
u = sgn(B1)mu; moreover m, sgn(B1) and Fγ are independent.

• The absolute value of B[γ,δ] is a standard 3-dimensional Bessel bridge
independent of Fγ ∨ σ(Bs; s ≥ δ).

See Exercise 27 (see also [Imh85], [RY05], [Yor95] or [BP94]) for a sketch of
the proof of these results.

3.1.3 Brownian Meander

Let M denote the law of the Brownian meander m (just defined).

Proposition 3.2 (Imhof’s relation, [Imh84], see also [MY05a])

M =

√
2
π

1
R1

.P
(3)
0 (3.1)

with P
(3)
0 the law of the standard 3-dimensional Bessel process.

Comment 3.1 We leave to the reader the extension of (3.1) to the laws M
(t)

and P
(3)
0|Rt

, where M
(t) denotes the law of m(t).

Proof
Here is a sketch of the proof which combines enlargement of filtration and
Girsanov’s theorem3.

2 It is also natural to consider the meander (m
(t)
v ; v ≤ t) of length t, which may

be defined by:
m(t)

v =
√

tmv/t; v ≤ t

3 For a discussion in the same vein, see also [MW91].
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0 γ 1 δ

Fig. 3.1. Path decomposition relative to γ and δ

• On one hand, the enlargement formula after γ is

Bγ+u = Bγ+u −Bγ = β̃u +
∫ u

0

d〈B, 1 − Zγ〉γ+v

1 − Zγ
γ+v

= β̃u +
∫ u

0

sgn(Bγ+v)e−B2
γ+v/2(1−γ−v)

∫ |Bγ+v|/
√

1−γ−v

0
e−x2/2dx

.
dv√

1 − γ − v

where (β̃u; u ≥ 0) is a (Fγ+u, u ≥ 0) Brownian motion.
We then make the change of variables u = t(1 − γ), v = h(1 − γ).

• On the other hand, we can use Girsanov’s theorem in order to understand
the probability on the right hand side of (3.1), which we call temporarily
M̃. We have, for u < 1:

M̃|Ru
=

√
2
π

E
(3)
0

[
1
R1

|Ru

]
.P

(3)
0 |Ru

=

√
2
π
Q1−u

(
1
r

)
(Ru).P(3)

0 |Ru
,

where Qt denotes the BES(3) semigroup, which satisfies:

Qt(f)(x) =
1
x

Ex [f(Bt)Bt1T0>t]

i.e. the 3-dimensional Bessel process is Doob’s h-transform of Brownian
motion killed at 0, with h(x) = x.
Hence



3.2 Some Examples of Martingales which Vanish on Z = {t; Bt = 0} 57

Qt

(
1
r

)
(x) =

1
x
Px(T0 > t) =

1
x
P

(
x2

N 2
> t

)

=
1
x

√
2
π

∫ x/
√

t

0

dye−
y2

2

Therefore,
d

dx

(
logQt

(
1
r

)
(x)
)

= − 1
x

+
1√
t

(
e−

x2
2t

∫ x

0
e−

y2
2t dy

)

It remains to compare the two expressions thus obtained for (Ru; u ≤ 1)
under M and M̃ to conclude.

�

Remark 3.1 From Imhof’s result, one can easily deduce the fact that m1 is
Rayleigh distributed 4, i.e.

P (m1 ∈ dρ) = ρe−
ρ2

2 dρ (3.2)

A deeper fact which also yields (3.2) is:

(mu; u ≤ 1)
(law)
=
(√

b2u + ρ2
u; u ≤ 1

)

where (bu; u ≤ 1) is a standard Brownian bridge, independent of (ρu; u ≥ 0),
a two-dimensional Bessel process. A number of results about the Brownian
meander are presented in [BY88].

3.2 Some Examples of Martingales which Vanish
on Z = {t; Bt = 0}

This section aims at describing5 M0 the set of local martingales (Xt; t ≥ 0)
which vanish on the zero set of a given Brownian motion (Bt; t ≥ 0). A
number of examples are easily discovered.

Example 3.1 If z ∈ b(P), then (zγt
Bt; t ≥ 0) ∈ M0

Example 3.2 Let us look for elements of M0 of the form6 (BtHt; t ≥ 0)
where H is a semimartingale with canonical decomposition N + V . Then,
(BtHt; t ≥ 0) is a local martingale if and only if, using Itô’s formula:
4 A Rayleigh distributed random variable can be obtained from two independent

standard normal variables N and N ′, as
√
N 2 + N ′2 (law)

=
√

2e.
5 Later, we shall also consider Mt

0 the set of local martingales (Xu; u ≤ t) which
vanish on Zt = {u ≤ t; Bu = 0}.

6 Note that, because of the predictable representation property for Brownian mo-
tion (see Chapter 4), (Ht; t ≥ 0) cannot be a (Ft; t ≥ 0) martingale, unless it is
constant.
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∫ t

0

BsdVs + 〈B,N〉t = 0

Assuming that N is given, we find that Vt :=
∫ t

0
1Bs �=0dVs +

∫ t

0
1Bs=0dVs must

satisfy

1Bs �=0dVs = − 1
Bs

d〈N,B〉s

We know that Nt =
∫ t

0
nsdBs, with

∫ t

0
n2

sds < ∞.
Hence 1

Bs
d < N,B >s= ns

Bs
ds, and we need to assume

∫ t

0

∣
∣
∣
∣
ns

Bs

∣
∣
∣
∣ ds < ∞ (3.3)

We remark that this condition is satisfied for ns = |Bs|α, for any α > 0, but
not for α = 0.
Note that if we denote: V 0

t =
∫ t

0
1Bs=0dVs =

∫ γt

0
1Bs=0dVs, then the fact that

(V 0
t Bt; t ≥ 0) belongs to M0 is a particular instance of Example 3.1.

Thus to summarize Example 3.2, we have found that, with a careful restric-
tion (3.3) placed upon the predictable integrands (ns; s ≥ 0), the processes([∫ t

0
ns

(
dBs − ds

Bs

)]
Bt; t ≥ 0

)
belong to M0.

Example 3.3 To continue with the discussion started in Example 3.2, it may
even be possible to define as principal values

∫ t

0
ns

ds
Bs

, for some predictable

n’s such that
∫ t

0
n2

sds <∞ but which do not necessarily satisfy
∫ t

0

∣
∣
∣ ns

Bs

∣
∣
∣ ds <∞:

more precisely, thanks to the Hölder property of Brownian local times,
∫ t

0

ds

Bs
= lim

ε→0

∫ t

0

ds

Bs
1|Bs|≥ε = lim

ε→0

∫ ∞

ε

dx

x
(Lx

t − L−x
t ) exists

Then, carefully passing to the limit as ε → 0, we find that
(
Bt(Bt −

∫ t

0
ds
Bs

);
t ≥ 0

)
is a martingale, hence, it belongs to M0.

We leave to the reader the task of defining, more generally,
∫ t

0
ns

Bs
ds, for suit-

able integrands7 n, and also
∫ t

0
ds
Bα

s
, with α < 3/2, where we denote xα for

|x|αsgn(x).

In fact, the different local martingales of M0 which have been exhibited in
Examples 3.1-3.2-3.3 are particular cases of the most general element of M0

whose decomposition is presented in the following theorem (see [AY92], for
details and proof).

7 In fact, it suffices that (nt; t ≥ 0) is a continuous (Ft; t ≥ 0)-semi-
martingale, which thanks to Kolmogorov’s continuity criterion implies that(∫ t

0
nsdLx

s ; x ∈ R

)
admits a Hölder continuous version.
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Theorem 3.3 M ∈ M0 if, and only if, M may be written as:

Mt = zγt
Bt exp

(∫ t

γt

us

(
dBs −

ds

Bs

)
− 1

2

∫ t

γt

u2
sds

)
(3.4)

where (zs; s ≥ 0) and (us; s ≥ 0) are two (Fs; s ≥ 0)-predictable processes,
with suitable integrability properties.
In that case, M may also be represented in the additive form:

Mt = zγt
Bt +Bt

∫ t

γt

ηs

(
dBs −

ds

Bs

)
(3.5)

where η is a predictable process.
In both these representations, the associated process (zγt

; t ≤ 1) may be ob-
tained as

zγt
= lim

u↓↓γt

Mu

Bu

Comment 3.2 Comparing formulae (3.4) and (3.5) with Examples 3.2 and
3.3, we see that the difficulties encountered in these examples with the sin-
gularity 1/Bs over R+ are now taken care of in the pre-γt parts of formulae
(3.4) and (3.5), while the post-γt part exhibits a semimartingale

(
Bγt+u −

∫ u

0

ds

Bγt+s
; u ≤ t− γt

)

which, thanks to Imhof’s relation (3.1), is “close” to Brownian motion.

3.3 Some Brownian Martingales with a Given Local
Time, or Supremum Process

We begin with the definition of Mstrict
0 , the set of Brownian martingales whose

zero set coincides exactly with that of Brownian motion.
We note that, from Theorem 3.3, a martingale (Mt; t ≥ 0) belongs to Mstrict

0

if, and only if M may be written

zγt
Bt exp

(∫ t

γt

us

(
dBs −

ds

Bs

)
− 1

2

∫ t

γt

u2
sds

)

with P (∃u ≥ 0, zγu
= 0; u �= γu) = 0.

Proposition 3.4 If M belongs to Mstrict
0 , then its local time at level 0 is

given by

L0
t (M) =

∫ t

0

|zs|dL0
s(B)

Conversely, if the local time at level 0 of a Brownian martingale (Mt; t ≥ 0)
is equivalent to the local time of the underlying Brownian motion (Bt; t ≥ 0),
then M belongs to Mstrict

0 .
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Remark 3.2 Note that if M ∈ Mstrict
0 and if z denotes the associated pre-

dictable process, then
(

1
zγt

Mt; t ≥ 0
)

has the same local time process at level
0 as Brownian motion.

Example 3.4 Let α ∈ R
∗; Mt := sinh(αBt) exp

(
−α2t

2

)
defines a Mstrict

0 -
martingale and the associated predictable process is given by

zγt
= α exp

(
−α2

2
γt

)

Therefore
(

1
α sinh (αBt) exp

(
−α2

2 (t− γt)
)

; t ≥ 0
)

has the same local time
at level 0 as Brownian motion.
More generally, if h(x, t) is a space time harmonic function such that h(x, t) =
0 if and only if x = 0, then (h(Bt, t); t ≥ 0) is a Mstrict

0 -martingale and(
h(Bt,t)
h′

x(0,γt)
; t ≥ 0

)
has the same local time at 0 as Brownian motion.

Combining Theorem 3.3 with Lévy’s equivalence, we obtain the following

Proposition 3.5 Let (vt; t ≥ 0) a predictable process, with suitable integra-
bility property. We define the local martingale (Nv

t ; t ≥ 0) as

Nv
t := St − (St −Bt) exp

(∫ t

γ′
t

vs

(
dBs +

ds

Ss −Bs

)
− 1

2

∫ t

γ′
t

v2
sds

)

where γ′t = sup {u ≤ t; Bu = Su}, and St = sup
u≤t

Bu.

Clearly, for any t ≥ 0,
sup
s≤t

Nv
s = St

3.4 A Remarkable Coincidence between E [X|Fγ] and Xγ

Theorem 3.6 For any X ∈ L1(F1), the three following properties are equiv-
alent

1. (Xt; t ≤ 1) vanishes on Z1 = {t ≤ 1;Bt = 0}
2. E [X|Fγ ] = 0
3. Xγ = 0

Proof

• (1 ⇒ 2) Consider a generic z ∈ b(P); the balayage formula yields to:

zγt
Xt =

∫ t

0

zγs
dXs

Since (Xt; t ≤ 1) is a martingale, it follows easily that (zγt
Xt; t ≤ 1) is

also a martingale, hence: E [zγX] = 0 and therefore that E [X|Fγ ] = 0.



3.4 A Remarkable Coincidence between E [X|Fγ ] and Xγ 61

• (2 ⇒ 3) We first use the following lemma

Lemma 3.7 For any X ∈ L1(F1) and any z ∈ b(P),

E [zγXγ ] = E

[
E [X|Fγ ]

∫ 1

0

dAγ
uzu

]

From Lemma 3.7, one deduces that E [X|Fγ ] = 0 implies: E [zγXγ ] = 0;
therefore Xγ = 0.

Proof of the lemma

E [zγXγ ] = E

[∫ 1

0

zuXudA
γ
u

]

= E

[
X

∫ 1

0

zudA
γ
u

]
by integration by parts (Io)

= E

[
E [X|Fγ ]

∫ 1

0

dAγ
uzu

]
,

since
∫ 1

0
dAγ

uzu =
∫ γ

0
dAγ

uzu is Fγ measurable .

�
• (3 ⇒ 1) Since Xγ = 0, E [|Xγ |] = 0

Then, from the balayage formula, we deduce that E

[∫ 1

0
dAγ

u|Xu|
]

= 0
Therefore (due to Proposition 3.1), Xu = 0 dLu dP a.s.
This yields to X ∈ M1

0, since the support of dLu is precisely Z1.

�

Example 3.5 If we consider the random variable X(f) = f(B1), we obtain
X

(f)
t = E(f(B1)|Ft) = P1−tf(Bt).

Therefore X(f)
γ = P1−γf(0) = 1√

2π(1−γ)

∫
R
dxe−

x2
2(1−γ) f(x)

Moreover, if m still denotes the Brownian meander (recall formulae (3.1) and
(3.2)), we have

E [f(B1)|Fγ ] = E

[
f(
√

1 − γεm1)|Fγ

]

=
1

2(1 − γ)

∫

R

dy |y|e−
y2

2(1−γ) f(y)

Accordingly, if f is odd, then X
(f)
γ = 0 and (X(f)

t ; t ≤ 1) ∈ M1
0.

Remark 3.3 In general, starting from a variable X ∈ L1(F1), the variable
Y := X − E [X|Fγ ] is associated to a martingale in M1

0. Why?
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As a consequence of Theorem 3.6, we may now state a partial converse to the
balayage formula; the proof of this proposition is left to the reader.

Proposition 3.8 For any Brownian martingale (Mt; t ≤ 1), the following
properties are equivalent:

1. (Mt; t ≤ 1) vanishes on Z1

2. (Mt; t ≤ 1) satisfies the balayage formula, i.e. for any bounded predictable
process (zs; s ≤ 1):

zγt
Mt =

∫ t

0

zγu
dMu; t ≤ 1

3. For any bounded predictable process (zs; s ≤ 1), (zγt
Mt; t ≤ 1) is a

martingale.

Remark 3.4 Even if X ∈ L1(Fγ), it is not true in general that Xγ = X.
For instance, if we consider the random variable X = L1, we can compute
explicitly (L1)γ and show that

(L1)γ �= L1

Indeed,

E [L1|Ft] = −
∫ t

0

sgn(Bs)dBs + E [|B1||Ft]

= −
∫ t

0

sgn(Bs)dBs + Ê

[
|Bt +

√
1 − tN̂ |

]

Hence, (L1)γ = −
∫ γ

0

sgn(Bs)dBs +
√

1 − γ

√
2
π

= L1 +
√

1 − γ

√
2
π

(3.6)

The last identity follows from Tanaka’s formula taken at time γ.

3.5 Resolution of Some Conditional Equations

First we may state the following corollary of Theorem 3.6.

Theorem 3.9 For any variable X ∈ L1(F1), define X• =
∫ 1

0
dAγ

u xu, where
(xu; u ≤ 1) is the predictable process such that xγ = E [X|Fγ ].
Then, the following properties are equivalent:

1. (Xt; t ≤ 1) vanishes on Z1

2. Xγ = 0
3. X• = 0
4. X• = (X•)γ
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In order to understand better the equivalent properties of this theorem, we
shall attempt to solve as precisely as possible the three following conditional
equations8:

(C−) Xγ = E[X|Fγ−]
(C+) Xγ = E[X|Fγ+]
(C−/+) E[X|Fγ−] = E[X|Fγ+]

where X ∈ L1(F1) is the unknown.
To do this, we first transform this problem into a similar one involving the
filtration9 (Fγ

t ; t ≤ 1). It is not difficult to show the following equalities
Fγ = Fγ

γ−, Fγ+ = Fγ
γ+ = Fγ

γ and also, for a generic integrable variable
X ∈ L1(F1), Xγ = X̃γ− with X̃t = E[X|Fγ

t ].
With these remarks, the three conditional equations may be rewritten as:

(C−) X̃γ− = E[X|Fγ
γ−]

(C+) X̃γ− = E[X|Fγ
γ+]

(C−/+) E[X|Fγ
γ−] = E[X|Fγ

γ+]

Our main ingredient to solve these conditional equations will be the following
representation for (Fγ

t ; t ≥ 0)-martingales.

Theorem 3.10 Every square integrable (Fγ
t ; t ≥ 0)-martingale (M̃t; t ≥ 0)

with M0 = 0, may be written in a unique way as the sum of four square
integrable, orthogonal (Fγ

t ; t ≥ 0)-martingales

∀t ≥ 0, M̃t = M̃
(1)
t + M̃

(2)
t + M̃

(3)
t + M̃

(4)
t

such that these martingales are of the form:

M̃
(1)
t =

∫ t∧γ

0
J

(1)
s dB̃s M̃

(2)
t =

∫ t∨γ

γ
J

(2)
s dB̃s

M̃
(3)
t = J

(3)
γ 1γ≤t −

∫ t∧γ

0
J

(3)
s dAγ

s M̃
(4)
t = sgn(B1)Φ1γ≤t

where Φ ∈ L2(Fγ), B̃ is the martingale port of B in its (Fr
t ; t ≥ 0) semi-

martingale decomposition and J (i), i = 1, 2, 3, are three (Ft; t ≥ 0)-predictable
processes which satisfy the following integrability conditions:

E

[∫ ∞

0

(J (1)
s )2Zγ

s ds

]
< ∞; E

[∫ ∞

0

(J (2)
s )2(1 − Zγ

s )ds
]
<∞;

E

[∫ ∞

0

(J (3)
s )2dAγ

s

]
< ∞

8 For the definition of the σ-fields Fγ− and Fγ+, see Section 0.4.
9 Recall that Fγ is the progressive enlargement of F with the random time γ.
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This theorem is easily deduced from Barlow’s representation results, in
[Bar78]. The following theoretical resolution of the conditional equations is
now straightforward.

Theorem 3.11 Let X ∈ L2(F1) and the associated decomposition X =
X̃

(1)
∞ + X̃

(2)
∞ + X̃

(3)
∞ + X̃

(4)
∞

1. X solves (C−) if, and only if X̃(3)
∞ = 0

2. X solves (C+) if, and only if X̃(3)
∞ = X̃

(4)
∞ = 0

3. X solves (C−/+) if, and only if X̃(4)
∞ = 0

Consequently, X solves (C+) (hence, it solves both (C−) and (C−/+)) if, and
only if it may be represented as a stochastic integral with respect to dB̃, with
a (Fγ

t ; t ≥ 0)-predictable integrand.

Comment 3.3 In order to study the solutions of these equations, some light
should be shed on the natural filtration of B̃. This filtration is also the natural
filtration of the “Brownian snake”10 (Σt; t ≤ 1), i.e. the solution of

Σt = B̃t +
∫ t

0

ds√
1 − s

u

(
Σs√
1 − s

)
, where u(x) = sgn(x)

Φ′(x)
Φ(x)

This process is closely linkedwith the canonical decomposition of B in (Fγ
t ; t ≥ 0)

(see Table 1β, line 1). Moreover, this process enjoys the following regenera-
tion property: Σ[γ,1] is independent of Fγ+ and has the same distribution as
(Σu; u ≤ 1).

3.6 Understanding how E [X|Fγ] and Xγ Differ

Above we were mainly concerned with the difference between the quantities
Xγ and E [X|Fγ ], for X a generic F1-measurable, bounded variable.
Here, we provide a “global” explanation of this discrepancy by showing that
the distributions11:

Γ ∈ F1 �→ Pγ,u(Γ ) := E [(1Γ )γ |γ = u]
Γ ∈ F1 �→ P ′

γ,u(Γ ) := P(Γ |Fγ , γ = u)

are different; in fact, we give a simple identification of each of them.
To present this result, we need a few notations. The different probabilities
involved are defined on the canonical space of continuous functions, considered
10 This process has nothing to do with the celebrated super-process studied by Le

Gall. See [RV95] for a complete study of the process (Σt; t ≤ 1).
11 Let us be more precise as to the meaning of the second quantity:

we know there exists z, a predictable process such that P (Γ |Fγ) = zγ , and we
compute zu.



3.6 Understanding how E [X|Fγ ] and Xγ Differ 65

only on a finite time interval; if R and S are two such probabilities, R◦S is the
probability of the process obtained by concatenating the first process (with
law R) with the second (with law S). With this notation, we may state:

Proposition 3.12 The following holds

(i) Pγ,u = Qu ◦ P 1−u

(ii) P ′
γ,u = Qu ◦ M̃1−u

where Qu denotes the law of the Brownian bridge with length u, P 1−u the law
of Brownian motion considered on the time interval [0, 1 − u], M̃1−u the law
of the symmetric meander of duration 1 − u.

Proof
(i) For any X ≥ 0, F1-measurable, and for every f : [0, 1] → R

+, Borel, one
has:

E [Xγf(γ)] = E

[∫ 1

0

dAγ
uXuf(u)

]

= E

[√
2
π

∫ 1

0

dLu√
1 − u

Xuf(u)

]

= E

[√
2
π

∫ 1

0

dLu√
1 − u

E [Xu|Bu = 0] f(u)

]

=
∫ 1

0

du

π
√
u(1 − u)

E [Xu|Bu = 0] f(u)

It follows that

E [Xγ |γ = u] = E [Xu|Bu = 0] (3.7)

We recall that Xu = E [X|Fu]. It is now easy to show that the right hand side
of (3.7) coincides with the expectation of X with respect to Qu ◦ P 1−u (use
the Markov property at time u).
(ii) This follows from the conditional independence of (Bs; s ≤ γ) and
(Bγ+s, s ≤ 1 − γ) given γ = u and from the identification of their laws.

�
The striking identity for (f(γ))γ which is discussed in Exercise 29, namely

(f(γ))γ =
1
π

∫ 1

0

dw
√
w(1 − w)

f(γ + w(1 − γ)) (3.8)

now follows simply from (3.7); indeed,

(f(γ))γ=u := Eγ,u [f(γ)]
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Under Qu ◦ P 1−u,

γ
(law)
= u+ γ1−u

(law)
= u+ (1 − u)γ

(a) (b)

where, in (a) and (b), γ1−u and γ, are considered under the canonical Wiener
measure.
It is of some interest to look at the statement of Proposition 3.6 in the light
of Proposition 3.12 (or of its proof), i.e.

(Xu) ∈ M1
0 if and only if E [|Xu| |Bu = 0] = 0 du a.e.

We note that the validity of Proposition 3.12 may be extended to a large
class of Markov processes, say diffusion processes, with, for given a, t, x,
γ := sup{s ≤ t, Xs = a}, X0 = x.
Then the increasing process A will satisfy:

dAu << dLu

where (Lu) is the local time of X at a, and we obtain:

Px;γ,u = Qu
x→a ◦ P t−u

a

with obvious notation.
In particular, this applies to all Bessel processes, with dimension 2(1−µ) < 2,
and γ = sup{u ≤ 1, Ru = 0}. The formula (3.8) now becomes

(f(γ))γ = cµ

∫ 1

0

dt

t1−µ(1 − t)µ
f(γ + t(1 − γ))

with cµ = 1
B(µ,1−µ) .

3.7 Exercises

Recall the notation of Brownian scaling: X [a,b]
u = 1√

b−a
Xa+(b−a)u, u ≤ 1.

Also, (Bu;u ≥ 0) is a standard Brownian motion, and

γ = sup{t ≤ 1, Bt = 0}; δ = inf{t ≥ 1, Bt = 0}

Exercise 27 In this chapter, the following results have been presented:

(r-1) (B[0,γ]
u ; u ≤ 1) is a standard Brownian bridge, independent of γ.

(r-2) (|B[γ,1]
u |; u ≤ 1), the Brownian meander (by definition!), the σ-field Fγ

and ε = sgn(B1), are independent.
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(r-3) (|B[γ,δ]
u |; u ≤ 1) is a BES(3) bridge independent of σ(Bu; u ≤ γ) ∨

σ(Bu; u ≥ δ).

a) Prove (r-1) using time inversion only;
Hint : Write B̂t = tB1/t; first show that γ = 1/δ̂, and proceed...

b) Which of the results about the meander can you recover using the time
inversion approach? e.g. the fact that m1 = 1√

1−γ
|B1| is Rayleigh distrib-

uted?
c) � Can you prove (r-3) by time-inversion?

Exercise 28 Prove, with arguments similar to those of Exercise 27, question
b), that γ is Arcsine distributed, i.e.

γ
(law)
=

B2
1

B2
1 + B̂2

1

(law)
= cos2(θ)

with B and B̂ two independent Brownian motions and θ a uniform variable.

Exercise 29

a) Recover (r-1) in Exercise 27 by obtaining the initial enlargement formulae
for (Fσ(γ)

t ; t ≥ 0). That is, compute, for any f : [0, 1] → R
+, Borel:

λt(f) = E [f(γ)|Ft] , t < 1

Compare with the progressive enlargement formula for (Fγ
t ; t ≥ 0).

Prove that

(f(γ))γ =
1
π

∫ 1

0

dw
√
w(1 − w)

f(γ + w(1 − γ))

b) Obtain the initial enlargement formulae with the variables (γT , δT ) and
recover (r-3) in Exercise 27; more precisely, first show that there exists a
(Fσ(γT ,δT )

t ; t ≥ 0) Brownian motion (B̃t; t ≥ 0) such that for any t ≥ 0:

Bt = B̃t −
∫ t∧γT

0

ds
Bs

γT − s
+
∫ t∧δT

γT

ds

(
1
Bs

− Bs

δT − s

)
(3.9)

Exercise 30 (Denisov’s result [Den83]) Prove Denisov’s result asserting that
if σ denotes the time at which a Brownian motion (Bt; t ≤ 1) reaches its
maximum S1 = sups≤1Bs, then the two processes prior to σ and posterior
to σ, correctly viewed, i.e.: (σ,Bσ) becoming the origin in time-space, and
Brownian scaled, are two independent meanders (Give the precise statement).

Exercise 31 This exercise provides an extension of formula (3.6):

(L1)γ = L1 +

√
2
π

(1 − γ) (3.10)
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Let f : R
+ → R

+, Borel. Prove the formula

(f(L1))γ =
∫ ∞

0

dx f(L1 + x)e−x2/2(1−γ)

√
2

π(1 − γ)
(3.11)

Hint : With our usual notation

E [f(L1)|Ft] = ÊBt(ω)

[
f(Lt(ω) + L̂1−t)

]

In particular, from (3.11), we see that, in general

(f(L1))γ �= E [f(L1)|Fγ ] = f(L1)

Exercise 32 (Cauchy’s principal value of Brownian local time and loss of
information). In Example 3.3, the existence of

∫ t

0
ds
Bs

= limε→0

∫ t

0
ds
Bs

1|Bs|≥ε

was established. Let us denote B̂t = Bt −
∫ t

0
ds
Bs

and (B̂t; t ≥ 0) its natural
filtration.
Consider f : R

+ → R, a simple function, i.e. a function which takes a finite
number of values on a finite number of intervals, and (zu; u ≥ 0) a bounded
predictable process.

a) Prove that

zγt
Bt exp

(
i
∫ t

0
f(s)dB̂s + 1

2

∫ t

0
f(s)2ds

)
(3.12)

is a (Ft; t ≥ 0)-martingale.
Note that there is no problem in defining the stochastic integral

∫ t

0
f(s)dB̂s,

since f is a simple function.
b) Consequently, show that if B0 = 0, then:

E

[
Bt|Fγt

∨ B̂t

]
= 0 (3.13)

As a consequence,

B̂t ∨ Fγt
� Ft (3.14)

A fortiori, this implies B̂t � Ft.
c) As a complement to (3.14), show that Ft = B̂t ∨ Fγt

∨ σ(sgn(Bt)), and
also:Ft = St ∨ B̂t, where St = σ {sgn(Bs), s ≤ t}.

d) If (Ru; u ≥ 0) is a 3-dimensional Bessel process, with driving Brownian
motion (βu; u ≥ 0), i.e.

Ru = βu +
∫ u

0

ds

Rs
(3.15)

Since R is a strong solution of (3.15), we may represent: R1 = Φ(βu; u ≤
1), for some functional Φ on C([0, 1],R). Prove the following formula:
for any f ; R → R+, Borel,
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E[f(Bt)|Fγt
∨ B̂t] = f(

√
t− γtλ

+
t )

λ−t
λ+

t + λ−t
+ f(−

√
t− γtλ

−
t )

λ+
t

λ+
t + λ−t

where λ+
t = Φ(B̂[γt,t]

u ; u ≤ 1); λ−t = Φ(−B̂[γt,t]
u ; u ≤ 1)

e) We now assume B0 = a �= 0, and let Pa denote the law of (Bt; t ≤ 1).
Then, introduce the signed measure

Qa|F1 =
B1

a
Pa|F1

Prove that, under the signed measure Qa, (B̂u; u ≤ 1) is a Brownian
motion.
Explain the difference with the situation in questions a) and b).

Comment 3.4

• Despite the results obtained in question d), the following question is open:
� Is (B̂t; t ≥ 0) a semimartingale with respect to (B̂t; t ≥ 0), its own
filtration? If so, can one express its canonical decomposition?

• A number of results concerning this principal value are discussed in
[BY87].

• More general principal values related to Brownian motion and Bessel
processes are discussed in [Yor97a], second part.

• Stochastic calculus with respect to signed measures has been developed first
by Ruiz de Chavez [RdC84], then in [BS03a].
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Predictable and Chaotic Representation
Properties for Some Remarkable
Martingales Including the Azéma
and the Dunkl Martingales

In this chapter, we still consider a filtered probability space (Ω,F , (Ft; t ≥
0), P ) and (Mt; t ≥ 0) a locally square integrable ((Ft; t ≥ 0), P ) martingale,
i.e. there exists a sequence of stopping times (Tn, n ∈ N) with

Tn ↗ ∞ and E

[
sup
t≤Tn

|Mt|2
]
<∞

It will be convenient to assume that F = F∞ := lim
t↑∞

Ft.

We shall use the abbreviation CRP (resp. PRP) to denote the Chaotic (resp.
Predictable) Representation Property for such a given martingale (Mt; t ≥ 0).
After a short Section 4.1 consisting of definitions, we explore successively the
PRP and the CRP in Section 4.2. In Section 4.3, we focus on the particular
example of the first Azéma martingale. Section 4.4 consists of some exercises,
including further examples of martingales which enjoy the CRP.

4.1 Definition and First Example

We first recall the Kunita-Watanabe orthogonal decomposition of a square
integrable martingale with respect to another such martingale.

Theorem 4.1 For any locally square integrable martingale N , there is a
unique orthogonal decomposition:

Nt =
∫ t

0

nsdMs +Rt

where R is a local martingale and RM is a local martingale (i.e. R is orthog-
onal to M) and the predictable process (ns; s ≥ 0) is obtained via

< N,M >t =
∫ t

0

ns d < M,M >s i.e. ns =
d < N,M >s

d < M,M >s

R. Mansuy and M. Yor: Random Times and Enlargements of Filtrations in a Brownian Setting,
Lect. Notes Math. 1873, 71–86 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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Definition 4.1 (PRP with respect to M)1

M enjoys the PRP relatively to (Ft; t ≥ 0), if for every locally square inte-
grable (Ft; t ≥ 0)-martingale N , there exist c ∈ R and n a predictable process
such that

∫ t

0
n2

sd < M >s< ∞ for every t ≥ 0 and

Nt = c+
∫ t

0

nsdMs

We now define the notion of CRP with respect to M ; in order that multi-
ple dM -integrals be well defined, we make the additional assumption that
< M >t= αt, for some α; the restriction to work with such a martingale M
comes from the fact that, although it would be possible to define multiple
stochastic integrals with respect to martingales such that d < M >t≤ Cdt,
variables thus defined and belonging to different chaoses need not to be or-
thogonal. See [DMM92] Remarque 8 a) p.203.

Definition 4.2 For any k ≥ 1, the k-th chaos of M is defined as

Ck =

{∫ ∞

0

dMt1

∫ t−1

0

. . .

∫ t−k−1

0

dMtk
f(t1, . . . , tk)

}

with ∆k = {(t1, . . . , tk), t1 ≥ t2 > . . . > tk > 0} and f any deterministic,
square integrable function on ∆k.
M enjoys the CRP, if

L2(σ(Mu; u ≥ 0)) =
∞⊕

k=0

Ck

where C0 = R.

Remark 4.1 In the set-up of Definition 4.1, we shall simply write that M
enjoys the PRP when (Ft; t ≥ 0) is the natural filtration of M . Clearly, the
distinguo is no longer meaningful in the case of the CRP (see Definition 4.2).

Remark 4.2 For both definitions, one can switch from a formulation with
random variables in L2(F∞), resp. L2(σ(Mu; u ≥ 0)) to a formulation with
square integrable martingales simply by considering the martingale associated
with a terminal value in L2(F∞), resp. L2(σ(Mu;u ≥ 0)).

Remark 4.3 Note that, if M enjoys the CRP, then M enjoys the PRP.

Theorem 4.2 Brownian motion enjoys the CRP, hence the PRP.
1 In all generality, local square integrability arguments are not necessary- the whole

discussion might be developed with local martingales only. See, e.g., Jacod-Yor
[JY77].
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Proof
Let (Bt; t ≥ 0) be a Brownian motion, and denote B∞ = σ{Bu; u ≥ 0}.
The set of all random variables X ∈ L2(B∞) which admit a chaotic represen-
tation

X = c+
∞∑

k=1

∫ ∞

0

dBt1

∫ t1

0

dBt2 ...

∫ tk−1

0

dBtk
fk(t1, ...., tk)

is closed in L2(B∞) since

E
[
X2
]

= c2 +
∞∑

k=1

∫ ∞

0

dt1

∫ t1

0

dt2...

∫ tk−1

0

dtk fk(t1, ...., tk)2

Therefore, it suffices to show the chaotic decomposition for the random vari-
ables

E(f) = exp
(∫ ∞

0

f(u)dBu − 1
2

∫ ∞

0

f(u)2du
)

with f ∈ L2(R+, du), since the set
{
E(f); f ∈ L2(R+, du)

}
is total in L2(B∞).

An incomplete argument
From Itô’s formula:

E(f)
t = exp

(∫ t

0

f(u)dBu − 1
2

∫ t

0

f(u)2du
)

= 1 +
∫ t

0

E(f)
s f(s)dBs;

then iterate the use of Itô’s formula to develop E(f)
s ...

Question: What is missing in this argument?

A rigorous proof
The decomposition of the function (x, t) �→ exp(λx − λ2

2 t) in terms of the
Hermite polynomials ((Hk(x, t); x, t ∈ R), k ∈ N) yields to

E(λf)
t =

∞∑

k=0

λk

k!
Hk

(∫ t

0

f(s)dBs;
∫ t

0

f(s)2ds
)

(4.1)

and Hk

(∫ t

0
f(s)dBs;

∫ t

0
f(s)2ds

)
is a variable in the k-th chaos with the inte-

grand
fk(t1, . . . , tk) = f(t1) . . . f(tk)1t>t1>...>tk>0

�

Remark 4.4 Schoutens ([Sch00] Section 5.4) remarks that for the compen-
sated Poisson process, one can obtain an analogue to formula (4.1) by replac-
ing Hermite polynomials with Charlier polynomials, a remark which goes back
at least to Ogura[Ogu72].
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4.2 PRP and Extremal Martingale Distributions

We are interested in understanding2 when or why M may have the PRP
with respect to (Ft; t ≥ 0). Let us begin with the following remark, due to
Dellacherie [Del74], [Del75], concerning the Wiener measure.

Proposition 4.3 The Wiener measure W is extremal in the set of martin-
gale laws.
More precisely, if we denote by Ω∗ the set of càdlàg functions over R+,
Xt(ω) = ω(t) the coordinate process, by Xt = σ(Xs; s ≤ t) the associated
filtration and M the set of probability measures on (Ω∗,X∞) which make X
a local martingale. Then W is extremal in M.

Proof
Indeed, if W = αP1 + (1 − α)P2 with 0 < α < 1 and P1, P2 ∈ M, then
P1 << W .
Moreover, the quadratic variation of X under W is t, so t is also the quadratic
variation of X under P1.
Hence, under P1, (Xt; t ≥ 0) is a continuous (local) martingale with quadratic
variation t. Accordingly (Lévy’s theorem), (Xt; t ≥ 0) is a P1-Brownian mo-
tion; in other terms:

P1 = W

�

Theorem 4.4 Let P belong to M. P is an extremal point in M if and only
if, under P , X enjoys the PRP.

This proof will use in a fundamental manner the H1-BMO duality, which is
recalled in Section 0.6.

Proof
We want to prove

Ext(M) =

where denotes the set of laws P under which (Xt; t ≥ 0) admits the PRP.

(⊇)
Let P ∈ and assume P = αP1 + (1 − α)P2 with 0 < α < 1 and P1,
P2 ∈ M.
One has P1 << P that is P1|Xt

= Dt.P|Xt
, with (Dt; t ≥ 0) a (P, (Xt; t ≥

0)) uniformly integrable martingale (in fact, (Dt; t ≥ 0) is bounded by
1/α).
(Xt; t ≥ 0) is a P1 martingale if, and only if, (XtDt; t ≥ 0) is a P
martingale, i.e. (Dt; t ≥ 0) is orthogonal to (Xt; t ≥ 0).

2 See also [Dav05], for a survey type discussion
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Since P ∈ , D is a stochastic integral with respect to X; hence, (Dt; t ≥
0) is constant. Therefore: ∀t ≥ 0,Dt = 1 and P = P1; hence P is extremal.

(⊆)
Conversely, assume that P ∈ Ext(M).
We will now use the duality result between H1 and BMO (cf. Section 0.6)
and the Hahn-Banach theorem.
Let K1 = {c +

∫ ·
0
nsdXs ∈ H1}; if K1

� H1, then there would exist
(Hahn-Banach theorem with the duality H1-BMO) a non-zero BMO
martingale R which is orthogonal to K1, and may be chosen bounded,
since R is already locally bounded and we can stop it.
Consider the decomposition

P =
1
2

(P+ + P−) , where P+ =
(

1 +
R∞
2k

)
P and P− =

(
1 − R∞

2k

)
P

with k such that |R∞| ≤ k.
But this contradicts the extremality of P . Thus, K1 = H1, and finally,
every local martingale is a stochastic integral with respect to P . Thus,
P ∈ .

�

Remark 4.5

• The relationship between extremality and the PRP has been discovered
for Brownian motion and the compensated Poisson process by Dellacherie
[Del74] [Del75], then developed in the generality of Theorem 4.4 in Jacod-
Yor [JY77].

• Following Dellacherie’s arguments [Del68] about the laws of martingales
indexed by N, it is shown in Jacod-Yor [JY77] that every element of M is
an integral of extremal points of M.

4.3 CRP: An Attempt Towards a General Discussion

Assumption 4.1 We assume that (Mt; t ≥ 0) admits the following decom-
position in its continuous and purely discontinuous parts:

Mt = M
(c)
t +M

(d)
t

with < M (c) >t= αt and < M (d) >t= βt.

By now, we change slightly our definition of the CRP, the original one (as
given in Definition 4.2) being too rigid:
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Definition 4.3 (Mt; t ≥ 0) enjoys the CRP if

L2(M∞) =
∞⊕

n=0

C̃n

with

C̃n =

{∫ ∞

0

dMε1
t1

∫ t−1

0

· · ·
∫ t−n−1

0

dMεn
tn
f(t1, · · · , tn)

}

with ∆n = {(t1, · · · , tn), t1 > t2 > . . . > tn > 0} and where (Mε
t ; t ≥ 0)

is either M (c) or M (d) and f any deterministic, square integrable function
defined on ∆n.

Remark 4.6 In turn, this definition of the CRP may prove to be too re-
strictive, and in a more general scheme, it may be of some interest to re-
place M (c) and M (d) in Assumption 4.1 and Definition 4.3 by a set of mu-
tually orthogonal martingales (Mk; k ≥ 0) such that < Mk >t= αkt. See
Émery [Éme91] [Éme94], Nualart-Schoutens [NS00] or Jamshidian [Jam05].
[Éme96] and [Éme05] present the “big” picture...

4.3.1 An Attempt to Understand the CRP in Terms
of a Generalized Moments Problem

The preceding characterization of the martingales which enjoy the PRP may
also be understood in terms of a particular case of some generalized moments
problem; see, e.g. [Yor78b].
We would like to develop a similar discussion for the martingales which enjoy
the CRP, or at least point out the remaining difficulties.
First, we recall the generalized moments problem solution (independently
proved by Naimark [Nai47] and Douglas [Dou66]; see [CY03] Exercise 1.9
for details and a complete review).

Proposition 4.5 Let Φ = (ϕi; i ∈ I) a family of real valued variables on a
measurable space (Ω,F). We define MΦ as the family of probability measures
on (Ω,F) such that:

• ∀i ∈ I, ϕi ∈ L1(P )
• ∀i ∈ I, EP (ϕi) = 0

Then P is extremal in MΦ if and only if span(1;ϕi, i ∈ I) is dense in L1(P ).

We now consider two generalized moments problems related with the PRP,
resp. the CRP.
First problem
Consider a process (Mt; t≥0) on a filtered probability space (Ω,F ,(Ft; t ≥ 0))
and introduce Φ(P) = {1Γs

(Mt −Ms); s ≤ t, Γs ∈ Fs}; then we obtain:
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• a probability measure P is in MΦ(P) if, and only if, under P , (Mt; t ≥ 0)
is a (Ft; t ≥ 0)-martingale.

• span(1, Φ(P)) is dense in L1(P ) if, and only if, M enjoys the PRP under P .
In fact, this is somewhat subtle as one needs to go from L1(P ) to H1(P )
by localization... For details, see [Yor78b].

Hence, we recover the characterization of the PRP. This parallels somehow
the argument given in the proof of Theorem 4.4.
Second problem
A similar approach to the CRP can be tried. Let us introduce the following
family

Φ(C) =

{
k∏

i=1

(Mti+1 −Mti
); k ∈ N

∗, t1 < .... < tk+1

}

Consider a probability measure P such that, under P , (Mt; t ≥ 0) is a square
integrable martingale and there exists c ∈ R+ such that < M >t= ct.

• If, under P , M enjoys the CRP, it is easy to show (L2 convergence implies
L1 convergence...) that P ∈ Ext(MΦ(C)).

• Conversely, if P ∈ Ext(MΦ(C)), then span(1, Φ(C)) is dense in L1(P,F),
that is any integrable variable can be represented as a limit of multi-
ple stochastic integrals with respect to (Mt; t ≥ 0) with deterministic
integrands. To deduce the CRP from the assumption P ∈ Ext(MΦ(C)),
“morally”, it should then suffice to localize and therefore to prove that
span(1, Φ(C)) is dense in L2(P,F). Nevertheless, we have not been able to
push this localization argument further...

4.3.2 Some Sufficient Conditions for the CRP

We are now ready to examine rigorously some sufficient conditions for the
CRP.
First, assume that (Mt; t ≥ 0) enjoys the CRP (in the sense of Definition 4.3).
As a consequence, for any square integrable martingale (Nt; t ≥ 0), there exist
a ∈ R, and two predictable processes (n(c)

t ; t ≥ 0) and (n(d)
t ; t ≥ 0) such that

Nt = a+
∫ t

0

n(c)
s dM (c)

s +
∫ t

0

n(d)
s dM (d)

s

In particular

∑

s≤t

(∆Ms)2 − βt =
∫ t

0

ϕsdM
(d)
s

for some predictable process (ϕs; s ≥ 0).
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Then (∆Mt)2 = ϕt∆Mt, which is equivalent to ∆Mt = ϕt1{∆Mt �=0}. There-
fore the amplitude of the jumps is predictable (but not the whole jump process,
and in particular the times of jumps!).
Conversely, let us assume that ∆Mt = ϕt1{∆Mt �=0} with ϕ predictable, ϕt �= 0,
everywhere, together with Assumption 4.1. Thanks to these assumptions, we
may write a “predictable” Itô’s formula:

Proposition 4.6 Under the preceding hypothesis:

< M (c) >t= αt; < M (d) >t= βt; ∆Mt = ϕt1∆Mt �=0 ,

there is the following “predictable” Itô’s formula for any function f of class
C2 with f ′′

xx bounded3:

f(Mt, t) − f(M0, 0) =

=
∫ t

0

f ′
x(Ms, s)dM (c)

s +
∫ t

0

f(Ms− + ϕs, s) − f(Ms−, s)
ϕs

dM (d)
s (4.2)

+
∫ t

0

ds

{
α

2
f ′′

xx(Ms, s) + f ′
s(Ms, s)

+ β
f(Ms + ϕs, s) − f(Ms, s) − f ′

x(Ms, s)ϕs

ϕ2
s

}

Proof
Indeed, the “ordinary” Itô’s formula yields to

f(Mt, t) = f(M0, 0) +

+
∫ t

0

f ′
x(Ms−, s)dMs +

α

2

∫ t

0

f ′′
xx(Ms, s)ds+

∫ t

0

f ′
s(Ms, s)ds

+
∑

s≤t

(f(Ms, s) − f(Ms−, s) − f ′
x(Ms−, s)ϕs) 1{∆Ms �=0}

Thus, together with the property Ms = Ms− + ϕs1∆Ms �=0, we use the mar-
tingale property of (

∑
s≤t(∆Ms)2 − βt; t ≥ 0) in the expression

∑

s≤t

after

replacing 1∆Ms �=0 by (∆Ms)2

ϕ2
s

.

�
We continue to look for sufficient conditions on M which ensure the CRP.
Assume that the family of random variables of the form

∏n
i=1(Mti

)mi is total
in L2(M∞) where n ∈ N, t1 < t2 < ... < tn, and mi ∈ N, i ≤ n. We
decompose the variable

∏n
i=1(Mti

)mi =
∏n−1

i=1 (Mti
)mi × (Mtn

)mn and apply
the predictable Itô formula between tn−1 and tn for Mmn

t .

3 In [Éme89], such an Itô’s formula is obtained in the more general framework of
Schwartz formal semi-martingales.
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Let us first consider the particular case mn = 2.

M2
tn

−M2
tn−1

=

= 2
∫ tn

tn−1

Ms−dM
(c)
s +

∫ tn

tn−1

(2Ms− + ϕs)dM (d)
s + (α+ β)(tn − tn−1)

Hence in order to be able to use again our assumption, we need that ϕu =
aMu− + b.
This assumption being made, we now obtain, for a general integer exponent
mn, the formula:

Mmn
tn

−Mmn
tn−1

=

= mn

∫ tn

tn−1

Mmn−1
s− dM (c)

s +
∫ tn

tn−1

mn−1∑

k=0



mn

k



ϕmn−k−1
s Mk

s−dM
(d)
s +

∫ tn

tn−1

ds



α mn(mn − 1)
2

Mmn−2
s + β




mn−2∑

k=0



mn

k



ϕmn−k−2
s Mk

s−









This formula shows that, by induction, all variables of the form
∏n

i=1(Mti
)mi

may be written as a sum of iterated deterministic multiple integrals.
Finally, we have obtained the following theorem:

Theorem 4.7 If (Mt; t ≥ 0) satisfies

• The family of random variables of the form
∏n

i=1(Mti
)mi is total in

L2(M∞) (in particular, this is satisfied when for fixed t, Mt is uniformly
bounded, or more generally, admits some exponential moments).

• ∀t ≥ 0, ∆Mt = (aMt− + b)1{∆Mt �=0}.
• ∀t ≥ 0, < M (c) >t= αt.
• ∀t ≥ 0, < M (d) >t= βt.

Then (Mt; t ≥ 0) enjoys the CRP (in the sense of Definition 4.3)

4.3.3 The Case of the Azéma Martingale

Now, we shall study an example of process that fits with the framework of
Theorem 4.7.

Theorem 4.8 Let (Bt; t ≥ 0) be a Brownian motion, γt = sup{s ≤ t; Bs =
0}.
Define µt = sgn(Bt)

√
t− γt. Then

• µ is a (F(γt)+, t ≥ 0)-martingale.
• µ is purely discontinuous.
• < µ >t= t/2.
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• µ enjoys the CRP with respect to its own filtration which is (St =
σ{sgn(Bu), u ≤ t}; t ≥ 0).

(µt; t ≤ 1) is called Azéma’s martingale4.

Proof
We shall project (Ft; t ≥ 0)-Brownian martingales on (F(γt)+; t ≥ 0).
Thanks to the independence for each time t > 0 of the meander (m̃(t)

u =
1√

t−γt
|Bγt+u(t−γt)|; u ≤ 1) and F(γt)+ (see Chapter 3, Subsection 3.1.2), we

obtain:

E
[
f(Bt)|F(γt)+

]
= E

[
f(
√
t− γtεtm̃

(t)
1 )|F(γt)+

]

=
∫ ∞

0

ρe−ρ2/2f(µtρ)dρ (4.3)

With f(x) = x, this identity becomes Cµt = E [Bt|Fγt+]; with f(x) = x2, we
find that < µ >t= βt, and since E[t− γt] = E[γt] = t/2, we obtain β = 1/2.
Remark, moreover, that (µt; t ≥ 0) jumps only to 0; therefore

∆µt = −µt−1∆µt �=0

The totality assumption is satisfied, since for a given t, µt is bounded; thus
Theorem 4.7 yields to the announced result.
To prove that µ is purely discontinuous, we reproduce the Janson-Protter
argument found in Theorem 67, p.184 of [Pro04]:
There is the general formula

< µc >t =
∫ ∞

−∞
La

t (µ)da (4.4)

where (La
t (µ), a ∈ R) denotes Meyer’s continuous part of the local times

(La
t (µ), µ ∈ R) constructed by Meyer in his Course (See e.g. [AY78] p.20).

Now it is argued in Protter [Pro04] that, for every a �= 0, La
t (µ) = 0, hence

from (4.4): µc = 0.
In turn, that La

t (µ) = 0 follows from the fact that

La
t (µ) =

∫ t

0

1µs=µs−=adL
a
s(µ)

and, for any a �= 0, there are a.s. only countable times s such that

µs = µs− = a .

�
4 It was discovered by Azéma in his general study of closed random sets [Azé85a]; its

properties have been discussed in a number of papers (see, e.g. [AY89], [Éme89],
[Éme90]).
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Remark 4.7 In fact, much more generally, all
(
F(γt)+; t ≥ 0

)
-martingales

are purely discontinuous.
Indeed, from the totality argument developed in the proof of Theorem 4.2, it
suffices to show that, for f ∈ C1

b (R+),

Θf
t := E

[
Ef

t |F(γt)+

]

is purely discontinuous. Indeed, we get:

Θf
t = exp

(
−
∫ γt

0

f ′(u)Budu− 1
2

∫ t

0

f2(u)du
)
ϕ(µt, t, γt)

where: ϕ(µt, t, γt) = E

[
exp
(∫ t

γt
f(u)dBu

)
|F(γt)+

]
. Details are left to the

reader.

Proposition 4.9 (µt; t ≥ 0) is a Markov process with respect to (Fγt+, t ≥
0); its semigroup (Qt; t ≥ 0) is intertwined with the Brownian semigroup Pt:

QtΛ = ΛPt with Λf(µ) =
∫ ∞

0

dρ ρ e−ρ2/2f(µρ), (µ ∈ R) (4.5)

Proof
We shall obtain simultaneously the Markov property of (µt; t ≥ 0) with
respect to the filtration (Fγt+; t ≥ 0), and the intertwining relation (4.5).
For a polynomial function f , we consider E [f(Bt)|Fγs+] for s < t.

• On one hand, we get

E [f(Bt)|Fγs+] = E [Pt−sf(Bs)|Fγs+]
= ΛPt−sf(µs), from (4.3)

• On the other hand

E [f(Bt)|Fγs+] = E [Λf(µt)|Fγs+] , also from (4.3)

Hence
E [Λf(µt)|Fγs+] = ΛPt−sf(µs)

In particular, for f(x) = xn, we get

mn E [µn
t |Fγs+] = Π

(n)
t−s(µs)

with mn := E [mn
1 ] and Π

(n)
t a polynomial function.

With the help of the boundedness of µt, an application of Weierstrass’ theorem
yields that there exists a semigroup (Qt; t ≥ 0) such that, for any continuous
function g:
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E [g(µt)|Fγs+] = Qt−sg(µs)

Moreover, we get
Qt−sΛf(µs) = ΛPt−sf(µs)

from which we deduce QuΛ = ΛPu, for any u ≥ 0.

�

Remark 4.8 Various generalizations of Azéma’s martingale (sometimes
called Azéma’s first martingale) can be found in the literature (see the articles
by Émery mentioned in the references and particularly [Éme05]; [AÉ96] dis-
cusses multidimensional Azéma martingales). Here is a short list of
examples:

• We have seen in the proof of Theorem 4.8 that Azéma’s martingale can
be obtained from the projection of (Bt; t ≥ 0) on the “slow filtration”
(F(γt)+; t ≥ 0), namely

√
π
2µt = E

[
Bt|F(γt)+

]
.

It may be of interest to introduce the projections of other martingales. For
example, Azéma’s second martingale (νt; t ≥ 0) is defined as

√
π

2
νt := E

[
|Bt| − L0

t |F(γt)+

]
=
√
π

2
√
t− γt − L0

t

This process enjoys the PRP, its natural filtration is generated by the
process (γt; t ≥ 0) and is immersed (see Section 5.4 for a discussion
about immersion of filtrations) in the filtration of (µt; t ≥ 0).
� To our knowledge, the question of knowing whether (νt; t ≥ 0) enjoys
the CRP, which was posed in [Yor97b], is still open.

• Let (Xt; t ≥ 0) be a regular diffusion which is symmetric at 0 and is in
natural scale. Let (Ft; t ≥ 0) denote its natural filtration and γt(X) =
sup{u ≤ t; Xu = 0}. Then the projection of (Xt; t ≥ 0) on the filtration
(Fγt(X); t ≥ 0) is given by

E
[
Xt|Fγt(X)

]
=

sgn(Xt)
N(t− γt(X))

where N is the tail-distribution of the lifetime of the generic excursion,
under Itô’s measure associated with the excursions of (Xt; t ≥ 0) (See
[Azé85b], [Rai96] and [Rai97]).
In particular, if (R̃t; t ≥ 0) is a symmetrized Bessel process with dimension
d = 2(1−α), 0 < α < 1, then, (sgn(R̃t)(t−γt(R̃))α; t ≥ 0) is a martingale
with respect to the slow filtration associated with R̃.

Remark 4.9 Although in this Chapter, we tried to develop general criteria to
ensure that a probability P (∈ M) enjoys the CRP, or the PRP, some rather
special arguments were developed in Theorem 4.2 and Proposition 4.3 to prove
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that Wiener measure satisfies CRP and PRP. In particular, this led P.A.
Meyer to define the notion, and study existence and uniqueness for structure
equations (thus, looking for rather special martingales with PRP, and in fact
CRP):
Consider a martingale (Mt; t ≥ 0) such that (M2

t − t; t ≥ 0) is also a
martingale. Then, if (Mt, t ≥ 0) (or its law) enjoys the PRP, there exists a
predictable functional H(Mu, u ≤ s) such that:

[M,M ]t =
∫ t

0

H(Mu, u ≤ s)dMs + t (4.6)

This is the so-called structure equation indexed by H: H being given, one may
consider (4.6) as an equation for the law of M .

• If H = 0, then M has no jumps, and from (4.6)and Lévy’s theorem, it is
a Brownian motion.

• In general, H being given, if (4.6) enjoys uniqueness in law, then this law
satisfies the PRP ([DMM92], top of p.265)

• It is natural to study the case where H(Mu, u ≤ s) = h(Ms−). In this case,
for any continuous h, there is at least one solution to (4.6) (see [Mey89]).

• Finally, for any β ∈ R, the structure equation for h(x) = βx enjoys exis-
tence and uniqueness.

Among some remarkable examples, see [AR94].

4.4 Exercises

Exercise 33 (PRP under probability measures equivalent to Wiener mea-
sure)
Let Q be a probability on the canonical space of continuous functions, which
is locally equivalent to the Wiener measure W , i.e.:

Q|Ft
= Dt.W|Ft

with Dt > 0.
Denote XD

t = Xt −
∫ t

0
d〈D,X〉s

Ds
; t ≥ 0, the Girsanov transform of X from W

to Q.

a) What is the law of XD under Q?
b) Prove that (XD

t ; t ≥ 0) enjoys the PRP for (Ft; t ≥ 0) under Q, i.e. every
(Q, (Ft; t ≥ 0)) martingale (Mt; t ≥ 0) may be written as:

Mt = c+
∫ t

0

msdX
D
s

for (ms; s ≥ 0) a (Fs; s ≥ 0) predictable process, and some c ∈ R.
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Comment 4.1 Despite the fact that XD enjoys the PRP under Q, there are
many examples of such Q’s with XD

t � Ft. See Tsirel’son’s first example in
Chapter 6.

Exercise 34 To a C-valued Brownian motion Zt = Xt+iYt, t ≥ 0, with Z0 =
z0 �= 0, i.e. X and Y are two real-valued, independent Brownian motions, we
associate the local martingales:

At =
∫ t

0

(XsdYs − YsdXs) (4.7)

θt =
∫ t

0

XsdYs − YsdXs

|Zs|2
(4.8)

((At; t ≥ 0) is Lévy’s stochastic area process and (θt; t ≥ 0) the continuous
determination of the argument of Z)

a) Prove that the filtrations of these two local martingales are equal.
Show that this common filtration is also the natural filtration of the Brown-
ian motion (Zt; t ≥ 0).

b) Prove that the laws of (At; t ≥ 0) and of (θt; t ≥ 0) are not extremal in
Mc, the set of all continuous local martingale laws.

c) Give some modification of these statements when z0 = 0. [SY80]

Exercise 35 (Some examples of intertwinings of Markov semigroups) [CPY98]
Recall that if (Pt(x, dx′); t ≥ 0) and (Qt(y, dy′); t ≥ 0) are two Markov semi-
groups on (E, E), resp. (F,F), then we say that (Qt; t ≥ 0) and (Pt; t ≥ 0)
are intertwined via Λ, a Markov kernel: Λ := (Λ(y, dx)), if:

QtΛ = ΛPt

In this exercise, we give a number of examples of such intertwinings.

a) Pt = (P (n)
t ) is the semigroup of n-dimensional standard Brownian mo-

tion (B(n)
t ; t ≥ 0); Qt = (Q(n)

t ) is the semigroup of n-dimensional Bessel
process (|B(n)

t |; t ≥ 0).
b) Pt = (Q(m)

t ) and Qt = (Q(n)
t ) with m > n (not necessarily integers).

Hint : If (Xt; t ≥ 0) and (Yt; t ≥ 0) are two Markov processes with respective
semigroups (Pt; t ≥ 0) and (Qt; t ≥ 0), such that moreover

i) Yt ⊂ Xt

ii) E0 [f(Xt)|Yt] = Λf(Yt)

for some Markov kernel Λ, prove that:

QtΛ = ΛPt

under some additional mild hypothesis...
Check that this holds for the example a) and use a modified argument for b).
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Exercise 36 (Émery martingales; see [Éme89])
For any β ∈ [−2, 0), define (Xt; t ≥ 0) the strong Markov process with infin-
itesimal generator

L(β)f(x) =
f(x(1 + β)) − f(x) − βxf ′(x)

(βx)2

=
∫ 1

0

dv(1 − v)f ′′(x(1 + βv)) (4.9)

when f is of class C2 with compact support.
Note that we recover Azéma’s martingale (up to a constant multiplicative fac-
tor) when β = −1.

a) Show that (Xt; t ≥ 0) is a martingale.
b) Show that (Xt; t ≥ 0) enjoys the CRP.
c) If, moreover β > −1, show that there exists a Markov kernel M such that

the following intertwining relationship holds

QtM = MPt

where (Qt; t ≥ 0) denotes the Markovian semigroup of (Xt; t ≥ 0),
(Pt; t ≥ 0) the Brownian semigroup.

Comment 4.2 For any β ∈ R, there exists a unique martingale (Xt; t ≥ 0)
which satisfies the structure equation:

d[X,X]t = βXt−dXt + dt

� It is not known whether this martingale enjoys the CRP for β outside the
interval [−2, 0].

Exercise 37 (An introduction to the Dunkl martingales, inspired from
[GY05c]; see also [GY05b] and [GY05a])
The Dunkl processes (X(k)

t ; t ≥ 0), k ∈ R
+, are a family of (discontinuous)

Markov processes, with infinitesimal generators

Lk : f ∈ C2(R∗) �→ 1
2
f ′′(x) + k

(
f ′(x)
x

+
f(−x) − f(x)

2x2

)

a) Check that (X(k)
t ; t ≥ 0) and ((X(k)

t )2 − (1+2k)t; t ≥ 0) are martingales.
b) Check that (|X(k)

t |; t ≥ 0) is a Bessel process with dimension δ = (1+2k),
and that ∆X(k)

t = −2X(k)
t− 1

∆X
(k)
t �=0

.

c) Prove that (X(k)
t ; t ≥ 0) may be decomposed as

X
(k)
t = βt +

√
2kγt, t ≥ 0

where γ is a purely discontinuous martingale, with 〈γ〉t = t and (βt; t ≥ 0)
is a standard Brownian motion.
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d) Prove, for k ≥ 1
2 , the skew product decomposition for X(k), starting from

x > 0:
X

(k)
t = YAt

= |X(k)
t |(−1)N

(k/2)
At

where: At =
∫ t

0
ds

(X
(k)
s )2

, Yu = exp
(
βu + (k − 1

2 )u
)
(−1)N

(k/2)
u and N (k/2)

is a Poisson process with parameter k/2, independent from the Brownian
motion β.

e) Prove that X(k) enjoys the chaotic representation property in the sense of
Definition 4.3.

Remark 4.10 Somemultidimensional generalizations of Dunkl processes have
been introduced and studied in [GY05c], [Éme05] and [Chy05].
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Unveiling the Brownian Path (or history)
as the Level Rises

Let (Bt; t ≥ 0) denote a Brownian motion. We have already discussed some
deep properties of its time filtration (Ft = σ(Bs; s ≤ t), t ≥ 0). We shall now
investigate some filtrations indexed by the space variable (or level). Here are
the definitions of two such level-indexed filtrations found in the literature:

Definition 5.1 The family of σ-fields Ea
A

= σ{(Bs ∧ a), s ≥ 0} is a filtration
indexed by a ∈ R.

This definition is in fact Azéma’s counterpart (hence the subscript A), studied
in depth in [Hu96], to the following (more involved) definition due to D.
Williams hence the subscript W).
For any a ε R, the process (Bt ∧ a; t ≥ 0) is a supermartingale which
decomposes as :

Bt ∧ a = a ∧ 0 +
∫ i

0

1Bu<a
dBu − 1

2
La

t (5.1)

There exists a Brownian motion (β(a)
s ; s ≥ 0) such that :

∫ t

0

1Bu<a
dBu = β

(a)∫ t
0 1Bu<a du

(5.2)

We are now in a position to introduce D. Williams’ filtration.

Definition 5.2 The family Ea
W

= σ{β(a)
u ; u ≥ 0} of σ-fields indexed by a ∈ R

is increasing in a, i.e.: it is a filtration.

It easily follows from (5.1) and (5.2) that :

Ea
W
∨ σ
{
Aa,−

u =
∫ u

0

ds1Bs<a; u ≥ 0
}

= Ea
A

In particular, Ea
W

⊂ Ea
A
. Both filtrations are of interest as shown in the follow-

ing results.

R. Mansuy and M. Yor: Random Times and Enlargements of Filtrations in a Brownian Setting,
Lect. Notes Math. 1873, 87–102 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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Theorem 5.1 [RW91]
All (Ea

W
, a ∈ R)-martingales are continuous and the multiplicity of (Ea

W
, a ∈

R) is infinite1.

Theorem 5.2 [Hu95][Hu96]
All (Ea

A
, a ∈ R)-martingales are purely discontinuous.

We begin this chapter with some elementary computations which are useful
for our purpose. The two following sections provide some insight into the
proofs of Theorem 5.1 and Theorem 5.2 respectively. Section 5.4 consists in
a series of examples of immersed and non-immersed filtrations (the notion of
immersion was introduced in Notation and convention, p.1).

5.1 Above and Under a Given Level

Before we engage in the study of these filtrations, let us fix a level, a = 0, say,
and look above and under this level.

5.1.1 First Computations in Williams’ Framework

With obvious notation, Tanaka’s formula yields to

B+
t = −β(+)

A+
t

+
1
2
Lt (5.3)

B−
t = −β(−)

A−
t

+
1
2
Lt (5.4)

where β(+) and β(−) are two independent Brownian motions such that
B∞ = B(−)

∞ ∨ B(+)
∞ (this is a consequence of Knight’s theorem about con-

tinuous orthogonal martingales, applied to: M+
t =

∫ t

0
1Bs>0dBs, and M−

t =
∫ t

0
1Bs<0dBs). We have denoted A+

t =
∫ t

0
ds1Bs>0 and A−

t =
∫ t

0
ds1Bs<0.

Notation 5.1 Throughout this paragraph, we shall use the convention that
Y(+) denotes the object Y related to β(+), and similarly for β(−).
We may also use the notation Y+, for another object, which should be under-
stood without difficulty, via its relation with B+.

Lévy’s Arcsine law for A+
1 may now be easily recovered:

Theorem 5.3 ([Lév39], [Wil69], [PY92]...) A+
1 follows the Arcsine law2, as

a consequence of the double identity in low:
for any fixed l > 0, and t > 0,
1 For the definition of multiplicity of a filtration, which is due to Davis-Varaiya

[DV74], we refer the reader to Proposition 6.1 in the next Chapter 6. It is proven
in Proposition 4.2 of [Wal78b] that the multiplicity of (Ea

W, a ∈ R) is infinite.
2 The Arcsine law is the law of the variable N ′2

N2+N ′2 where N and N ′ two indepen-

dent standard normal variables; the density of this law is 1

π
√

x(1−x)
10<x<1, see

also Exercise 28 and Corollary 3.1.1.
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A+
1

(law)
=
(a)

t

α+
t

(law)
=
(b)

A+
τl

τl

with

τl = inf{u ≥ 0, Lu > l} and α+
t = inf{u ≥ 0, A+

u > t}

Remark 5.1 A multidimensional extension relative to the Brownian spider
is obtained in [BPY89b]. See also [Wat95] for a general discussion concerning
diffusions.

Proof

• The identity

A+
1

(law)
=

A+
τl

τl

easily implies the Arcsine law for A+
1 ; indeed, from Tanaka’s formula (5.3)

and Skorohod’s lemma (Lemma 0.6), A+
τl

is equal to T (+)
l/2 . With the obvious

independence properties, we have:

A+
1 =

T
(+)
l/2

T
(+)
l/2 + T

(−)
l/2

(law)
=

T
(+)
1

T
(+)
1 + T

(−)
1

using the scaling property

(law)
=

N ′2

N 2 + N ′2

with N and N ′ two independent normal variables, hence A+
1 is Arcsine

distributed.
• As an intermediate result to obtain (b), we first prove (a).

{A+
1 > s} = {1 > α+

s }
(law)
= {1 > sα+

1 }

Therefore, A+
1

(law)
= 1

α+
1

and we deduce (a) by scaling. Now, we prove (b):

since t = A+
t +A−

t , we get:

α+
s = s+A−

α+
s

= s+A−
τ(L

α
+
s

)

But from Tanaka’s formula (5.4), we obtain

A−
τ(2 1

2 L
α
+
s

)
= T

(−)
1
2 L

α
+
s

(law)
=
(

1
2
Lα+

s

)2

T
(−)
1

(law)
= s

T
(−)
1

T
(+)
1

, by scaling
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Hence: α+
s

(law)
= s

T
(+)
1 +T

(−)
1

T
(+)
1

.

Finally, A+
1

(law)
= 1

α+
1

(law)
= T

(+)
1

T
(+)
1 +T

(−)
1

.

�
The arguments used in the proof of Theorem 5.3 allow to understand better
the difference between Ea

A
and Ea

W
(see [KS91]).

5.1.2 First Computations in Azéma-Hu’s Framework

Now, the attention is being focused on (Ea
A
, a ∈ R).

First we consider the case a = 0 and introduce the σ-fields

F+
t = σ{B+

s , s ≤ t} and F−
t = σ{B−

s , s ≤ t}

These two σ-fields are not independent since, e.g. A+
t is measurable with

respect to both F+
t and F−

t .
Consider Mt = σ{µs; s ≤ t} = σ{sgn(Bs), s ≤ t}, where (µt; t ≥ 0) denotes
the Azéma martingale (see Subsection 4.3.3).

Proposition 5.4

1. For every t, conditionally on Mt, the σ-fields M∞ and Fγt
∨ σ(sgn(Bt))

are independent.
2. Conditionally on M∞, the σ-fields F+

∞ and F−
∞ are independent.

3. For every t, conditionally on Mt, the σ-fields F+
t and F−

t are independent.

Proof

1. If Φ ∈ Fγt
∨ σ(sgn(Bt)), then

E [Φ|M∞] = E [Φ|Mt, δt] (strong Markov property at δt)
= E [Φ|Mt]

since σ(δt) and Fγt
∨ σ(sgn(Bt)) are independent conditionally on Mt

(from Subsection 3.1.2).
2. Let us denote S(+)

t = sup
s≤t

β
(+)
s and S(−)

t = sup
s≤t

β
(−)
s . Then, it is not difficult

to show that

M∞ = σ(S(+), S(−)), F+
∞ = σ(β(+), S(−)), F−

∞ = σ(β(−), S(+))

Then, for any Φ ∈ L2(σ(β(+))) and Ψ ∈ L2(M∞), we obtain

E
[
ΦΨ |F−

∞
]

= ΨE

[
Φ|β(−), S(+)

]
= ΨE

[
Φ|S(+)

]

= ΨE

[
Φ|S(+), S(−)

]
= E

[
ΦΨ |S(+), S(−)

]
= E [ΦΨ |M∞]

Hence the result.
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3. Let (Φt; t ≥ 0) (resp. (Ψt; t ≥ 0)) a bounded (F+
t ; t ≥ 0)-adapted (resp.

(F−
t ; t ≥ 0)-adapted) process.

E [ΦtΨt1Bt>0] = E [ΦtΨγt
1Bt>0]

= E [E [Φt|M∞] E [Ψγt
1Bt>0|M∞]] , from 1.

= E [E [Φt|M∞] E [Ψγt
|M∞] 1Bt>0] , from 2.

= E [E [Φt|Mt] E [Ψγt
|Mt] 1Bt>0]

= E [E [Φt|Mt] E [Ψt|Mt] 1Bt>0] (5.5)

By symmetry

E [ΦtΨt1Bt<0] = E [E [Φt|Mt] E [Ψt|Mt] 1Bt<0] (5.6)

Therefore, (5.5) and (5.6) imply

E [ΦtΨt] = E [E [Φt|Mt] E [Ψt|Mt]]

�
We would like to describe all the (F−

t ; t ≥ 0) (resp. (F+
t ; t ≥ 0)) martingales.

In each of these filtrations, there are both continuous and purely discontinuous
martingales.

Notation 5.2 Consider M+
t = B+

t − 1
2Lt and M−

t = B−
t − 1

2Lt.
Remark that, when time-changed respectively with α+ and α−, these two
processes are independent and that

Bt = M+
t −M−

t

Let us compute the projection of B on the filtration (F−
t ; t ≥ 0):

E
[
Bt|F−

t

]
= E

[
M+

t |F−
t

]
−M−

t

= E
[
B+

t |F−
t

]
− 1

2
Lt −M−

t

= E
[
B+

t |Mt

]
− 1

2
Lt −M−

t from Proposition 5.4

= 1Bt>0

√
π

2
(t− γt)1/2 − 1

2
Lt −M−

t , from formula (4.3)

Define

Y −
t := E

[
Bt|F−

t

]
+M−

t = 1Bt>0

√
π

2
(t− γt)1/2 − 1

2
Lt

and Y +
t = E

[
Bt|F+

t

]
+M+

t .
Remark that Y −

t =
√

π
2

∫ t

0
1µs−>0dµs with (µt; t ≥ 0) the Azéma martingale

and therefore Y − is purely discontinuous.
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Theorem 5.5 All (F−
t ; t ≥ 0) martingales may be represented as

Φt = c+
∫ t

0

ϕsdM
−
s +

∫ t

0

ψsdY
−
s

with obvious integrability conditions on the F−-predictable processes ϕ and ψ.

Remark 5.2 A similar result holds for F+.

Proof
To prove this representation theorem, it suffices to show that the projection
of

Nt = exp
(∫ t

0

f(u)dBu − 1
2

∫ t

0

f(u)2du
)

with f ∈ L2(R+), onto the filtration (F−
t ; t ≥ 0) is a sum of stochastic

integrals with respect to Y − and M−.
First we decompose Nt = N+

t N
−
t with

N±
t = exp

(∫ t

0

f(u)1Bu∈R±dBu − 1
2

∫ t

0

f(u)21Bu∈R±du

)

Then

E
[
Nt|F−

t

]
= N−

t E
[
N+

t |F−
t

]

= N−
t E
[
N+

t |Mt

]

= N−
t

(
1 +
∫ t

0

nsdµs

)

where (ns; s ≥ 0) is a (Ms; s ≥ 0) predictable process, since the Azéma
martingale µ enjoys the PRP.
We would like to prove that ns1µs−<0 = 0; this will be a simple consequence
of

E

[(∫ t

0

ns1µs−<0dµs

)2
]

= 0

Indeed

E

[(∫ t

0

ns1µs−<0dµs

)2
]

= E

[(∫ t

0

ns1µs−<0dµs

)(∫ t

0

nsdµs

)]

= E

[∫ t

0

ns1µs−<0dµs N
+
t

]
= 0,

since (
∫ t

0
ns1µs−<0dµs; t ≥ 0) is purely discontinuous, whereas (N+

t , t ≥ 0)
is continuous.

�



5.2 Rogers-Walsh Theorem about Williams’ Filtration 93

5.2 Rogers-Walsh Theorem about Williams’ Filtration

This section aims at giving some elements of a proof of Theorem 5.1. This
result was first stated by D. Williams; the main artisans of the proof of this
theorem are Williams [Wil79], Rogers [Rog87], Walsh [Wal78b] [RW91] and
McGill [McG86b],[McG84] or [McG86a].
The proofs of this theorem often involve some complicated mathematical ob-
ject: the key argument of Williams’ proof is the CMO formula (see Exercise
42), McGill’s proof relies on the decomposition of a supermartingale...
The whole story ends (temporarily?) with a representation theorem of the
(Ea

W
, a ∈ R)-martingales as space-time integrals (in a particular sense) with

respect to the local time process3.
In this section, we develop some of the arguments of [Rog87]. In fact, we
construct a family of continuous (Ea

W
, a ∈ R)-martingales, the result will then

follow thanks to a density argument.
Let (Lx

t ; x ∈ R, t ≥ 0) be the (jointly continuous) local time process of the
Brownian motion (Bt; t ≥ 0) and let τx denote the right-continuous inverse
of Lx, i.e. for any t ≥ 0, τx

t = inf{u ≥ 0, Lx
u ≥ t}.

In the following, we consider (tn)n∈N an increasing sequence of real numbers,
with the additional assumption that t0 = 0, and tn −→

n→∞
∞.

5.2.1 Some Space Martingales which are Constant
up to a Fixed Level

For any fixed a ∈ R, let us denote Z0
x = Lx

τa
0
1x≥a, and, for any k ≥ 1,

Zk
x = (Lx

τa
tk

− Lx
τa

tk−1
)1x≥a + (tk − tk−1)1x<a

These processes will be the “building blocks” of our desired continuous (con-
stant up to the level a) martingales as can be seen in Proposition 5.7 below.
The following lemma, which is clearly related to the Ray-Knight theorem for
Brownian local times, will play a key role in the proof of Proposition 5.7.

Lemma 5.6 (Z0
x − 2(x ∧ 0) + 2(a ∧ 0), Zk

x , k ∈ N) is a family of continuous,
orthogonal (Ex

W
, x ∈ R)-martingales and < Zk >x= 4

∫ x

a
Zk

v dv.

Moreover, E

[
eαZk

x

]
< ∞ as soon as α < 1

4(x−a) .

Proposition 5.7 For any finite set (nk)k∈N of positive integers, the family
of random variables

(x, y) �→ E

[
∏

k∈N

(Zk
x)nk |Ey

W

]

admits a bi-continuous version.
3 This result clearly implies Theorem 5.1
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Moreover, for any y ≤ a, the quantity E

[
∏

k∈N

(Zk
x)nk |Ey

W

]
does not depend

on y.

Proof
This proposition shall be proved by induction on the degree N :=

∑

k

nk.

First we use a particular case of Itô’s formula [with respect to the space
variable]:∏

k∈N

(Zk
x)nk −

∏

k∈N

(Zk
a )nk =

=
∑

k

nk

∫ x

a

∏

l∈N

(Zl
v)nl

dZk
v

Zk
v

+ 2
∑

k

nk(nk − 1)
∫ x

a

∏

l∈N

(Zl
v)nl

dv

Zk
v

Using BDG inequalities, we obtain the martingale property of the local mar-
tingale part.
Taking expectations, we obtain

E

[
∏

k∈N

(Zk
x)nk |Ey

W

]

=
∏

k∈N

(Zk
a )nk +

∑

k

nk

∫ x∧y

a

∏

l∈N

(Zl
v)nl

dZk
v

Zk
v

+2
∑

k

nk(nk − 1)
∫ x

a

E






∏

l∈N

(Zl
v)nl

Zk
v

|Ey
W




 dv,

Then, thanks to the induction argument, we deduce the desired continuity
property over [a,∞) × R and therefore on R

2 since these martingales are
constant up to a.
The second point may also be proved by induction in a similar way.

�

5.2.2 A Dense Family of Continuous Martingales

This result for a given fixed level a should now be extended to the whole of
R. We shall now consider a fixed partition (aj)j∈Z and then define Zk,j =
L

aj+1

τ
aj
tk

− L
aj+1

τ
aj
tk−1

and Z0,j = L
aj+1

τ
aj
0

.

Theorem 5.8 For any sequence (nj,k)j,k∈N of positive integers, all but finitely

many of which are zero, the martingale (E

[
∏

j∈Z

∏

k∈N

(Zj,k)nj,k |Ey
W

]

, y ∈ R)

admits a continuous version.
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Proof
This result is a particular consequence of Proposition 5.7. Indeed, let us denote
Yj =

∏

k∈N

(Zj,k)nj,k .

For any m ∈ Z, if y ∈ [am, am+1], then we have

E




∏

j∈Z

Yj |Ey
W



 =




∏

j<m

Yj



E




∏

j≥m

Yj |Ey
W





=




∏

j<m

Yj








∏

j>m+1

E
[
Yj |Eaj

W

]


E [Ym|Ey
W

]

where, in the last equality, we use that E
[
Yj |Eaj

W

]
is a deterministic constant

(see Proposition 5.7).
Now, the continuity on [am, am+1] (hence on R) follows simply.

�
Let us introduce H =

{
Y ∈ L2; (E[Y |Ex

W
]; x ∈ R) is continuous

}
and An =

σ

(
L

(j+1)2−n

τj2−n

t

; t ≥ 0
)

. Rogers [Rog87] concludes the proof of Theorem 5.1 by

showing that b(F∞) ⊂ H, where b(F∞) denotes the space of all bounded
F∞-measurable variables. The key steps of this last point are the following:

∗ All An-measurable, square integrable variables are in H. This key-statement
relies on the following properties: An is a family of positive variables,
with exponential moments and the algebra generated by these variables
in contained in H.

∗ (An; n ∈ N) is an increasing sequence of σ-fields and
∨

n∈N

An ⊂ H

∗ F∞ =
∨

n∈N

An

5.3 A Discussion Relative to (Ea
A
, a ∈ R)

The results found in this section are due to [Hu96].

5.3.1 Hu’s Result about (Ea
A
, a ∈ R)-Martingales

In this subsection, we study a dense family of purely discontinuous martingales
with respect to (Ea

A
, a ∈ R). More precisely, we are interested in

(

E

[
n∏

i=1

fi(Bti
)|Ea

A

]

, a ≥ 0

)

for generic bounded functions fi, and we shall prove that these martingales
are purely discontinuous.
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The following proposition focuses on the particular case n = 1.

Proposition 5.9 For a generic bounded Borel function f : R → R,

E [f(Bt)|Ea
A
] = f(Bt)1Bt<a + 1Bt>a

√
2
π

∫ ∞

a

dx f(x)
(x− a)2

(ηa
t )3

e
− (x−a)2

2(ηa
t )2 (5.7)

with ηa
t = 1Bt>a

(
(t−γa

t )(δa
t −t)

δa
t −γa

t

)1/2

and γa
t (resp. δa

t ) the last (resp. first) time
before (resp. after) t when B reaches the level a.

It may be worth noticing that this result is closely related to the normalization
seen in the preceding Chapter 4: r(t)u = 1√

δt−γt
|Bγt+u(δt−γt)| which defines the

standardized excursion. Moreover r(t) is independent of

Fγt
∨ σ(sgn(Bt)) ∨ σ(δt, Bδt+u, u ≥ 0)

Proof
It suffices to prove formula (5.7) for a = 0.
Moreover, since t is a fixed time, we shall write r instead of r(t).
Now, for every bounded Borel f , one has:

E
[
f(Bt)|E0

A

]
= f(Bt)1Bt<0 + E

[
f(Bt)1Bt>0|E0

A

]

= f(Bt)1Bt<0 + E

[
f(
√
δt − γtr t−γt

δt−γt

)1Bt>0|E0
A

]

= f(Bt)1Bt<0 + Ê

[
f(
√
δt − γtr̂ t−γt

δt−γt

)
]
1Bt>0,

since r is independent of E0
A
.

Time-changing and using the distribution of r̂u = (1 − u)Ru/(1−u), where R
is a 3-dimensional Bessel process, yields to the stated result.

�
Theorem 5.10 For generic bounded functions (fi, i = 1, ..., n), the (Ea

A
, a ∈

R)-martingale (Φn(a) := E

[
n∏

i=1

fi(Bti
)|Ea

A

]
, a ∈ R) has bounded variation,

and therefore is purely discontinuous.

This result turns out to be more or less a consequence of the following explicit
computations of finite-dimensional marginals of 3-dimensional Bessel bridges.

Lemma 5.11 Let (rt; t ≤ 1) be a standard 3-dimensional Bessel bridge.
Then, for 0 = t0 < t1 < ... < tn, and any bounded Borel function ϕj, one has:

E




n∏

j=1

ϕj(rtj
)



 =
∫

(R3)n

dx1 · · · dxn

n∏

j=1





ϕj

(

(1 − tj)||
j∑

i=1

aixi||
)
e−

||xj ||2

2

(2π)3/2






with ||.|| the Euclidean norm in R
3 and ai =

(
ti−ti−1

(1−ti)(1−ti−1)

)1/2
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Proof
This follows, as before, from the representation rt = (1 − t)||B t

1−t
|| with

(Bt; t ≥ 0) a 3-dimensional Brownian motion.

�
Proof of Theorem 5.10
We shall show that the variation V (Φn, b) of the process (Φn(a); a ≤ b)
satisfies

V (Φn, b) ≤ c(n)(b+ 1)

for a constant c(n) depending only on n (f1, ..., fn and t1, ..., tn being fixed).
Using the equality

1Btn >a,tj−1<γa
tn

<tj
Φn(a) = 1Btn>a,tj−1<γa

tn
<tj

Φj−1(a)E




n∏

i=j

fi(Bti
)|Ea

A





we deduce the following recurrence property

Φn(a) = fn(Btn
)1Btn≤aΦn−1(a) + 1Btn>aΦn(a)

= fn(Btn
)1Btn≤aΦn−1(a) + 1Btn>a

n∑

j=1

Φj−1(a)Hj(a)

with Hj(a) = 1Btn >a,tj−1<γa
tn

<tj
E

[
n∏

k=j

fk(Btk
)|Ea

A

]

.

Now, it suffices, thanks to the recurrence argument to show that each of the
processes Hj has bounded variation on the finite interval [0, b], which is a
consequence of Lemma 5.11.

�

5.3.2 Some Markov Processes with Respect to (Ea
A
, a ∈ R)

It may be worth underlying that Proposition 5.9 also provides us with a family
of Markov processes with respect to (Ea

A
, a ∈ R), as we now show.

Theorem 5.12 For any fixed t > 0, (ηa
t ; a ∈ R) is an homogeneous (Ea

A
, a ∈

R) Markov process whose semigroup is independent of t and is given by

Pb(x, dy) =

√
2
π

1
x

∫ 1

0

dz
(
e−z2/(2x2) − e−1/(2x2)

)
ε0(dy)+p(

x

b
,
y

b
)
dy

x
1{0<y≤x}

where p(x, y)=
√

2
π

1
x

[
(2x2−y2)y
(x2−y2)3/2 e

−1/(2(x2−y2))+ 1
x2

∫∞
y/
√

x2−y2 dz exp
(
− 1+z2

2x2

)]

The infinitesimal generator A associated to this Markov process contains every
C1

c function f : R+ → R in its domain and satisfies:



98 5 Unveiling the Brownian Path (or history) as the Level Rises

• Af(0) = 0

• Af(z) =
√

2
π

∫ 1

0
dx (2−x2)x

(1−x2)3/2
f(xz)−f(z)

z = −
√

2
π

∫ 1

0
dxf ′(xz) x2√

(1−x2)

Proof

• Since (ηa
t , a ∈ R) is uniformly bounded, to prove the Markov property of

(ηa
t ; a ∈ R), it suffices to show that for any k ∈ N

∗, there exists a Borel
function φk : R+ × R+ → R such that

for 0 ≤ a ≤ b, E
[
(ηb

t )
k|Ea

A

]
= φk(b− a, ηa

t ) (5.8)

First, Proposition 5.9 implies that, for each k ∈ N
∗, the process:

(ηa
t )k +

kck+1

ck+2

∫ a∧B+
t

0

db(ηb
t )

k−1

is a (Ea
A
; a ∈ R)-martingale, with cn =

√
2
π 2

n−1
2 Γ

(
n+1

2

)
.

Then, the result follows for a simple recurrence argument. Indeed, if we
assume that (5.8) holds for k = n− 1, we obtain

E
[
(ηb

t )
n|Ea

A

]
= (ηa

t )n − ncn+1

cn+2

∫ b

0

dxE
[
(ηx

t )n−1|Ea
A

]

= (ηa
t )n − ncn+1

cn+2

∫ b−a

0

dyφn−1(y, ηa
t )

hence, φn exists, and is given by φn(b, z) = zn − ncn+1
cn+2

∫ b

0
dyφn−1(y, z).

• In order to find the corresponding semigroup, we introduce the function

Φx(y) = x2

y3 e
− x2

2y2 .
It follows from Proposition 5.9 that, for b ≤ a ≤ x,:

E
[
Φx−a(ηa

t )|Eb
A

]
= Φx−b(ηb

t )

Then
E
[
Φy(ηa

t )|Eb
A

]
= Φy+a−b(ηb

t )

that is
∫ ∞

0

y2

x3
exp
(
− y2

2x2

)
Pb(z, dx) =

(y + b)2

z3
exp
(
− (y + b)2

2z2

)

The explicit formula for Pb(x, dy) is now deduced by inverting this Laplace
transform.

• The expression for A follows easily from the explicit expression of Pb.

�
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5.4 Some Subfiltrations of the Brownian Filtration

In the following section, the symbol ↪→ between two filtrations indicates im-
mersion, i.e. the small filtration is included in the big one and all martingales
with respect to the small filtration remain martingales with respect to the big
one (this notion is also known in the literature as the (H) hypothesis; see
Brémaud-Yor [BY78] for the beginning of the story).

Exercise 38

a) Show that a filtration A is immersed in the filtration B if and only if A∞
is conditionally independent of Bt knowing At.

b) Now, we only assume that At ⊂ Bt, for any t ≥ 0.
Show that, if an (At; t ≥ 0)-martingale (at; t ≥ 0) is also a (Bt; t ≥ 0)-
martingale, and (at; t ≥ 0) enjoys the PRP with respect to (At; t ≥ 0),
then (At; t ≥ 0) is immersed in (Bt; t ≥ 0).

Example 5.1 Let M denote the natural filtration of the Azéma martingale.
Then

Mt ↪→ Gt = Fγt
∨ σ(sgn(Bt))

Indeed, µt is obtained as the projection of Bt on Gt, thus is a (Gt; t ≥ 0)
martingale and (µt; t ≥ 0) enjoys the CRP, hence the PRP with respect to
(Mt; t ≥ 0). As a consequence, (Mt; t ≥ 0) is immersed in (Gt; t ≥ 0).

The following exercise provides a list of classical examples of immersed or
non-immersed pairs of filtrations:

Exercise 39 Show that:

a) σ(|Bs|, s ≤ t) = σ(
∫ s

0
sgn(Bu)dBu; s ≤ t) ↪→ Ft

b) More generally, if F (n) denotes the natural filtration of a n-dimensional
Brownian motion and R the natural filtration of its norm (i.e. of the
associated n-dimensional Bessel process), then

Rt ↪→ F (n)
t

c) F+
t ↪→/ Ft

Example 5.2 Consider the filtration of Brownian bridges

∀t > 0, t = σ(Bs −
s

t
Bt, s ≤ t) (hence, the name of the filtration)

= σ(
Bs

s
− Bt

t
, s ≤ t)

We have already remarked that t � Ft since, for any t ≥ 0, Bt is independent
of t.
Nevertheless ( t; t ≥ 0) is the natural filtration of another Brownian motion
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B# (which already appeared in Exercise 21, and was denotes there as B0,−)
defined by

B#
t = Bt −

∫ t

0

ds

s
Bs =

∫ t

0

ds

(
Bt

t
− Bs

s

)

but B# is not a martingale for (Ft; t ≥ 0).
Therefore,

t ↪→/ Ft

With these various examples at hand, we now define the notion of canonical
and non-canonical decomposition of a continuous semimartingale.

Definition 5.3 The canonical decomposition of a continuous process (Xt; t ≥
0) is its Doob-Meyer decomposition in its natural filtration (Xt; t ≥ 0), as-
suming that (Xt; t ≥ 0) is a semimartingale with respect to (Xt; t ≥ 0).
We shall call non-canonical decomposition of (Xt; t ≥ 0) any Doob-Meyer de-
composition of (Xt; t ≥ 0), in any superfiltration of (Xt; t ≥ 0) with respect
to which (Xt; t ≥ 0) is a semimartingale.

The following statement clarifies the relationships between two Doob-Meyer
decompositions of a semimartingale (Xt; t ≥ 0), with respect to two filtra-
tions.

Proposition 5.13 Let Xt = MG
t + AG

t = MF
t + AF

t be two (non-canonical)
decompositions of (Xt; t ≥ 0) relative to (Gt; t ≥ 0) and (Ft; t ≥ 0), respec-
tively, with Gt ⊆ Ft.
Assume that E

[∫ t

0
|dAF

s |
]
< ∞ for any t > 0, and that (MF

t , t ≥ 0) is a
(Ft; t ≥ 0)-martingale.
Then,

AG = (AF )(p),

where (Σ(p)
t ; t ≥ 0) denotes the predictable compensator (see Definition 0.1)

of (Σt; t ≥ 0), with respect to (Gt; t ≥ 0).
Consequently,

MG
t = MF

t + (AF
t − (AF )(p)

t )

In particular, if AF �= AG, then (Gt; t ≥ 0) is not immersed in (Ft; t ≥ 0).

Comment 5.1 In the vicinity of this chapter, we should mention a recent
article by Picard [Pic05a] which brings a new light on stochastic calculus. In-
deed, Picard provides a unified construction of stochastic integrals with respect
to predictable or anticipative processes by studying simultaneously all excur-
sions at all levels. This point of view also revisits some aspects of Malliavin
calculus connected with the Clark-Ocone formula.
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5.5 Exercises

Exercise 40 (Two examples of non-canonical decompositions of semimartin-
gales)

a) Let (B(µ)
t := Bt + µt; t ≥ 0) be a Brownian motion with drift µ.

1. Show that (|B(µ)
t |, t ≥ 0) decomposes in the natural filtration of B as:

|B(µ)
t | =

t∫

0

sgn(B(µ)
s )dBs + µ

t∫

0

sgn(B(µ)
s )ds+ L0

t (B
(µ)) (5.9)

2. Show that there exists a Brownian motion (βt; t ≥ 0) adapted to the
natural filtration of |B(µ)|, such that

|B(µ)
t | = βt + µ

t∫

0

tanh(µ|B(µ)
s |)ds+ L0

t (B
(µ)) (5.10)

Prove that, in fact, σ(|B(µ)
s |, s ≤ t) = σ(βs; s ≤ t).

3. Deduce that the filtration of |B(µ)| is not immersed in Ft, the natural
filtration of B (hence of B(µ)).

b) B(µ) still denotes a Brownian motion with drift µ. Let S(µ)
t := sups≤t B

(µ)
s

be its one-sided supremum and define R(µ) = 2S(µ) −B(µ).
Recall that R(0) is a 3-dimensional Bessel process (Pitman’s theorem). In
fact, an underlying essential result, which may be a useful tool for the
following question, is that, for any fixed t > 0, the conditional law of Bt

knowing σ(R(0)
s ; s ≤ t) and R

(0)
t = r is the uniform distribution on the

interval [−r, r].
1. Show that there exists a Brownian motion (γt; t ≥ 0), adapted to the

natural filtration of R(µ), such that

R
(µ)
t = γt + µ

t∫

0

coth(µR(µ)
s )ds (5.11)

2. Deduce that the natural filtration of R(µ) is not immersed in F .
3. Give the conditional law of B(µ)

t knowing σ(R(µ)
s ; s ≤ t) and R(µ)

t = r.

Comment 5.2 In fact, many extensions of Pitman’s theorem, among which
those in [ST90], may be recovered thanks to enlargements of filtrations; See
[RVY05b] for a number of examples.
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Exercise 41 (Arcsine law and switching identity)

a) Using the path decomposition for Brownian motion (Bu; u ≤ 1) at time
γ = γ1, deduce from the fact that A+

1 =
∫ 1

0
du1Bu>0 is Arcsine distrib-

uted, that a+
1 :=

∫ 1

0
du1bu>0, where b is a standard Brownian bridge, is

uniformly distributed on (0, 1).
Hint : one can compute the Gauss transform of a+

1 , namely the law of√
a+
1 N ,where N is a standard normal variable.

b) Give another proof by using the switching identity:

∀F ≥ 0, E [F (Bu; u ≤ τl)|τl = t] = E [F (Bu; u ≤ t)|Bt = 0, Lt = l]

the fact A+
τl

and A−
τl

are iid as well as the law of the total local time of a
standard Brownian bridge4, namely

P (Lt ∈ dl|Bt = 0) =
l

t
e−

l2
2t dl (5.12)

c) Prove the switching identity.
Hint : Consider

E

[∫ ∞

0

dLtF (Bu; u ≤ t)ϕ(Lt)ψ(t)
]

for a generic functional F and Borel functions ϕ and ψ: R
+ → R

+.

Exercise 42 Consider a standard Brownian motion (Bt; t ≥ 0) and x ∈ R.
Introduce the times spent below and above the level x

Ax,−
t =

∫ t

0

du1Bu<x Ax,+
t =

∫ t

0

du1Bu≥x

Denote by (Lx
t ; t ≥ 0) the local time process of (Bt; t ≥ 0) at level x and

(τx
u ; u ≥ 0) its right-continuous inverse.

a) Show that (Ax,+
τx
2u

; u ≥ 0) is a stable (1/2) process independent of Ex
W

.
b) If ξ denotes an independent exponential time with parameter λ > 0, show

that, for any bounded Borel function f ,

E
[
f(Bξ)1Bξ<x|Ex

W

]
= λ

∫ ∞

0

dt1Bt<xf(Bt)e−λAx,−
t −

√
λ
2 Lx

t (5.13)

Exercise 43 � Can you find a Markov process {Πa, a ∈ R} which generates
{Ea

A
}?

4 This law may be obtained either as a consequence of the switching identity
which will be shown in the following question or as a simple application of the
Beta-Gamma algebra together with the representation of Brownian bridge as a
Brownian motion rescaled up to time γ.
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Weak and Strong Brownian Filtrations

This last chapter is concerned with the following questions: can one discuss the
nature of “a generic filtration” (Ft; t ≥ 0) on a probability space (Ω,F , P )?
Can one find some fundamental invariants which ensure that (Ft; t ≥ 0) is
generated by certain fundamental processes, such as Brownian motions and
Poisson processes?
A first step towards such a characterization is the following result of Davis
and Varaiya.

Proposition 6.1 [DV74]
There exists an at most countable set of square integrable non-zero (Ft; t ≥ 0)-
martingales (M i)i∈I such that

1. The martingales (M i)i∈I are orthogonal.
2. For any i ∈ I, d < M i >� d < M i+1 >, where � indicates absolute

continuity between the two random measures involved.
3. Any square integrable (Ft; t ≥ 0)-martingale (Mt; t ≥ 0), with M0 = 0,

can be represented as a sum (or series) of stochastic integrals with respect
to (M i)i∈I with predictable integrands, i.e. M. =

∑

i∈I

∫ .

0
Hi(s)dM i

s.

Moreover, if we consider two sets (M i)i∈I and (N j)j∈J which satisfy condi-
tions 1.-3., then card(I) = card(J); Davis and Varaiya [DV74] called this
common value the multiplicity of the filtration.

Our working hypothesis in this chapter is

Assumption 6.1 card(I) = 1 and M1 is a one-dimensional Brownian mo-
tion.

Then two situations are possible:

• either (Ft; t ≥ 0) is the natural filtration of M1, then the filtration is
called a strong Brownian filtration (in short, SBF)

R. Mansuy and M. Yor: Random Times and Enlargements of Filtrations in a Brownian Setting,
Lect. Notes Math. 1873, 103–116 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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• or, (Ft; t ≥ 0) is larger than the natural filtration of any martingale M1

which may be featured in Assumption 6.1; the filtration is then said to be
a weak Brownian filtration (in short, WBF).

Section 6.1 gives some more precisions about the notions of strong and weak
Brownian filtrations. In Section 6.2, we present some striking examples of weak
Brownian filtrations. Finally, Section 6.3 provides some elements of the theory
of invariants of filtrations, which shed some general light on the previous
examples.

6.1 Definitions

We now give some more details and provide some examples about the two
notions we just presented.

Definition 6.1 A Strong Brownian Filtration (SBF) is a filtration which is
generated by a standard Brownian motion

Be aware that the filtration (strongly) generated by a Brownian motion β is
also generated by any of the following Brownian motions

(β(s)
t =

∫ t

0

s(u) dβu; t ≥ 0), where s : R+ → {±1} is deterministic

More generally, we might consider ε, any (Ft; t ≥ 0) predictable process
taking values in {±1} and associate

(β(ε)
t =

∫ t

0
ε(u) dβu; t ≥ 0) (6.1)

Then the natural filtration of β(ε) satisfies (recall the immersion symbol ↪→
introduced in Section 5.4)

F(β(ε)) ↪→ F(β)

But the inclusion may be strict. For example, with εs = sgn(βs), the natural
filtration of β(ε) is the filtration of |β| according to Tanaka formula. Hence,
for a given t, sgn(βt) is independent of Ft(β(ε)) and in fact of F∞(β(ε)).
Nonetheless, in the generality of the set-up of (6.1), every (Ft; t ≥ 0) mar-
tingale may be written

Mt = c+
∫ t

0

m(ε)
s dβ(ε)

s = c+
∫ t

0

m(ε)
s ε(s)dβs

for some (Fs; s ≥ 0)-predictable process (m(ε)
s ; s ≥ 0).

Indeed, since, by Itô’s representation: Mt = c +
∫ t

0
msdβs, we obtain m

(ε)
s =

msε(s). This simple remark shall help us to formulate the next Definition 6.2.
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Exercise 44 � Remark that Lévy’s transform β �→
∫ .

0
sgn(βs)dβs preserves

Wiener measure1; is this transformation ergodic? more generally, for which
F(β)-predictable processes ε taking values in {±1}, is the transformation β �→
β(ε) ergodic?
This seems to be an extremely difficult question, the solution to which has
escaped so far both Brownian motion and ergodic theory experts.

Comment 6.1 The previous open question may be compared with the fol-
lowing easier study. The transform T : β �→ β −

∫ .

0
ds
s βs preserves Wiener

measure and is ergodic.
Indeed, (β1, T (β)1, . . . , Tn(β)1, . . .) is a sequence of orthogonal Gaussian vari-
ables with

Tn(β)1 =
∫ 1

0

dβsLn(log
1
s
)

where Ln is the n-th Laguerre polynomial (the Laguerre polynomials are a
total family of orthonormal polynomials with respect to the measure e−xdx).
For details about T , see Jeulin-Yor [JY90] or [Yor92a] chapter 1.

Definition 6.2 (Ft; t ≥ 0) is a Weak Brownian Filtration (WBF) if there
exists a (Ft; t ≥ 0) Brownian motion (βt; t ≥ 0) such that every (Ft; t ≥ 0)
local martingale (Mt; t ≥ 0) may be represented as

Mt = c+
∫ t

0

msdβs; t ≥ 0

for some constant c and some (Ft; t ≥ 0) predictable process (mt; t ≥ 0).

Remark 6.1

• From Lévy’s example, we know that such a Brownian motion (βt; t ≥ 0)
may not strongly generate (Ft; t ≥ 0). We shall say that (βt; t ≥ 0) weakly
generates (Ft; t ≥ 0).

• Clearly, from Itô’s representation of Brownian martingales, we deduce:

SBF ⇒ WBF

6.2 Examples of Weak Brownian Filtrations

Here are three families of examples of Weak Brownian Filtrations which are
not necessarily Strong Brownian Filtrations. To create such families, we shall
perturb Brownian motion either by changing probability, or changing time,
or disturbing its excursions. . .
1 Malric ([Mal95] and [Mal03]) has obtained a number of properties of the Lévy

transform. See also [DÉY93].
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6.2.1 Change of Probability

We shall work on the canonical space C(R+,R) endowed with the canonical
filtration (Ft; t ≥ 0) generated by the coordinate process Xt(ω) = ω(t), t ≥ 0,
and consider a strictly positive martingale (Dt = 1 +

∫ t

0
δsdXs; t ≥ 0) under

the Wiener measure.
Then we consider the measure WD constructed from the Wiener measure W
with

WD
|Ft

= Dt.W|Ft

Theorem 6.2 Under WD, (XD
t := Xt −

∫ t

0
δsds
Ds

, t ≥ 0) is a (Ft; t ≥ 0)-
Brownian motion which weakly generates (Ft; t ≥ 0).
“In general”, it does not strongly generate (Ft; t ≥ 0).

Proof

• The fact that (XD
t ; t ≥ 0) is a ((Ft; t ≥ 0),WD)-Brownian motion is a

well-known consequence of Girsanov’s theorem.
• Let (Yt; t ≥ 0) be a WD-martingale starting at 0.

Then Ỹ = (YtDt; t ≥ 0) is a W -martingale so it can be expressed as an in-
tegral with respect to X (for the PRP of Brownian motion, see Chapter 5).
That is

Ỹt =
∫ t

0

ỹsdXs

with ỹ a predictable process. Hence:

Yt =
1
Dt

∫ t

0

ỹsdXs

=
∫ t

0

ỹs
dXs

Ds
+
∫ t

0

(∫ s

0

ỹudXu

)
d

(
1
Ds

)
+
∫ t

0

ỹsd < X,
1
D

>s (Io)

=
∫ t

0

ỹs

Ds
dXD

s −
∫ t

0

(∫ s

0

ỹudXu

)
δs

D2
s

dXD
s

since d
(

1
Ds

)
= − δs

D2
s
dXD

s by Itô’s formula.

�
It may happen that XD does not strongly generate (Ft; t ≥ 0) under WD.
In 1975, B. Tsirel’son gave such an example of D. This study originated from
the following result of Zvonkin:

Proposition 6.3 [Zvo74] Let b denote a bounded Borel function. Then the
solution Y of the stochastic differential equation:

Yt = Bt +
∫ t

0

ds b(Ys) (6.2)

has the same filtration as B.



6.2 Examples of Weak Brownian Filtrations 107

“Tsirel’son’s (first) example” [Tsi75] consists in replacing in (6.2) b by T (s, .)
a functional depending of the whole past of Y , up to time s:

T (s, Y.) =
∑

k∈−N

{
Ytk

− Ytk−1

tk − tk−1

}
1]tk,tk+1](s)

where {x} denotes the fractional part of x and the sequence (tk, k ∈ −N)
decreases towards 0.
Then, for any realization2 of this “Tsirel’son stochastic differential equation”,
the natural filtration of Y strictly contains that of B, as shown by the following
theorem:

Theorem 6.4 ([SY80] or [RY05] Chapter IX)
For any k ∈ −N, θk =

{
Ytk

−Ytk−1
tk−tk−1

}
is uniformly distributed in [0, 1] and inde-

pendent of B.

Proof
We proceed in two steps, by showing first the uniformity of θk, then the
independence property.

i) Uniformity of θk

For any p ∈ Z − {0},

E
[
e2iπpθk

]
= E

[
exp
(

2iπp
Ytk

− Ytk−1

tk − tk−1

)]

= E

[
exp
(

2iπp
Btk

−Btk−1

tk − tk−1

)]
E
[
e2iπpθk−1

]

= e
− 2π2p2

tk−tk−1 E
[
e2iπpθk−1

]

Therefore, by induction and passage to the limit, since
∑

j

1
tj−tj−1

= +∞,

we obtain that E
[
e2iπpθk

]
= 0, i.e. θk is uniform.

ii) Independence property
We consider a bounded Borel function f and show, using similar argu-
ments to the previous ones, that, for any p ∈ Z − {0},

E

[
e2iπpθk+i

∫ tk
0 f(u)dBu

]
= 0

which easily implies the independence property.

�
2 As is well known, such a realization may be obtained thanks to Girsanov’s theo-

rem, and the law of (Yt; t ≥ 0) is uniquely determined.
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Remark 6.2 Clearly, the above argument rests on the study of the sequence
ratios of increments of Y between tk−1 and tk, k ∈ −N. This led [Yor92b] to
develop a “general” study of Tsirel’son’s equation in discrete time.

Nevertheless, it has been shown in [ABÉH95] (see also [Éme02a]) that the
natural filtration (Ft; t ≥ 0) of (Yt; t ≥ 0) in Toirel’son’s first example is a
Strong Brownian Filtration.
Thus, it cannot be deduced from this example, that equivalent changes of
probability may induce the loss of the SBF property; however, twenty years
after the publication of this first example, there appeared “Tsirel’son’s second
example”:

Theorem 6.5 [DFST96]
For any η ∈ (0, 1), there exists a martingale D(η) valued in (1− η, 1+ η) such
that under WD(η)

, the canonical filtration (Ft; t ≥ 0) is a Weak but not a
Strong Brownian Filtration.

Since the proof requires an important machinery, we refer to [DFST96] for
the details. It is worth noticing -as it was understood later in [BSÉ99]- that
the hard-core of the proof is the property of standardness, or of cosiness of a
SBF3. Indeed, [DFST96] manage to produce an example of D(η), such that
(Ft; t ≥ 0) is no longer standard under WD(η)

.

Remark 6.3 � It would be nice to be able to construct explicitly such a D(η).

6.2.2 Change of Time

Once this surprising result about the loss of SBF under change of measure
was obtained, it became interesting to know whether a similar phenomenon
could occur with time-changing. More precisely, the question became: does
there exist some strictly increasing (absolutely continuous with respect to
Lebesgue measure4) time change which changes a Strong Brownian Filtration
(Ft; t ≥ 0) into a filtration which is not strongly Brownian? The following
theorem from [ÉS99a] answers this question positively.

Theorem 6.6 For any η ∈ (0, 1), there exists (T (η)
u ; u ≥ 0) a strictly in-

creasing (Ft; t ≥ 0) time change with

1 − η ≤ dT
(η)
u

du
≤ 1 + η

such that the associated time-changed filtration (F
T

(η)
u
, u ≥ 0) is a Weak

Brownian Filtration but not a Strong Brownian Filtration.
3 The notions of standardness, and of cosiness are introduced in Section 6.3.
4 Time changes which are not absolutely continuous are of no interest since they

transform the original Wiener process into a martingale whose increasing process
is not absolutely continuous with respect to Lebesgue’s measure, hence the time
changed filtration is not even a WBF.
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As for Theorem 6.5, we are not able to give a succinct proof of this result
and we refer to [ÉS99a]. This article details an example of a non-cosy time-
changed filtration. As is shown in Section 6.3, this implies that this time-
changed filtration is not a SBF.

6.2.3 Walsh’s Brownian Motion and Spider Martingales

Walsh [Wal78a] introduced a curious random object (Wt; t ≥ 0) taking its
values in the plane, say; its definition can be stated, loosely speaking, in the
following way:
consider N rays (i.e. N half lines with the same origin 0) I1,. . . , IN

• On a ray Ii, away from 0, the process (Wt; t ≥ 0) behaves as Brownian
motion;

• When coming to 0, it chooses Ij as its “next” ray with probability pj .

Such a process (indexed by the probability laws p = (p1, . . . , pN ) on the set
{1, 2, . . . ., N}) is called Walsh’s Brownian motion and can be defined rigor-
ously using either a martingale problem (as done in the sequel), or construct-
ing explicitly its markovian semigroup or again using excursion theory (see
[BPY89a] for a detailed presentation).

Definition 6.3 Let θ1,. . . ,θN be N different angles and consider the rays
defined, for i ≤ N by

Ii = {(r, θi), r > 0}
Introduce the functions






hi(z) = (1arg(z)=θi
− pi)1z �=0

gi(z) = |z|hi(z)

There is only one probability measure under which Z0 = z0 a.s. and for every
i ≤ N , the processes (gi(Zt); t ≥ 0) and (gi(Zt)2 −

∫ t

0
hi(Zs)2ds; t ≥ 0)

are martingales. Under this probability measure, (Zt; t ≥ 0) is the Walsh
Brownian motion with parameter p = (p1, . . . , pN ), starting from z0.

Example 6.1 With N = 2, p1 = α (and p2 = 1 − α), one recovers the Skew
Brownian motion with parameter α (see [BPY89a] for many references about
the skew Brownian motions).

From now on, we shall assume for simplicity that

Assumption 6.2 p = (p1, . . . , pN ) is the uniform distribution (i.e. pi = 1/N
for any i ≤ N) and N ≥ 3.

It may be fruitful to think in terms of more general random objects called
spider martingales
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Definition 6.4 A spider martingale (Mt := (M (1)
t ; . . . ,M (N)

t ); t ≥ 0) is a
R

N
+ valued process such that

• At most one component at any given time is strictly positive.
• For any i, j, the process (M i

t −M j
t ; t ≥ 0) is a martingale.

• M i is a submartingale (not a martingale) whose increasing process Ai

satisfies
1Ms �=0dA

i
s = 0

Remark 6.4 This definition implies that all the increasing processes Ai are
equal. Call A this common increasing process; then, for each i, (M i

t−At; t ≥ 0)
is a martingale.

For example, Walsh’s Brownian motion is a spider martingale which gener-
ates a Weak Brownian Filtration. Indeed, (|Wt|, t ≥ 0) is a reflecting one-
dimensional Brownian motion5, and its (Brownian) martingale part weakly
generates the filtration of (Wt; t ≥ 0). However

Theorem 6.7 [Tsi97]
For N ≥ 3, the filtration of Walsh’s Brownian motion is not a Strong Brown-
ian Filtration.

Proof
We provide sketches of two different proofs which rely respectively on:

1. a splitting multiplicity argument
2. a joining (or coupling) argument

1. A splitting multiplicity argument

Theorem 6.8 (Barlow’s conjecture holds)[BÉK+98]
If (Ft; t ≥ 0) is a Strong Brownian Filtration and L is the end of a
predictable set, then:

FL+ = FL ∨ σ(A) (6.3)

with at most one6 non trivial set A ∈ FL+.

Comment 6.2 Barlow’s conjecture was precisely the statement of Theo-
rem 6.8. In Azéma-Yor [AY92], the result could only be obtained for L a
last zero of Brownian motion in its natural filtration.

Admitting this result, it is clear that the filtration of Walsh’s Brownian
motion cannot be a Strong Brownian Filtration since, with
L = sup{t < 1, Zt = 0}:

FL+ = FL ∨ σ(Z1 ∈ Ii, i = 1, .., N)
5 We denote by |Wt| the distance of Wt to the origin.
6 To clarify:there may be several A’s which satisfy (6.3); indeed, if A does, so does

cA; but any such A cannot be decomposed in A1 + A2 with A1, A2 non trivial.
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2. Tsirel’son’s joining argument
The following theorem reinforces the statement of Theorem 6.7.

Theorem 6.9 [Tsi97] and [Tsi98] There is no non-zero spider martin-
gale living in a Strong Brownian filtration.

We follow the arguments of [ÉY98].
Consider B(0) and B(1) two independent real-valued Brownian motions
and B(0) and B(1) their associated natural filtrations. We shall join these
two frameworks in order to prove the result for the filtration B(0).
Assume that a spider martingale Y is defined as a functional of B(0),
namely, that there exists Φ such that

∀t ≥ 0, Yt = Φt(B(0))

We define some other spider martingales for 0 ≤ r ≤ 1 by

∀t ≥ 0, Y
(r)
t = Φt(B(r))

with B(r) =
√

1 − r2 B(0) + rB(1).
Slutsky’s lemma (see e.g. [Del98]) implies that

E

[
δ(Yt, Y

(r)
t )
]

−→
r→0

0 (6.4)

where δ(x, y) denotes the distance on the spider’s graph between x and y.
We shall show that this is impossible if N ≥ 3.
Indeed, if Y and Y ′ are two spider martingales, then it is not difficult to
show that the process:

Mt := δ(Yt, Y
′
t ) −

(
1
2
Λt + (N − 2)

[∫ t

0

1Y ′
s �=0dA

Y
s +

∫ t

0

1Ys �=0dA
Y ′

s

])

defines a martingale, where AY and AY ′
are the predictable compensators

associated respectively to Y and Y ′ (see Remark 6.4), and Λ is the local
time at 0 of (δ(Yt, Y

′
t ), t ≥ 0); we then deduce by balayage that

Nδ(Yt, Y
′
t ) − N

2
Λt − (N − 2)

{
1Y ′

γt
�=0|Yt| + 1Yγ′

t
�=0|Y ′

t |
}

is a martingale (We use that: (|Yt| −NAY
t ; t ≥ 0) is a martingale).

Therefore

NE [δ(Yt, Y
′
t )] ≥ (N − 2)E

[
1γt �=γ′

t
(|Yt| ∧ |Y ′

t |)
]

But the event {γt �= γ′t} is of probability 1, since the laws are dif-
fuse [EY98]. As a consequence, the preceding inequality may be written,
with Y ′ = Y (r):

NE

[
δ(Yt, Y

(r)
t )
]
≥ (N − 2)E

[
|Yt| ∧ |Y (r)

t |
]
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The left side vanishes as r tends to zero (see (6.4)) whereas the right side
admits the limit (N − 2)E [|Yt|]. This is absurd.

�
Remark 6.5 In fact, we can state, following Tsirel’son and co-authors, the
following reinforcement of Theorem 6.9:
There is no non-zero spider martingale (with at least 3 rays) living in the
filtration of a strong solution of a stochastic differential equation driven by a
(d-dimensional) Brownian motion.
This result does not remain true if we consider weak solutions of SDEs. Indeed,
Watanabe [Wat99] exhibited some diffusion in R

2 whose natural filtration con-
tains a spider martingale. Again, as expected, this example is somewhat com-
plicated, as the general theory of Dirichlet forms is required to express some
simple quantities such as the infinitesimal generator of such diffusions.

Remark 6.6

• Recently, Picard [Pic05b] developed a stochastic calculus for tree-valued
martingales. This quite general framework provides with some stochastic
calculus for spider martingales. It may be worth noting that Picard uses a
coupling method which is deeply linked with Tsirel’son’s argument and its
variants which we just detailed.

• We should also mention another work about spider martingales by Na-
jnudel [Naj05]. In this paper, the law of Walsh’s Brownian motion is pe-
nalized with functions of the local time process at the origin, and some
asymptotical results for such penalized laws are obtained.

6.3 Invariants of a Filtration

The preceding studies have led several authors to introduce (or to rediscover)
some deep properties enjoyed by the (strong) Brownian filtration. In this
section, we present the two main notions of a cosy filtration and of a standard
filtration.
The notion of cosiness was invented as a necessary condition for a filtration to
be strongly Brownian. There are several variants for this notion (sometimes
called I-cosiness, D-cosiness or T-cosiness) which are related to various notions
of separability for filtrations (see point 1. in Definitions 6.6 and 6.7). Our aim
in this section being to give a glimpse of this general theory, the interested
reader should consult the original articles by Émery (or his review [Éme02a])
on this topic for more details.

Definition 6.5 A joint-copy of the filtered7 probability space (Ω,A,P,F) is a
triplet ((Ω,A,P),F ′,F ′′) where (Ω,A,P) is a probability space endowed with
two filtrations F ′ and F ′′ such that:
7 The set of indices for the filtration may be R+, −N,. . . .
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1. The three filtered probability spaces (Ω,A,P,F), (Ω,A,P,F ′), (Ω,A,P,F ′′)
are isomorphic.

2. F ′ and F ′′ are jointly immersed, i.e. both the F ′-martingales and the
F ′′-martingales are F ′ ∨ F ′′-martingales.

We are now ready to introduce the notion of a standard filtration.

Definition 6.6 (Standardness or I-cosiness)
A filtration (F−n; n ∈ N) on our reference probability space (Ω,A,P) is
standard if for any ε > 0 and any U ∈ L0(F0), there exists a joint-copy8

((Ω,A,P),F ′ := ϕ′(F),F ′′ := ϕ′′(F)) such that:

1. there exists n ∈ N such that F ′
−n and F ′′

−n are independent.
2. the random variables ϕ′(U) and ϕ′′(U) are ε-close in probability, namely

P(|ϕ′(U) − ϕ′′(U)| > ε) ≤ ε

Remark 6.7 The notion of standardness was introduced by A. Vershik in
the early 70’s in an ergodic theory framework (see [Éme02a] for a review of
Vershik’s thesis). This definition differs from Vershik’s original definition, but
corresponds in fact to the property called I-cosiness9, to which this definition
is equivalent, as proven in [BSÉ99].

Remark 6.8 One may naturally wonder how to use this property stated for
filtrations indexed by −N to study filtrations indexed by R

+.
In fact, to obtain the non SBF property in Subsection 6.2.2, one may consider
F̃−n := FTtn

for a conveniently chosen decreasing sequence (tn; n ∈ N) and
find a time change T such that (F̃−n; n ∈ N) is not standard.

Cosiness now appears as a variant of Definition 6.6.

Definition 6.7 (D-cosiness)
A filtration (Ft; t ≥ 0) on our reference probability space (Ω,A,P) is D-
cosy10 if for any ε > 0 and any U ∈ L0(F∞), there exists a joint-copy
((Ω,A,P),F ′ := ϕ′(F),F ′′ := ϕ′′(F)) such that:

1. for all pairs (X ′,X ′′) ∈ L0(F ′
∞)×L0(F ′′

∞) of random variables with diffuse
laws

P(X ′ = X ′′) = 0

2. the random variables ϕ′(U) and ϕ′′(U) are ε-close in probability, namely

P(|ϕ′(U) − ϕ′′(U)| > ε) ≤ ε

8 ϕ′ and ϕ′′ are isomorphisms between the relevant filtered probability spaces.
9 I-cosy: I stands for independence in point 1.

10 D-cosy: D stands for diffuse laws in point 1.
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These two properties (standard and cosy) turn out to be necessary conditions
for a filtration to be a SBF. We shall now focus on the proof of the following
proposition to shed light on how crucial the notion of cosiness is in the joining
argument sketched in the previous section.

Proposition 6.10 A Strong Brownian Filtration is D-cosy.

Remark 6.9 In fact, any filtration generated by a Gaussian process is D-cosy
(see [BSÉ99]).

Proof of Proposition 6.10
Let (Bt; t ≥ 0) denote a Brownian motion which strongly generates a given
filtration (Ft; t ≥ 0).
Let ε > 0 and U ∈ L0(F∞). Consider the filtered probability space

(Ω,A,P,F) := (Ω,A,P,F) ⊗ (Ω,A,P,F)

On this probability space, we introduce the following Brownian motions
B0(ω1, ω2) = B(ω1), Bπ/2(ω1, ω2) = B(ω2) and, for any θ ∈ [0, π/2],
Bθ = B0 cos(θ) +Bπ/2 sin(θ).
Since U = u(Bt; t ≥ 0), we define Uθ = u(Bθ

t ; t ≥ 0) and notice from
Slutsky’s lemma that Uθ converges in probability toward U0 as θ tends to 0.
Therefore, there exists θ0 such that

P(|Uθ0 − U0)| > ε) ≤ ε

The filtrations F ′ := F0 and F ′′ := Fθ0 , which are respectively generated by
B0 and Bθ0 , satisfy the properties in Definition 6.7.

�

6.4 Further References

A rich variety of papers on this topic has appeared in recent years, among
which:
[BS00] [BS02a] [BS03a] [BS03b] [BS03c] [BS03d] [DM99] [Éme02b] [ÉS99b]
[ÉS01] [GR91] [Kni95]

6.5 Exercises

Exercise 45 Give different examples of ends of predictable sets in the Brown-
ian filtration such that either a)or b)holds, with:

a) FL+ = FL

b) FL+ = FL ∨ σ(A) for some non-trivial set A.
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Exercise 46 A weak solution of the stochastic differential equation

Xt = x+
∫ t

0

1Xs>0dBs + θ

∫ t

0

1Xs=0ds (6.5)

where θ > 0, x ≥ 0 and (Bt; t ≥ 0) is a standard Brownian motion, is called
a sticky Brownian motion with parameter θ.

a) Let (Xt; t ≥ 0) be a sticky Brownian motion with parameter θ starting
from 0. Show that, for any λ > 0,

(
e−

√
2λ Xt−λt + (

√
2λ θ + λ)

∫ t

0

e−λs1Xs=0ds; t ≥ 0
)

is a martingale.
Deduce that E

[∫∞
0
e−λs1Xs=0ds

]
= 1√

2λ θ+λ
.

b) Consider X and X̃ two different solutions of (6.5) starting from 0 such
that the local time process at level 0 of X ∨ X̃ satisfies

L0
t (X ∨ X̃) = 4θ

∫ t

0

1(Xs=0)
⋂

(X̃s=0)ds (6.6)

Show that, for any λ > 0,
(
e−

√
2λ Xt∨X̃t−λt + (2

√
2λ θ + λ)

∫ t

0

e−λs1(Xs=0)
⋂

(X̃s=0)ds; t ≥ 0
)

is a super-martingale. Deduce that

E

[∫ t

0

e−λs1(Xs=0)
⋂

(X̃s=0)ds

]
≤ 1

2
√

2λ θ + λ
.

c) Show that there is no sequence of pairs of sticky Brownian motions

((X(n), X̃(n)); n ∈ N
∗)

satisfying (6.6) and the following additional assumption:
for any n ≥ 1, 1X(n)=0 and 1X(n)=0 are 1/n-close in probability.
Hint : Show from the preceding questions that

E

[∫ t

0

e−λs1
(X

(n)
s =0)

⋂
(X̃

(n)
s =0)

ds

]
−→

n→∞
E

[∫ t

0

e−λs1Xs=0ds

]

Comment 6.3 Warren [War99] shows that if the natural filtration of sticky
Brownian motion were cosy, there would exist a sequence such as the one
defined in question c). Admitting this, the above exercise shows that the natural
filtration of a sticky Brownian motion is not cosy.
This result has also been recovered in [Wat99], by time-changing the natural
filtration and using some already exhibited non-cosy filtrations.
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Exercise 47 � Is the filtration of a symmetric α-stable process cosy?
(More informally, could you start developing Tsirel’son arguments in this
framework?) See [Éme02a].

Exercise 48 Given a spider martingale, construct other such spider-
martingales, by balayage, stochastic integrals, time changes,. . .
Hints: Under which condition on functions

fi : R+ × R+ → R, i ≤ n

if (Zt) is a n-legged spider martingale, then (fi(Z
(i)
t , t); i ≤ n, t ≥ 0) is also

one?
As an application, show that:
For any z1, . . . , zn ∈ R

+, if we consider the stopping time T{z1,...,zn} = inf{t ≥
0; ∃i, Zi

t = zi}, then

E

[
exp
(
−λ2

2
T{z1,...,zn}

)
1ZT{z1,...,zn}=zi

]
=

1
sinh(λzi)∑n

j=1 coth(λzj)
(6.7)

E

[
exp
(
−λ2

2
T{z1,...,zn}

)]
=

∑n
j=1

1
sinh(λzj)∑n

j=1 coth(λzj)
(6.8)

Note that, if z1 = z2 = . . . = zn = z, then T{z,...,z} and ZT{z,...,z} are indepen-
dent.
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Sketches of Solutions for the Exercises

This chapter is devoted to giving solutions, hints and references for the exer-
cises of the seven preceding chapters, from Chapter 0 to Chapter 6. For ease
of the reader, we have indicated the page where the text of a given exercise
may be found.

S0 Preliminaries

• Solution to Exercise 1 (p.8)
Using Itô’s formula, we obtain

Zt = Z0 +
∫ t

0

c′(Su)dBu

The conclusion follows easily.

Comment 7.1 This generalization of the balayage formula was introduced
by [DÉY91] to study sets in which multidimensional martingales may have
surprising behaviors.

• Solution to Exercise 2 (p.8)
For any f ∈ C1, (F (Wt)− f(Wt)Yt; t ≥ 0) is a local martingale if and only if

(f(Wt) − f ′(Wt)Yt)dWt − f(Wt)dVt = 0

Taking f = 1, we obtain W = V . Then, we are left with YtdVt = 0.
Hence, a necessary and sufficient condition is W = V and dVt is carried by
the zero set of Y .

Remark 7.1 Moreover, if Yt ≥ 0, then Vt = 2L0
t (Y ).

• Solution to Exercise 3 (p.8)
For a “reasonable” function f :

R. Mansuy and M. Yor: Random Times and Enlargements of Filtrations in a Brownian Setting,
Lect. Notes Math. 1873, 117–139 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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f(Nt) = f(0) +
∑

s≤t

(f(Ns) − f(Ns−))

= f(0) +
∑

s≤t

(f(Ns− + 1) − f(Ns−))∆Ns

which is compensated by
t∫

0

(f(Ns− + 1) − f(Ns−))λds.

Thus, for f1(x) = x2, f2(x) = ex, the compensators are
∫ t

0
(2Ns + 1)λds and

∫ t

0
eNs(e− 1)λds.

• Solution to Exercise 4 (p.8)
Let s < t, then

E

[
(o)At|Fs

]
= E [E [At|Ft] |Fs]

= E [At|Fs] ≥ E [As|Fs] = (o)As

Hence (o)A is a submartingale.
Moreover,

E

[
(o)At − (o)As|Fs

]
= E [At −As|Fs] = E

[
A

(p)
t −A(p)

s |Fs

]

Hence (o)A−A(p) is a martingale.

• Solution to Exercise 5 (p.8)

a) We compute in two different manners Ex [F (Xu; u ≤ s)f(Xt)] for F (Xu;
u ≤ s) a generic, positive Fs-measurable function, and f : R �→ R

+ a
Borel function;
• on one hand, we use the definition of P t

x→y

• on the other hand, we replace f(Xt) by

Pt−sf(Xs) =
∫
dyφt−s(y)f(Xs + y)

(For a rigorous definition of the bridges of Markov processes, see [FPY93]).
b) Let ν denote the Lévy measure of X.

Under Px, Mf
u :=

∑

s≤u

f(∆Xs) − u < ν, f > is a martingale (for suitable

f ’s). We then useGirsanov’s theorem to see how themartingale (Mf
u ;u ≥ 0)

is transformed when passing from Px to P t
x→y.

Mf
u = M̃f

u +
∫ u

0

d < Mf , φt−·(y −X·) >s

φt−s(y −Xs)

where (M̃f
u ; u ≥ 0) is a P t

x→y- local martingale.
It remains to compute < Mf , φt−·(y −X·) >u which is the compensator
under Px of
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∑

s≤u

f(∆Xs) (φt−s(y −Xs) − φt−s(y −Xs−)) =

=
∑

s≤u

f(∆Xs) (φt−s(y −Xs− −∆Xs) − φt−s(y −Xs−))

This compensator is precisely given by
∫ u

0

ds

∫
ν(dz)f(z) (φt−s(y −Xs − z) − φt−s(y −Xs))

Finally the compensator we are looking for is:

u < ν, f > +

u∫

0

ds

∫
ν(dz)f(z)

(
φt−s(y −Xs − z)
φt−s(y −Xs)

− 1
)

Comment 7.2 The reader may find it interesting to extend such computa-
tions starting from a general Markov process, not necessarily a Lévy process.
See Kunita [Kun69] and [Kun76], and Sato [Sat99] for such general discus-
sions.

• Solution to Exercise 6 (p.9)

a) It is a simple consequence of the integration by parts formula (Io) for the
conveniently stopped local martingale (Mt; t ≥ 0).

b) Idem with the integration by parts formula (Ip).
c) From integration by parts formula (0.1), we deduce

[M,A]t =
(
MtAt −

∫ t

0

Ms−dAs

)
−
∫ t

0

As dMs +
∫ t

0

∆AsdMs

We deduce that [M,A] is a local martingale. Since [M,A] is purely dis-
continuous and has the same jumps as

∫ ·
0
∆AsdMs, the result follows.

• Solution to Exercise 7 (p.9)

a) The martingale associated with the variable B1 is (Bt∧1; t ≥ 0); hence,
its increasing process is bounded, which implies the result. The result for
(|Bt|; t ≤ 1) follows from Tanaka’s formula.

b) This result follows from the John-Nirenberg inequality, see [DM80] for a
proof.

c) First note that, for any t ≤ 1, Mt := E
[
B2

1 |Ft

]
= B2

t +1−t. Consequently,

E
[
(M1 −Mt)2|Ft

]
= E

[
(B2

1 −B2
t − 1 + t)2|Ft

]
= E

[
(2
∫ 1

t

BudBu)2|Ft

]

= E

[
4
∫ 1

t

B2
udu|Ft

]
= 4
∫ 1

t

E
[
B2

u|Ft

]
du

≥ 4B2
t (1 − t)

Therefore (Mt; t ≤ 1) is not in BMO.
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S1 Chapter 1

• Solution to Exercise 8 (p.22)

a) Apply Lemma 0.3.
b) Let (Tn, n ∈ N) denote an increasing sequence of stopping times which

reduces the local martingale (
∫ t

0
kγu

dNu; t ≥ 0). We take k predictable,
bounded. Then:

E
[
kγTn

(NTn
−NTn

)
]

= E

[∫ Tn

0

kγu
dNu

]

= E

[∫ Tn

0

kudNu

]

In the preceding formula, we now replace (ku; u ≥ 0) by (ku/(α +
εNu), u ≥ 0) for two positive constants α and ε. Then, by dominated
convergence, we get:

E

[
kΛ

N∞

α+ εN∞

]
= E

[∫ ∞

0

ku
dNu

α+ εNu

]
(7.1)

The result in b) is now obtained by letting ε ↓ 0, and applying Beppo-Levi.
c) Similarly, in (7.1), we let α decrease to 0, which yields to the result.

The distribution of AΛ
∞ follows from Lemma 0.1, since N∞

(law)
= 1/U with

U a uniform variable.
d) With the same care as before, we arrive to the formula

E
[
kΛ(N∞ −N∞)

]
= E

[∫ ∞

0

kudNu

]

hence

E
[
kΛ(N∞ − nΛ)

]
= E

[∫ ∞

0

kudNu

]

and finally, AΛ
t =

∫ t

0
dNu

Nu−nu
.

• Solution to Exercise 9 (p.23)

a) Using that ZΛ = 1 and that (AΛ
Λ+t; t ≥ 0) is constant, we find

1 − ZΛ+t = µΛ − µΛ+t = µ̂t −
∫ Λ+t

Λ

d < µ, 1 − Z >s

1 − Zs−

= µ̂t +
∫ t

0

d < µ̂ >s

1 − ZΛ+s
(7.2)

b) From (7.2), we deduce that there exists a 3-dimensional Bessel process R(3)

such that 1 − ZΛ+t = R
(3)
<µ̂>t

.
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• Solution to Exercise 10 (p.23)

a) Let (Lx, x ∈ R) be the family of (Meyer) local times of the local martingale
s(Y ).
Using the Markov property of Y and the local martingale property of s(Y ),
we obtain that

ZLa
t = 1 ∧

(
s(Yt)
s(a)

)

Applying Itô-Tanaka’s formula to the RHS of this equality, we find

ALa
t = − 1

2s(a)
L

s(a)
t

b) Taking the expectation in the occupation time formula, we obtain
∫ t

0
pu(y, a)

du = Ey

[
L

s(a)
t

]
and the result follows by differentiation.

c) Applying the definition of the predictable compensator (Definition 0.1) with
the predictable process ku = 10≤u≤t, we deduce

Py(0 ≤ La ≤ t) = − 1
2s(a)

Ey

[
L

s(a)
t

]

and then we use b).

• Solution to Exercise 11 (p.24)
The proof of (1.4) follows easily from the Hint, which itself is a consequence
of the Markov property; C =

√
π/2.

• Solution to Exercise 12 (p.24)

C = 2λ; Lemma 0.1 yields S(−λ)
∞

(law)
= − 1

2λ logU
(law)
= e2λ

(law)
= 1

2λe where eα,
resp. e, denotes an exponential variable with parameter α, resp. 1 and U is a
uniform variable on [0, 1].

• Solution to Exercise 13 (p.24)

a) It easily follows from the Hint and Example 1.4: LT∗
a

is exp(a).
b) It suffices to apply the strong Markov property at time τ

(β)
l . One then

obtains (thanks to a)):

Pt(x, dy) = e−
t
x εx(dy) + e−

t
y
t

y2
1{y≥x}dy

For more details about the process (Wl; l ≥ 0), which has been introduced by
S. Watanabe, see [RY05] Exercice 4.11 Chapter XII and references therein.

• Solution to Exercise 14 (p.25)

a) a.1) From Itô’s formula (or the balayage formula), (Mϕ
t := Bt

ϕ(Lt)
, t ≥ 0)

is a local martingale with quadratic variation (
∫ t

0
ds

ϕ2(Ls) , t ≥ 0).
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a.2) Using Tanaka’s formula for B, we deduce that

1
ϕ(Lt)

|Bt| =
∫ Lt

0

dx

ϕ(x)
+
∫ t

0

sgn(Bs)dBs

ϕ(Ls)

Hence, the local time of Mϕ is (
∫ Lt

0
dx

ϕ(x) , t ≥ 0), and it is also the
local time L∗ of β, time-changed with

∫ ·
0

ds
ϕ2(Ls) .

a.3)

P (∃t ≤ τl, |Bt| ≥ ϕ(Lt)) = P ( sup
v≤τ

(β)
A

|βv| ≥ 1)

with A =
∫ l

0
dx

ϕ(x) . The result follows from Exercise 13 a).
b) The event Γ = {∀A > 0, ∃t ≥ A, |Bt| ≥ ϕ(Lt)} is in the tail σ-field of

the process (|B|., L.), so its probability is 0 or 1.
• If

∫∞
0

dx
ϕ(x) <∞, then P (∃t ≥ 0, |Bt| ≥ ϕ(Lt)) < 1 and, consequently,

P (Γ ) = 0.
• If

∫∞
0

dx
ϕ(x) = ∞, then

1 = P (∃t ≥ τl, |Bt| ≥ ϕ(Lt))(= P (∃t ≥ 0, |B̂t| ≥ ϕ(l + L̂t)))

Finally, P (Γ ) = 1 since Γ is the decreasing limit of {∃t ≥ τl, |Bt| ≥
ϕ(Lt)} when l tends to ∞.

c) To compute P (∃t ≥ 0, Bt ≤ ψ(St)), we use both Lévy’s theorem (Proposi-
tion 0.5) and question a) with ϕ(x) = x− ψ(x)

Comment 7.3 In [Kni78], Knight studied some more general quantities such
as

E

[
e−
∫ τl
0 dsf(Bs,Ls)

]

and the preceding exercise focuses on a particular case of this study (Corol-
lary 1.3 p.435). Nevertheless, the methods developed here are more directly
taken from [JY81].

• Solution to Exercise 15 (p.26)

a) We consider Itô’s excursion process el(t) := Bτl−+t1t≤τl−τl− , l ≥ 0.
From excursion theory, we know that Nϕ

l :=
∑

λ<l

1{maxu el(u)≥ϕ(λ)} is a

Poisson variable with parameter
l∫

0

dλ n(maxu εu ≥ ϕ(λ)).

b) Apply a) with constant ϕ and use the martingale property of (R2ν
t −Lt; t ≥

0) to compute the expectation of L at the first hitting time of a by R.
c) Applying Doob’s maximal identity to the martingale (h(Lt)R2ν

t + 1 −
H(Lt), t ≥ 0), we obtain, for any x ∈ [0, 1],
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1 − x = P (∃t ≥ 0, h(Lt)R2ν
t + 1 −H(Lt) ≥ x)

= P

(

∃t ≥ 0, Rt ≥
(
H(Lt) + x− 1

h(Lt)

)1/2ν

+

)

Then if we consider ϕ(l) =
(

H(l)+x−1
h(l)

)1/2ν

+
, the desired result is obtained

by finding h, the positive solution of the ODE ϕ(l)2νy′(l) = y(l) + x− 1.

• Solution to Exercise 16 (p.26)�
If f is twice differentiable, Itô’s formula yields to linear ODE for f and the
result follows from the resolution of these equations.
In the general case, the question turns to be more tricky; nevertheless Jan
Ob�loj [OY05] [Ob�l05] recently managed to solve this problem and to prove
the announced result. The main arguments used in Ob�loj’s proof are Motoo’s
theorem and the fact that the scale functions of Brownian motion are the affine
functions.

• Solution to Exercise 17 (p.27)

a) Let ρ be a process such that exp{Bt − µt} = ρ
A

(−µ)
t

. After applying Itô’s

formula to exp{2(Bt − µt)} and time-changing with the inverse of A(−µ)
t ,

ρ is seen to satisfy the Bessel SDE with index −µ.
b) Easy since limt→∞ exp{Bt − µt} = 0.
c) Using time-reversal at T0 for the Bessel process R(−µ), T0 may be seen as

the last passage time at level 1 for a Bessel process with index µ; then, the
result is a particular case of Exercise 10

d) The computations of λt and λ̇t are simple consequences of the decomposi-
tion A

(−µ)
∞ = A

(−µ)
t + Â

(−µ)
∞ exp{Bt − µt} where we use the distribution

found in question c).
e) From (1.10), we deduce

B
(−µ)
t = B̃

(µ)
t −

∫ t

0

dA
(−µ)
s

A
(−µ)
∞ −A

(−µ)
s

= B̃
(µ)
t + log

(
A

(−µ)
∞ −A

(−µ)
s

A
(−µ)
∞

)

Replacing B̃ by this expression in the computation of Ã(µ)
t , we obtain

Ã
(µ)
t =

∫ t

0

(
A

(−µ)
∞

A
(−µ)
∞ −A

(−µ)
s

)2

dA(−µ)
s

• Solution to Exercise 18 (p.28)�

• Solution to Exercise 19 (p.28)

a) 1. See Table 2 p.34 line 3.
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2. We deduce from the preceding question that

St −Bt =

= B̃t −
∫ t

0

ds

(
2ST −BT −Bs

T − s
− 1

2ST −BT −Bs

)
1Ss<ST

+ St

−
∫ t

0

ds
1

T − s

(
Ss −Bs − (ST −BT ) coth

[
(ST −BT )(Ss −Bs)

T − s

])
1ST =Ss

b) 1. See Table 2 p.34 line 5.
2. Combined with Tanaka’s formula, the preceding question yields to

|Bt| = B̃t +
∫ t

0

ds

(
1

LT − Ls + |BT | + |Bs|
− LT − Ls + |BT | + |Bs|

T − s

)
1s<γT

+
∫ t

0

ds
1

T − s

(
|BT | coth

[
|BT ||Bs|
T − s

]
− |Bs|

)
1T≥s≥γT

+ Lt

c) These two formulae are identical thanks to Lévy’s equivalence (Lemma
0.5).

• Solution to Exercise 20 (p.28)

a) See Remark 1.4.
b) The two formulae are identical; in [Jeu80] p58-59 or [JY85], Jeulin deals

with a more general framework involving any honest time L which satisfies
assumption (A). Then the coincidence between the formulae obtained by
enlarging progressively with L (i.e. w.r.t. FL) and by enlarging initially
with the terminal value of the predictable compensator AL

∞ follows from
the fact that the (H) hypothesis is satisfied between the filtration FL and
FL ∨ σ(AL

∞), i.e. the first one is immersed in the second one.

Remark 7.2 In fact, the coincidence observed in this exercise turns out to
be the general case under (CA) hypothesis. Indeed, the key argument is the
multiplicative representation of ZL, the Azéma supermartingale of an honest
time L, obtained in Proposition 1.3. With Zt = Nt/N t, enlarging progressively
with L (resp. initially with AL

∞) is equivalent to enlarging progressively with
the random time sup{t ≥ 0, Nt = N t} (resp. initially with N∞).

• Solution to Exercise 21 (p.28)

a) Consider the closed subspace G
h,−
t of the Gaussian space Gt generated by

(Bu, u ≤ t):

G
h,−
t = span

{∫ t

0

f(u)dBu with f ∈ L2([0, t]) and
∫ t

0

f(u)h(u)du = 0
}
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Then Gt is the orthogonal sum of G
h,−
t and the one-dimensional space:{

λ
∫ t

0
h(u)dBu; λ ∈ R

}
. Then, it suffices to consider Fh,−

t the σ-field gen-

erated by G
h,−
t .

The fact that Fh,−
t ⊂ Fh,−

t+t′ follows from the remark that G
h,−
t ⊂ G

h,−
t+t′ .

b) It suffices to remark that Bh,− is the projection of B on the filtration Fh,−.
c) i) From question b), using integration by parts, we get that

Bt −
(
tα+1

α+ 1
2α+ 1
t2α+1

)∫ t

0

uαdBu = Bt −
(

2α+ 1
α+ 1

)

× 1
tα

[
tαBt −

∫ t

0

αBss
α−1ds

]
= −

(
α

α+ 1

)
Bt

+
(

α

α+ 1

)
(2α+ 1)

1
tα

∫ t

0

Bss
α−1ds

is a (Fα,−
t , t ≥ 0)-martingale whose quadratic variation is

(
α

α+1

)2

t.
• For α �= 0, we deduce that:

(
Bα,−

t := Bt −
2α+ 1
tα

∫ t

0

Bss
α−1ds, t ≥ 0

)

is a (Fα,−
t , t ≥ 0)-Brownian motion.

• For α = 0, by passage to the limit, we obtain that:
(
Bt −

∫ t

0

ds
Bs

s
, t ≥ 0

)

is a (F0,−
t , t ≥ 0)-Brownian motion.

ii) In order to show
(
Bα,−

t , t ≥ 0
)

generates (Fα,−
t , t ≥ 0), it suf-

fices to prove that the orthogonal in Gt, the Gaussian space gener-
ated by (Bu, u ≤ t), of G

α,−
t , is precisely the one-dimensional space{

λ
∫ t

0
uαdBu, λ ∈ R

}
.

Indeed, in general,
∫ t

0
k(u)dBu is orthogonal to G

h,−
t if and only if:

∀s ≤ t, E

[(∫ t

0

k(u)dBu

){
Bs − σh(s)

∫ s

0

h(u)dBu

}]
= 0

where σh(s) =
∫ s
0 h(u)du∫ s
0 h(u)2du

.
Hence:

∫ s

0

k(u)du = σh(s)
∫ s

0

h(u)k(u)du (7.3)
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In the case h(s) = sα, we get σh(s) = 2α+1
α+1

1
sα , hence (7.3) is equiva-

lent to:

sα

∫ s

0

k(u)du =
2α+ 1
α+ 1

∫ s

0

uαk(u)du

i.e., for α �= 0:

− 1
α+ 1

uαk(u) + uα−1

∫ u

0

k(t)dt = 0, du a.s.

and k(u) = α+1
u

∫ u

0
k(t)dt which yields:

∫ u

0
k(t)dt = Cuα+1, hence the

result.
A similar computation holds for α = 0, starting with

B0,−
t = Bt −

∫ t

0

ds
Bs

s

Comment 7.4 We note that, at least concerning the functions hα(s) = sα,
one may recover the original Brownian filtration by enlarging adequately
(Fhα,−

t , t ≥ 0).
Indeed, note that, for 0 < s < t:

Bt

t
− Bs

s
=
∫ t

s

dBu

u
−
∫ t

s

Bu

u2
du

which yields: Bs

s = −
∫∞

s
dB0,−

u

u ;hence: Ft = F0,−
t ∨ σ

{∫∞
t

dB0,−
u

u

}
.

A similar computation may be done with hα, α > −1/2.

S2 Chapter 2

• Solution to Exercise 22 (p.49)

a) λ = a
1
r .

b) (bu := uBu/(1−u), u ≤ 1) is a standard Brownian bridge.
c) �

It may be worth noticing that

P (sup
t
{|Bt| − tr/2} ≥ x) = P (∃t ≥ 0, Bt ≥ x+ tr/2)

= P (inf{t ≥ 0, Bt ≥ x+ tr/2} <∞)

and that the density of the variable inf{t ≥ 0, Bt ≥ x+ tr/2} is shown, in
[dlPHDV04] (following [RSS84]), to satisfy a Volterra integral equation of
second type.
Note that this question has already been solved for r = 4 by Groeneboom
[Gro89] which relates first passage times for Bt − ct2 to Bessel processes,
and then find their densities explicitly in terms of Airy functions.
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Remark 7.3 It follows from a well-known theorem due to Fernique about
the supremum of any centered Gaussian process that both quantities in equa-
tion (2.6) have moments of all orders.

• Solution to Exercise 23 (p.50)

a) See Exercise 14.
b) From Example 2.1, we obtain

E

[
sup

t
{|Bt|α − Lαβ

t }
]

= E

[
(eα,αβ)

αβ
1−β

]

with ea,b an exponential random variable with parameter ca,b defined in
Example 2.1. Therefore, this quantity is finite if and only if αβ

β−1 < 1
c) For any c > 0, we write:

E [|BΛ|α] = E

[
|BΛ|α − cLαβ

Λ

]
+ cE

[
Lαβ

Λ

]

≤ E

[
sup
t∈R+

{|Bt|α − cLαβ
t }
]

+ cE
[
Lαβ

Λ

]

≤ c−
1

β−1 E

[
sup
t∈R+

{|Bt|α − Lαβ
t }
]

+ cE
[
Lαβ

Λ

]
(scaling)

Minimizing with respect to c, we obtain E [|BΛ|α] ≤ K.E
[
Lαβ

Λ

] 1
β

, with

K = β




E

[
supt∈R+{|Bt|α − Lαβ

t }
]

β − 1





β−1
β

d) We prove that the constant K found in c) is the best constant, simply by
considering the random time

inf{u ≥ 0, |Bu|α − Lαβ
u } = sup

t
{|Bt|α − Lαβ

t } .

For more details, see Song-Yor [SY87].

• Solution to Exercise 24 (p.50)

a) A(2) and C(2) are not moment-equivalent, as may be seen by considering
T = Ta := inf{t; Bt = a}, and the moment-equivalence between A(1) and
C(1).

b) Take T = τl. C
(3)
τl is distributed as the reciprocal of an exponential variable

(see Example 13); hence, A(3) and C(3) are not moment-equivalent.

Remark 7.4 Although A(i) and C(i) are not moment-equivalent for i = 2, 3,
if we consider only small exponents p, that is p < 1, then
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E

[
(C(2)

T )p
]
≤ γ(2)

p E

[
(A(2)

T )p
]

E

[
(C(3)

T )p
]
≤ γ(3)

p E

[
(A(3)

T )p
]

with universal constants γ(2)
p and γ

(3)
p . These inequalities are particular con-

sequences of the domination relation introduced by Lenglart [Len77] to whom
we refer the reader.

• Solution to Exercise 25 (p.51)

a) From (2.10), we deduce that

ρ
(n)
t − t =

2√
n

∫ t

0

√
ρ
(n)
s dβs

and we conclude thanks to some ersatz of BDG inequalities applied to the

martingale
(

2√
n

∫ t

0

√
ρ
(n)
s dβs; t ≥ 0

)

b) Similar arguments yields to the result.

• Solution to Exercise 26 (p.51)�
It may be helpful to write these inequalities in an equivalent form, namely

a) E [|MT |] ≤ C
(1)
p E

[
< M >

p/2
T

]1/p

for any martingale (Mt; t ≥ 0)

b) E [ϕ(LT )|BT |]≤C(2)
p E [Φ(LT )p]1/p for any function ϕ and Φ(x)=

∫ x

0
ϕ(y)dy

S3 Chapter 3

• Solution to Exercise 27 (p.66)

a) B
[0,γ]
u = uβ 1

u−1 where βv = 1√
δ̂
(B̂δ̂+δ̂v − B̂δ̂).

b) m1 =
√

B̂2
1 + B̂2

1

δ̂−1
; moreover, δ̂−1

B̂2
1

is independent of B̂2
1 and is distributed

as the first hitting time of 1 by a Brownian motion B̃; finally:

1

T̃1

(law)
= B̃2

1

c) �

• Solution to Exercise 28 (p.67)
We note the equalities between events:

(γ ≤ u) = (1 ≤ δu) = (1 ≤ u+ T̂Bu
)

= (1 ≤ u+B2
uT̂1) =

(

1 ≤ u

(

1 +
B2

1

B̂2
1

))

with δu = inf{v ≥ u, Bv = 0} and T̂Bu
(resp. T̂1) the first hitting time of Bu

(resp. 1) by a Brownian motion independent of (Bs; s ≤ u).
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• Solution to Exercise 29 (p.67)

a) Using the expression of Zγ computed at the beginning of Chapter 3, we
find

λt(f) = f(γt)
(

1 − ψ

(
|Bt|√
1 − t

))
+ E [f(γ)1γ>t|Ft]

To compute the conditional law of γ knowing Ft, we note that

P (γ ∈ du|Ft) =

√
2
π

E [dLu|Ft]√
1 − u

=

√
2
π

EBt
[dLu−t]√
1 − u

, t < u

Then, we use Ex [Ly
h] =

∫ h

0
dsps(x, y) to show that

λt(f) = f(γt)
(

1 − ψ

(
|Bt|√
1 − t

))
+
∫ 1

t

du
f(u)e−

B2
t

2(u−t)

π
√

(1 − u)(u− t)

The two enlargement formulae are identical (see the solution to Exer-
cise 20).

b) In order to compute E [f(γT , δT )|Ft] for any Borel function f , we compute
successively:

E [f(γT , δT )1t>δT
|Ft] = f(γT , δT )1t>δT

E [f(γT , δT )1δT >t>T |Ft] =
1√
2π

∫ ∞

t

f(γt, u)e−
B2

t
2(u−t)

|Bt|
(u− t)3/2

du1γt<T<t

E [f(γT , δT )1T>t>γT
|Ft] =

1√
2π

∫ ∞

T

f(γt, u)e−
B2

t
2(u−t)

|Bt|
(u− t)3/2

du1t<T

E [f(γT , δT )1γT >t|Ft] =
1
2π

∫ T

t

du

∫ ∞

t

dvf(u, v)
e−

B2
t

2(u−t)

√
(v − u)3(u− t)

where we use the conditional distribution of γT knowing Ft already com-
puted in question a) above and where the last equality is obtained by con-
ditioning successively on FT and FγT

.
Then, the result follows easily.

• Solution to Exercise 30 (p.67)
Thanks to Lévy’s equivalence (Proposition 0.5), we may reduce our discus-
sion to path decomposition after and before γ. More precisely, we deduce
from Lévy’s equivalence that (m(1)

u := Bσ−Bσ+u(1−σ)√
1−σ

, u ≤ 1) and (m(2)
u :=

Bσ−Bσ−uσ√
σ

, u ≤ 1) are independent and that m(1) is a meander.

m(2) is also a meander since Wiener measure is invariant by time-reversal at
fixed time 1.

• Solution to Exercise 31 (p.67)
The result follows easily from the Hint and the explicit law of L̂1−t (obtained
e.g. via Lévy’s equivalence, Proposition 0.5).
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• Solution to Exercise 32 (p.68)

a) and b): The process in (3.12) is the limit in L2, uniformly in t (≤ T ) of

zγt
Bt exp

(
i

∫ t

0

f(s)1|Bs|≥ 1
n
dB̂s +

1
2

∫ t

0

f(s)2ds
)

and we use Itô’s formula to obtain in the limit:

zγt
BtÊt =

∫ t

0

zγs
Ês(1 + if(s)Bs)dBs

with Êt = exp
(
i
∫ t

0
f(s)dB̂s + 1

2

∫ t

0
f(s)2ds

)
.

Therefore, (zγt
BtÊt; t ≥ 0) is a martingale, which yields the desired result.

c) • We write:

|Bγt+u| = sgn(Bt)
(
B̂γt+u − B̂γt

)
+
∫ u

0

dh

|Bγt+h|

The result now follows from Imhof’s relation (3.1) and the fact that
the three dimensional Bessel process generates the same filtration as
its driving Brownian motion.

• We have shown previously that Bt is measurable with respect to

σ(γt) ∨ σ(sgn(Bt)) ∨ B̂t

But, γt = inf {s < t, sgn(Bu) is constant on [s, t]}, hence the result.
d) We write:

f(Bt) = f(|Bt|)1st=+1 + f(−|Bt|)1st=−1,

where st = sgn(Bt), and the desired formula will follow from the compu-
tation of σ+

t := P (st = +1|B̂t ∨ Fγt
).

For this purpose, we use: E[Bt|B̂t ∨ Fγt
] = 0

This implies: λ+
t σ

+
t − λ−t (1 − σ+

t ) = 0, hence:

σ+
t =

λ−t
λ+

t + λ−t

e) Under the signed measure Qa, Êt := exp
(
i
∫ t

0
f(s)dB̂s + 1

2

∫ t

0
f(s)2ds

)
de-

fines a martingale since (Bt

a Êt; t ≥ 0) is a Pa-martingale. Moreover, since

EPa

[
Bt

a Êt

]
= 1, we deduce that EQa

[
Êt

]
= 1, so that:

EQa

[
exp
(
i

∫ t

0

f(s)dB̂s

)]
= exp

(
−1

2

∫ t

0

f(s)2ds
)

The main differences with the preceding questions can be explained using
T0, the first hitting time by B of the level 0. More precisely, in the following
decomposition
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B1

a
=
B1∧T0

a
+
B1

a
1T0<1

the first part on the right corresponds to the density between the Wiener
measure Pa and the law of the three dimensional Bessel process starting
from a.

S4 Chapter 4

• Solution to Exercise 33 (p.83)

a) (XD
t ; t ≥ 0) is a (Q, (Ft; t ≥ 0))-Brownian motion.

b) It is easy to show that every (Q, (Ft; t ≥ 0)) local martingale (MD
t ; t ≥ 0)

may be obtained as theGirsanov transformof (Mt; t ≥ 0), a (W, (Ft; t ≥ 0))
local martingale, namely,

MD
t = Mt −

∫ t

0

d < D,M >s

Ds

From the representation of (Mt; t ≥ 0) as a stochastic integral with respect
to (Xt; t ≥ 0), we deduce the representation of (MD

t ; t ≥ 0) as a stochastic
integral with respect to (XD

t ; t ≥ 0).

• Solution to Exercise 34 (p.84)

a) The first point follows from

< A >t=
∫ t

0

|Zs|2ds < θ >s=
∫ t

0

ds

|Zs|2

At =
∫ t

0

|Zs|2dθs θt =
∫ t

0

dAs

|Zs|2

The second point follows from the polar representation of (Zt; t ≥ 0),
namely Zt = |Zt| exp(iθt), also called skew product decomposition of
(Zt; t ≥ 0), see, e.g. [IM74] and [PR88].

b) We note that it is not possible to represent either X or Y as a stochastic
integral with respect to A(or θ); why?
Then, use Theorem 4.4.

c) When z0 = 0, (θt; t ≥ 0) cannot be defined via formula (4.8) (see, e.g.
[IM74] Section 7.16 p276).
On the other hand, the definition of (At; t ≥ 0) makes sense as before;
furthermore, (|Zt|, t ≥ 0) is adapted to the filtration of (At; t ≥ 0) since

|Zt|2 =
d

dt
(< A >t)

The natural filtration of |Z| is that of βt =
∫ t

0
XsdXs+YsdYs

|Zs| and γt =
∫ t

0
dAs

|Zs| is another Brownian motion independent from β. The filtration of
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(β, γ) is precisely that of A.
Finally, for any fixed time t, Zt/|Zt| is uniformly distributed on the unit
circle, and independent from the process (As; s ≥ 0). Indeed, for any
positive, Borel function f and any positive, bounded functional Φ:

E

[
Φ(A)f

(
Zt

|Zt|

)]
=E

[
Φ(A)f

(
eiθZt

|Zt|

)]
=E

[
Φ(A)

1
2π

∫ 2π

0

dθf

(
eiθZt

|Zt|

)]

= E [Φ(A)]
1
2π

∫ 2π

0

dµf(eiµ)

• Solution to Exercise 35 (p.84)
We first detail the arguments suggested in the Hint:
for f : (E, E) → (R+,B(R+)), compute, for any t, s > 0, E [f(Xt+s)|Ys] in
two different manners, which shall yield

Λ(Ptf)(Ys) = Qt(Λf)(Ys) a.s.

We now consider points a) and b):

a) Xt = B
(n)
t , Yt = |B(n)

t |.
Then, under P0, Xt = YtΘt, with Θt = Xt/Yt uniformly distributed on
the unit sphere, and independent of (Yu; u ≥ 0). Hence Λ(x, dy) is the
uniform law on the sphere of radius y.

b) It will be easier to work with the squared Bessel processes (Z(m)
t ; t ≥ 0) and

(Z(n)
t ; t ≥ 0). From the additivity property of squared Bessel processes,

we may construct the pair (Z(m), Z(n)) as:

Z
(m)
t = Z

(m−n)
t + Z

(n)
t , t ≥ 0

where, on the right hand side, the two processes (Z(m−n)
t ; t ≥ 0) and

(Z(n)
t ; t ≥ 0) are independent.

We now take

Xt = σ{Z(m−n)
u , Z(n)

u , u ≤ t}
Yt = σ{Z(m)

u , u ≤ t}

Then, we use the following properties:
• (Z(n)

t ; t ≥ 0) is a Markov process with respect to (Xt; t ≥ 0).
• For any t > 0, the variable Z

(n)
t /Z

(m)
t is independent from Yt and

β(n
2 ,

m−n
2 ) distributed.

The second property may be proven by using time inversion for the two-
dimensional process (Z(m), Z(n)), an elementary beta-gamma result which
yields Z(n)

t /Z
(m)
t is β(n

2 ,
m−n

2 ) distributed, and finally the Markov property
of (Z(m)

t ; t ≥ 0) with respect to (Xt; t ≥ 0).
This argument is taken from [CPY98].
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• Solution to Exercise 36 (p.85)

a) L(β)f = 0 with f(x) = x.
b) Noting that < X >t= t and that ∆Xt = βXt−1∆Xt �=0 and using Theorem

4.7, it suffices to prove that Xt is bounded; from the equations d(X2
t ) =

2Xt−dXt + d[X,X]t and d[X,X]t = βXt−dXt + dt, we deduce that

(β + 2)d[X,X]t − βd(X2
t ) = 2dt

therefore X2
t ≤ X2

0 ≤ 2t
−β .

c) The fact that there exists a Markov kernel M such that L(β)M = M
(

1
2D

2
)

follows from the representation of L(β) as L(β)f(x) = 1
2E [f ′′(xV )] where

the law of the random variable V is given by

P(V ∈ dv) =
2
β2

(v − 1 − β)+1v≤1dv

and Mf(x) = E[f(xV )]. The announced result follows easily.

Remark 7.5 In the particular case β = −2, (Xt; t ≥ 0) is called the parabolic
martingale[Val95]; its paths belong to the parabola x2 = t. More precisely,
P (Xt =

√
t) = P (Xt = −

√
t) = 1/2 and its jumps, which occur when X

changes signs, happen at times distributed according to a Poisson point process
with intensity dt/(4t). (Xt; t ≥ 0) may be realized as Xt = BT∗√

t
where B is

a Brownian motion and T ∗
a = inf{u ≥ 0; |Bu| = a}.

• Solution to Exercise 37 (p.85)

a) Lkf1 = 0; Lkf2(x) = (1 + 2k), with f1(x) = x, f2(x) = x2.
b) Lk restricted to even functions is the infinitesimal generator of the Bessel

process.
Since |X(k)| is a continuous process, the jump process satisfies ∆X(k)

t =
−2X(k)

t− 1
∆X

(k)
t �=0

.

c) Since (X(k))2 is a squared Bessel process with dimension (2k + 1), there
exists a Brownian motion B such that

(X(k)
t )2 = x2 + 2

∫ t

0

√
(X(k)

s )2dBs + (2k + 1)t

Identifying this formula with Itô’s formula, we obtain:





∫ t

0
X

(k)
s− d(X

(k))c
s =

∫ t

0
|X(k)

s |dBs

2
∫ t

0
X

(k)
s− d(X

(k))d
s +

∑

s≤t

(
∆X

(k)
s

)2

= 2kt

Therefore 1
X

(k)
s �=0

d < (X(k))c >s= ds and 1
X

(k)
s =0

d < (X(k))c >s= 0,
but the zero set of the squared Bessel process (X(k))2 (hence of X(k))
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has 0-Lebesgue measure. Hence (X(k))c is a Brownian motion (Lévy’s
characterization theorem). The result then follows.

d) It suffices to show that the processes (Yu; u ≥ 0) and (X(k)
τu , u ≥ 0), where

τu = inf{t ≥ 0, At > u}, are both Markovian with the same infinitesimal
generator, namely

L̃f(x) =
x2

2
f ′′(x) + k

(
xf ′(x) +

f(−x) − f(x)
2

)

e) The hypotheses made in Theorem 4.7 apply:
• the totality property follows from the fact that each variable (X(k)

t )2

admits some exponential moments
• ∆X

(k)
t = −2X(k)

t− 1
∆X

(k)
t �=0

• we have just seen previously that

< (X(k))(c) >t= t, < (X(k))(d) >t= 2kt

S5 Chapter 5

• Solution to Exercise 38 (p.99)

a) (At; t ≥ 0) is immersed in (Bt; t ≥ 0) if and only if every uniformly
integrable (At; t ≥ 0)-martingale (MA

t ; t ≥ 0) is a (Bt; t ≥ 0)-martingale;
hence, it may be written as MA

t = E
[
MA

∞|Bt

]
, that is

E
[
MA

∞|At

]
= E

[
MA

∞|Bt

]

Since MA
∞ may be taken to be any variable in L1(A∞), we get the desired

result.
b) Using both the PRP and the (Bt; t ≥ 0)-martingale properties of (at; t ≥

0), the result follows from the fact that (At; t ≥ 0)-predictable processes
remain (Bt; t ≥ 0)-predictable processes.

• Solution to Exercise 39 (p.99)

a) We give two different arguments:
• Since the filtration of |B| is that of β :=

∫ ·
0
sgn(Bs)dBs, which is a

(Ft; t ≥ 0)-Brownian motion, we can use the predictable representa-
tion property of β, and use Exercise 38.

• |B| is a (Ft; t ≥ 0)-Markov process (Dynkin’s criteria, see e.g.
[RP81]). Then, the martingale additive functionals of |B| are also
(Ft; t ≥ 0)-martingales; since they generate (in the sense of Kunita-
Watanabe) all (σ{|Bu|, u ≤ t}, t ≥ 0)-martingales, the latter are also
(Ft; t ≥ 0)-martingales.

b) For general integers n, both arguments may be adequately extended.
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c) This is immediate since there exist discontinuous (F+
t , t ≥ 0)-martingales

as proven in Theorem 5.5.

• Solution to Exercise 40 (p.101)

a) 1. Use Tanaka’s formula.
2. For any bounded functional F , the Cameron-Martin formula yields

E

[
F (|B(µ)

s |, s ≤ t)
]

= E

[
F (|Bs|, s ≤ t)eµBt−µ2

2 t

]

= E

[
F (|Bs|, s ≤ t)e−µBt−µ2

2 t

]

= E

[
F (|Bs|, s ≤ t) cosh(µBt)e−

µ2

2 t

]

Formula (5.9) now follows from Girsanov’s theorem.
The equality of the two filtrations follows by considering (B(µ)

t )2 which
appears as a strong solution of a SDE driven by β.

3. Comparing the two decomposition formulae (5.9) and (5.10), we see
that β is not a (Ft; t ≥ 0)-martingale.

Comment 7.5 With the notation of Proposition 5.13, we have

AF
t =µ

∫ t

0

sgn(B(µ)
s )ds+L0

t (B
(µ)), (AF )

(p)
t = µ

∫ t

0

tanh(µ|B(µ)
s |)ds+L0

t (B
(µ))

b) 1. With the conditional law recalled in the exercise, we deduce

E

[
F (R(µ)

s ; s ≤ t)
]

= E

[
F (R(0)

s ; s ≤ t)eµBt−µ2

2 t

]

= E

[

F (R(0)
s ; s ≤ t)

1

2R(0)
t

∫ R
(0)
t

−R
(0)
t

dx eµxe−
µ2

2 t

]

= E

[

F (R(0)
s ; s ≤ t)

sinh(µR(0)
t )

µR
(0)
t

e−
µ2

2 t

]

Equation (5.11) is obtained, once more, from Girsanov’s theorem.
2. This is a consequence of the non-canonical decomposition

R
(µ)
t = −Bt + (2S(µ)

t − µt).

3. Using the Cameron-Martin formula together with the result recalled
for processes with 0-drift, we obtain that the law of B(µ)

t conditionally
on σ(R(µ)

s ; s ≤ t) and R
(µ)
t = r is

µeµx

2 sinh(µr)
1x∈(−r,r)dx
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• Solution to Exercise 41 (p.102)

a) Recall that A+
1

(law)
= γa+

1 + ε(1 − γ) (see Subsection 3.1.2) and multiply
both sides of this identity with 2e, where e denotes a standard exponential
variable. From the beta-gamma algebra, we obtain

N 2 (law)
= N 2a+

1 + εN ′2 (7.4)

where on the RHS, the four variables are independent, and N and N ′ are
standard normal variables. We then easily deduce from (7.4) that

E

[
e−λa+

1 N 2
]

=
√

2λ+ 1 − 1
λ

with N a standard Gaussian variable independent from a+
1 . Therefore,

a+
1 N 2 (law)

= UN 2 with U a uniform variable. The result follows from the
injectivity of the Gauss transform.

b) For any bounded function f on [0, 1],

E(f(a+
1 )) =

∫ ∞

0

dl le−
l2
2 E
[
f(A+

1 )|L1 = l, B1 = 0
]

=
∫ ∞

0

dl le−
l2
2 E
[
f(A+

1 )|τl = 1
]

(switching identity)

=
∫ ∞

0

dl le−
l2
2 E
[
f(A+

τl
)|τl = 1

]

=
∫ ∞

0

dm e−m
E
[
f(2mA+

τ1
)|2mτ1 = 1

]
(scaling)

=
∫ ∞

0

dm√
m
e−m

E

[√
mf(

A+
τ1

τ1
)| 1

2τ1
= m

]

=
∫ ∞

0

dm√
m
e−m

E

[
1√
2τ1

f(
A+

τ1

τ1
)| 1

2τ1
= m

]

=
√
π

2
E

[
1√
τ1
f(
A+

τ1

τ1
)
]

Now, the result follows from simple computations with the variables

N 2 (law)
= 1

2A+
τ1

and N ′2 (law)
= 1

2A−
τ1

, where N and N ′ may be chosen to
be independent standard Gaussian variables.

Remark 7.6 In [Yor95], using the absolute continuity between the stan-
dard Brownian bridge and the pseudo bridge1 ( 1√

τ1
Buτ1 , u ≤ 1), one also

arrives at the identity
1 See [BLGY87] for more details about this process; in fact, this absolute continuity

result may also be obtained as a consequence of the switching identity, see e.g.
[PY92].
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E(f(a+
1 )) =

√
π

2
E

[
1√
τ1
f

(
A+

τ1

τ1

)]

c) On one hand,
E
[∫∞

0
dLtF (Bu; u ≤ t)ϕ(Lt)ψ(t)

]
=

= E

[∫ ∞

0

dLtE [F (Bu; u ≤ t)ϕ(Lt)|Bt = 0]ψ(t)
]

=
∫ ∞

0

dt√
2πt

E [F (Bu; u ≤ t)ϕ(Lt)|Bt = 0]ψ(t)

=
∫ ∞

0

dtψ(t)√
2πt

∫ ∞

0

P (Lt ∈ dl|Bt = 0)ϕ(l)E [F (Bu; u ≤ t)|Bt = 0, Lt = l]

On the other hand,

E

[∫ ∞

0

dLtF (Bu; u ≤ t)ϕ(Lt)ψ(t)
]

= E

[∫ ∞

0

dlF (Bu; u ≤ τl)ϕ(l)ψ(τl)
]

=
∫∞
0
dlϕ(l)

∫∞
0
P (τl ∈ dt)ψ(t)E [F (Bu; u ≤ τl)|τl = t]

We can identify these two quantities for any ϕ, ψ. Thus
dt√
2πt

P (Lt ∈ dl|Bt = 0)E [F (Bu; u ≤ t)|Bt = 0, Lt = l] =

dlP (τl ∈ dt)E [F (Bu; u ≤ τl)|τl = t]

Taking F = 1, we get dt√
2πt

P (Lt ∈ dl|Bt = 0) = dlP (τl ∈ dt) (note

that this entails (5.12) since: P (τl ∈ dt) = le−l2/2tdt√
2πt3

) and, therefore, the
switching identity:

E [F (Bu; u ≤ t)|Bt = 0, Lt = l] = E [F (Bu; u ≤ τl)|τl = t]

• Solution to Exercise 42 (p.102)

a) This result is a simple consequence of Tanaka’s formula for (Bt − x)+.
b) Let αx,−

· denote the right-continuous inverse of Ax,−.

E
[
f(Bξ)1Bξ<x|Ex

W

]
= λE

[∫ ∞

0

f(Bt)1Bt<xe
−λtdt|Ex

W

]

= λ

∫ ∞

0

duf(Bαx,−
u

)E
[
e−λαx,−

u |Ex
W

]

= λ

∫ ∞

0

duf(Bαx,−
u

)e−λu
E

[
e−λAx,+(αx,−

u )|Ex
W

]

= λ

∫ ∞

0

duf(Bαx,−
u

)e−λue
−
√

2λ 1
2 Lx

α
x−
u (using a))

= λ

∫ ∞

0

dt1Bt<xf(Bt)e−λAx,−
t −

√
λ
2 Lx

t
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Remark 7.7 In fact, this exercise gives a glimpse of D. Williams’ attempt to
prove the continuity of martingales in the filtration E ·

W
of Definition 5.2. More

precisely, D. Williams considers the martingales
(

E

[
N∏

i=1

fi(Bξi
)|Ex

W

]
; x ∈ R

)

and uses arguments similar to those in this exercise (or their excursion theory
counterpart) to obtain the a.s. continuity.

• Solution to Exercise 43 (p.102)�

S6 Chapter 6

• Solution to Exercise 44 (p.105)�

• Solution to Exercise 45 (p.114)
The main difficulty is to justify the exchange of the symbols ∨ and

⋂
in

FL+

(

=
⋂

ε>0

FL+ε

)

=
⋂

ε>0

(FL ∨ σ{BL+u, u ≤ ε})

This exchange (which has been the cause of many errors! See some discussion
in Chaumont-Yor [CY03], Exercise 2.5 p.29) is licit in the following cases
because of the following independence property.

a) L = sup{t ≤ γT1 , Bt = St} or L = γT1 ; then, the independence property
between FL and (BL+u; u ≥ 0) holds.

b) L = γ. then, Fγ and
⋂

η>0
σ
{
B

[γ,1]
u , u ≤ η

}
are independent and the second

σ-field reduces to σ(A) where A = {B1 > 0}.

• Solution to Exercise 46 (p.115)
First note that, from the comparison theorem, the sticky Brownian motion
starting from x ≥ 0 turns out to be a R+-valued diffusion.

a) A simple application of Itô’s formula yields the desired martingale property.
Then, we deduce, for any t ≥ 0,

E

[
e−

√
2λ Xt−λt + (

√
2λ θ + λ)

∫ t

0

e−λs1Xs=0ds

]
= 1

Since X is a positive process, the right-hand side tends to (
√

2λ θ +
λ)E

[∫∞
0
e−λs1Xs=0ds

]
as t tends to +∞.

b) Once again, the result is deduced from Itô’s formula and from the positivity
of X ∨ X̃.

c) It suffices to use the L2-convergence of 1
X

(n)
t =0

− 1
X̃

(n)
t =0

towards 0.
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• Solution to Exercise 47 (p.116)�

• Solution to Exercise 48 (p.116)
Here is an interesting example:
Consider (fi)i=1,..,n a set of n space-time harmonic functions for Brownian
motion, i.e.

∂

∂t
fi +

1
2
∂2

∂x2
fi = 0

such that 




fi(x, t) ≥ 0 if x ≥ 0

fi(x, t) = 0 if and only if x = 0
∂
∂xfi(0, t) is independent of i

Then, if (Zi
t ; t ≥ 0)i=1,..,n denotes Walsh’s Brownian motion, then (fi(Zi

t , t),
t ≥ 0)i=1,..,n is a spider-martingale.

The example fi(x, t) = sinh(λx)e−
λ2t
2 (with the same λ, independent of i) is

of particular interest in the following

Application:

To prove formulae (6.7) and (6.8), we consider the previous spider martingale.
There exists a constant C, independent of i, such that

C = sinh(λzi)E
[
e−

λ2
2 T{z1,...,zn}1ZT{z1,...,zn}=zi

]

Moreover, using the martingale (cosh(λ|Zt|)e−
λ2t
2 ; t ≥ 0), we obtain from

Doob’s stopping theorem

1 =
n∑

i=1

cosh(λzi)E
[
e−

λ2
2 T{z1,...,zn}1ZT{z1,...,zn}=zi

]

Thus, 1 =
n∑

i=1

cosh(λzi)
C

sinh(λzi)

The result (6.7) follows.
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Séminaire de Probabilités, XXVI, volume 1526 of Lecture Notes in
Math., pages 248–306. Springer, Berlin, 1992. →Chapter 4. Quoted
in page(s) 58, 110
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Matemática Iberoamericana, Madrid, 1997. A collection of research
papers, →Chapter 3. Quoted in page(s) 69

[Yor97b] M. Yor. Some aspects of Brownian motion. Part II. Lectures in Math-
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Vol. 1726: V. Marić, Regular Variation and Differential
Equations (2000)
Vol. 1727: P. Kravanja M. Van Barel, Computing the Zeros
of Analytic Functions (2000)
Vol. 1728: K. Gatermann Computer Algebra Methods for
Equivariant Dynamical Systems (2000)
Vol. 1729: J. Azéma, M. Émery, M. Ledoux, M. Yor (Eds.)
Séminaire de Probabilités XXXIV (2000)
Vol. 1730: S. Graf, H. Luschgy, Foundations of Quantiza-
tion for Probability Distributions (2000)
Vol. 1731: T. Hsu, Quilts: Central Extensions, Braid Ac-
tions, and Finite Groups (2000)
Vol. 1732: K. Keller, Invariant Factors, Julia Equivalences
and the (Abstract) Mandelbrot Set (2000)
Vol. 1733: K. Ritter, Average-Case Analysis of Numerical
Problems (2000)
Vol. 1734: M. Espedal, A. Fasano, A. Mikelić, Filtration in
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