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Preface

The notes in this volume were produced in conjunction with the Thematic Program
in O-minimal Structures and Real Analytic Geometry, held from January to June
2009 at the Fields Institute. Among the activities of our thematic program were three
graduate courses, offered to participants and to graduate students from universities
in the Greater Toronto Area. Each of these courses was, in turn, split into three
modules, and most of these modules were taught by different instructors. Five
of the six contributions to this volume arose from the modules taught by the
authors: Felipe Cano on the resolution of singularities of vector fields; Chris Miller
on o-minimality and Hardy fields; Jean-Philippe Rolin on the construction of
o-minimal structures from quasianalytic classes; Fernando Sanzon non-oscillatory
trajectories; and Patrick Speissegger on pfaffian sets. The sixth contribution, by
Antongiuglio Fornasiero and Tamara Servi, is an adaptation of Wilkie’s construction
of o-minimal structures from total C1-functions to the nonstandard setting. Their
adaptation was carried out concurrently with our program, and the resulting notes
fit in naturally with the pfaffian portion of our lectures.

There are only a few dependencies between the contributions: Miller’s is used in
both Rolin’s and Speissegger’s, and Rolin’s is used in Sanz’s. In addition, familiarity
with the basics is assumed for o-minimality (van den Dries [4] and Miller and van
den Dries [5]) and semianalytic and subanalytic sets (Bierstone and Milman [2]).
Further recommended reading are Marker [3] on model theory (basic aspects of
which are used in Miller’s notes) and Balser [1] on Borel-Laplace summation (used
in Sanz’s notes).

We thank the Fields Institute for the generous funding provided for our program,
and we thank its very competent and helpful staff for making our stay there
productive and very enjoyable. Participation of several US-based graduate students
and junior postdoctoral researchers was partially funded by NSF Special Meetings
Grant DMS-0753096.

Columbus, OH, USA Chris Miller
Bourgogne, France Jean-Philippe Rolin
Hamilton, ON, Canada Patrick Speissegger
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Blowings-Up of Vector Fields

Felipe Cano

Abstract A new proof of the reduction of singularities for planar vector fields is
presented. The idea is to adapt Zariski’s local uniformisation method to the vector
field setting.

Mathematics Subject Classification (2010): Primary 32S65, Secondary 37F75

Introduction

These notes cover part of a course taught at the Fields Institute in January 2009, as
part of the Thematic Program on O-minimal Structures and Real Analytic Geometry.
I try to introduce the reader to a new proof of the reduction of singularities for vector
fields in dimension two.

What is the reason for giving this new proof? Indeed, the original proof of 1968
given by Seidenberg [36] is complete and does not need much tweaking to be useful
for most applications. Other proofs in dimension two were published, among them
Giraud [20, 21], van den Essen [39], Dumortier [19] and one by myself [7], where
I tried to recover Hironaka’s way of reducing singularities.

In these notes, the idea is to recover the local uniformization method due to
Zariski [42, 43], which dates back to 1940 (see also Vaquié [40] for a discussion of
Zariski’s method). The proof I present here can be generalized at least to dimension
three, as done in joint work in progress with Roche and Spivakovsky [13,14]. Also,
as I explain later, the result in dimension three gives a global result as an application
of Zariski’s method.

F. Cano (�)
Dpto. Álgebra, Geometrı́a y Topologı́a, Universidad de Valladolid, 47011, Valladolid, Spain
e-mail: fcano@agt.uva.es

C. Miller et al. (eds.), Lecture Notes on O-minimal Structures and Real Analytic
Geometry, Fields Institute Communications 62, DOI 10.1007/978-1-4614-4042-0 1,
© Springer Science+Business Media New York 2012
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2 F. Cano

For a more general elementary exposition of the theory of singular holomorphic
foliations the reader may look at Camacho and Lins-Neto [5], Cano and Cerveau
(Introduction aux feuilletages singuliers, Unpublished lecture notes available from
the authors) and Brunella [3].

Historical note. Let us give a brief historical overview of the proof of reduction of
singularities for vector fields in dimensions two and three. First of all, let us indicate
that there are no known results in dimension greater than or equal to four, except for
the specific case of absolutely isolated singularities (see Camacho et al. [6]).

The original proof of Seidenberg is based on the behavior of the multiplicity
i.C1; C2Ip/ of the intersection of two plane curves C1 and C2 at a point p under
blowing-up. More precisely, Noether’s formula states that

i.C1; C2Ip/ D mp.C1/mp.C2/C
X

p02E

i.C 0
1; C 0

2Ip0/;

where E is the exceptional divisor of the blowing-up with center fpg, C 0
1; C 0

2 are
the strict transforms of the curves C1; C2 and mp.C / denotes the multiplicity of the
curve C at the point p. Van den Essen’s, Dumortier’s and Giraud’s proofs follow this
same idea; Dumortier’s is specific to the real case and Giraud’s to the framework of
Algebraic Geometry in positive characteristic.

The use of the multiplicity of the intersection as a main invariant of control
is based on the fact that the singularities considered are isolated, and hence the
multiplicity of the intersection of the coefficients is finite. For vector fields this
invariant is called Milnor number and generalizes, in the Hamiltonian case, the usual
Milnor number of a function. If we can assure that the Milnor number remains finite
under any blowing-up, then the method generalizes to higher dimension without
obstruction. This is the case for absolutely isolated singularities in any dimension,
as shown in our work with Camacho and Sad.

If one wants to look at the general case in dimension three, it is necessary to
develop a method not based on control of the Milnor number. In [7], I gave a
proof based on the ideas of Hironaka. This method can be interpreted as follows
in dimension two: first, we need an invariant acting as the Hilbert-Samuel function;
this invariant is the logarithmic multiplicity of the vector field, together with a
description of a finite list of types. Second, we need maximal contact, which acts as
a kind of reduction of the dimension from two to one. Finally, we consider a more
specific invariant of control for the case of maximal contact, namely, the contact
exponent associated to a Hironaka’s characteristic polyhedron (in this case just a
line).

More precisely, the first result in ambient dimension three was given by myself in
[9,15], in the form of a positive answer to Hironaka’s game. This result is of a local
nature, where we allow formal centers of blowings-up. In some sense, it is a strong
local uniformization result, but it has the disadvantage that formal (non-convergent)
centers of blowings-up are used. The statement is as follows: we start with the germ
of a vector field at .C3; 0/, more precisely with the germ L of the foliation induced
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by the vector field. To this vector field, we associate a logarithmic multiplicity at
a point p, the smallest multiplicity of the coefficients of the vector field expressed
in a logarithmic way with respect to a normal crossings divisor (that is, we “force”
the components of the divisor to be invariant). For instance, if p is the origin, the
divisor is defined by

Qe
iD1 xi D 0 and the vector field is given by

� D
eX

iD1

ai .x/xi

@

@xi

C
nX

iDeC1

ai .x/
@

@xi

;

then the corresponding logarithmic (or adapted) multiplicity is the minimum
of the multiplicities of the coefficients ai .x/ at the origin, for i D 1; 2; : : : ; n.
We say that the point p is a log-elementary singularity of the vector field,
if the logarithmic multiplicity at p is less than or equal to 1. Now we play
Hironaka’s desingularization game between two players A and B (where “A” is
typically interpreted as “Abhyankar” in recognition of the latter’s contribution to
the understanding of singularities):

1. If p is log-elementary for the vector field, player A wins; otherwise, he chooses
a formal center of blowing-up.

2. Player B chooses a point p0 in the preimage of p under the blowing-up.
3. The game restarts with p0 in place of p.

A winning strategy for player A is a decision method that makes sure the game
stops in a finite number of steps, independently of the choices made by player B.
In [15], I presented a winning strategy for player A. In [9], I extended this strategy
to so-called elementary singularities, that is, singularities with non-nilpotent linear
part.

At this point, the problems in dimension three are the following:

(a) To obtain a result where the centers of blowings-up are analytic; that is, the
geometry of the ambient space is not destroyed by a blowing-up with a formal
center.

(b) To obtain a global result. Instead of blowings-up with centers adapted to the
point chosen by player B, try to obtain a global morphism such that all the
points on the exceptional divisor are log-elementary or, even better, elementary.

A version of Hironaka’s game can be played in the case of a non-oscillatory
trajectory of the germ at the origin of real vector field � in R3 (see Sanz [35]). Let �

be a non-oscillatory trajectory of � that approaches to the origin, that is

lim
t!1 �.t/ D 0:

We assume that � is non-oscillatory (that is, � crosses any analytic hypersurface at
most finitely many times) and that � is not contained in any analytic hypersurface.
Then � acts as player B in the following way: player A chooses a blowing-up with
center the origin or a nonsingular analytic curve through the origin. The lifting
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of � accumulates at only one point p0 of the exceptional divisor: otherwise, we
could produce an algebraic hypersurface that � crosses infinitely many times,
contradicting the non-oscillatory property of � .

In joint work with Moussu and Rolin [12], we solved Hironaka’s game in the case
where player B is given by a non-oscillatory trajectory of the germ at the origin of
a vector field in R3. Since we were working over the real field, we were interested
in applications that are stable under ramifications, so we allowed ourselves to do
ramifications; nevertheless, all our centers of blowings-up were analytic. In this way
we obtained a local, non-birational reduction of singularities method over the real
field that finishes in elementary (not just log-elementary) singularities.

The techniques used in [12] have a natural interpretation in terms of Zariski’s
method for the local uniformization. Indeed, a non-oscillatory trajectory � of �

induces an identification of the field of rational functions (even of meromorphic
functions) in three variables with a Hardy field, via the substitution morphism

F.X; Y; Z/

G.X; Y; Z/
7! F.�.t//

G.�.t//
:

This Hardy field has a natural valuation whose centers (in the sense of Zariski)
are given by the accumulation points of � under blowing-up. Thus, player B is in
this case a valuation that chooses, at each step, the center of the valuation in the
corresponding model of the field of rational functions. This is precisely Zariski’s
point of view for the local uniformization. The difference between his point of
view and Hironaka’s is that, in Zariski’s case, we know the nature of player B
(a valuation), and we can do arguments using this particular nature of player B.

The need for ramifications was evident in [12] for passing from a special
nilpotent situation to an elementary case. More precisely, an example produced by
F. Sanz and F. Sancho shows that the latter is not possible in general without using
formal, but nonconvergent, blowings-up. Their example is the following:

� D x

�
x

@

@x
� ˛y

@

@y
� ˇz

@

@x

�
C xz

@

@y
C .y � �x/

@

@z
:

This example is discussed in detail in the introduction of Panazzolo [30]. Let me just
mention that, for this �, using a blowing-up with center a formal �-invariant curve
transverse to fx D 0g, one obtains elementary singularities.

We are currently working, with Roche and Spivakovsky, on a local uniformiza-
tion result, in the sense of Zariski, for a general situation of algebraic geometry
in characteristic zero. We obtain, via a birational transformation along a given
valuation, log-elementary singularities in ambient dimension three. Moreover, these
log-elementary singularities satisfy a list of axioms given by Piltant [32] that allow
us to globalize the local uniformization in an ambient space of dimension three. This
result represents an axiomatic version of Zariski’s gluing of local uniformizations
in dimension three [42, 43]. As a consequence, we obtain a global and birational
way of reducing singularities in dimension three, such that the final singularities are
log-elementary.
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In these notes, we present the two-dimensional version of this joint work, in order
to introduce the reader to the key ideas of our method.

To finish this historical note, let us point out that log-elementary singularities
are far from being elementary; for instance, nilpotent singularities are always log-
elementary. In fact, Panazzolo’s thesis [29] deals with transforming nilpotent to
elementary in a global non-birational way, via real transformations of “quasi-
homogeneous” type. This important work showcases just how far log-elementary
signularities are from begin elementary.

The most complete result on reduction of singularities for vector fields in
dimension three is Panazzolo’s [30]. This is a global result, via non-birational
transformations, that obtains elementary singularities in the real case. His techniques
of control and globalization in [30] are close to Hironaka’s; but he also uses
weighted blowings-up, with weights associated to the Newton polyhedron of the
vector field. These latter ideas are, arguably, the reason for the relative simplicity of
his work.

More recently, as of May 2011, some new results on these matters have appeared:
first, the valuation-theoretic arguments in dimension three in [14] can be generalized
to any dimension in order to get maximal contact or resonance. Both these cases
represent a reduction, in a certain sense, of the ambient dimension of the problem.
Second, there is a preprint of McQuillan and Panazzolo in which they apply the
techniques of [29] to obtain a three-dimensional reduction of singularities for vector
fields in ambient dimension three, in the framework of stack theory.

Applications. A classical application of the reduction of singularities of vector
fields is the theorem of Camacho and Sad [4], which proves the existence of
an invariant holomorphic curve at a singularity of a holomorphic vector field in
dimension two. This result was conjectured by R. Thom, based on the intuition that
the invariant hypersurfaces should “organize” the dynamics. Their proof relies on
reduction of singularities and the behavior of an index, now known as the Camacho-
Sad index. A very short proof of this result may be found in [8].

In dimension two, the reduction of the singularities for vector fields has been a
central result, providing an algebraic skeleton in the study of holonomy, formal and
analytic classification, deformation, integrability, etc. Introductions to these topics
can be found in [16, 17, 26–28].

In dimension three, fewer applications are known, due of course to the difficulties
of the result itself. There is a counterexample to the existence of an invariant analytic
curve, found by Gómez-Mont and Luengo [22], based on the behavior under
blowing-up of elementary singularities. Besides the geometric study of oscillation
presented in [35], I would like to mention a remark of Brunella [2] that shows that
any real vector field in dimension three, with an isolated singularity at the origin,
has at least one trajectory arriving at or exiting from the origin.

The reader may look at the references [10,11,18,23,31,33,34,38,41] as a small
seletion of papers corresponding applications of reduction of singularities and some
of the technics introduced in these notes.
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1 Vector Fields and Blowings-Up

Germs of vector fields. The ambient space M is for us of one of the following
types. We can have an ambient space which is a real analytic variety, that is M

is described by a collection of real charts such that the compatibility conditions of
the charts are real analytic applications. We can also consider the case that M is
a complex analytic variety, with the same definition as before, except for the fact
that the compatibility conditions of the charts are complex analytic (holomorphic)
applications. We also consider the case that M � PN

C
is an irreducible complex

projective variety, where we can eventually have singular points. Most of the
properties we are going to consider have local nature and thus they can be explained
in terms of the local ring OM;p of the germs of functions at a point p of M , whose
maximal ideal MM;p is given by the germs of functions f 2 OM;p such that
f .p/ D 0.

Since we work either over the real numbers or over the complex numbers, we
denote k D R or k D C, depending on the cases we are considering.

By definition, the germs of vector field at p 2 M are the k-derivations of the
local ring OM;p . That is a germ of vector field is a map

� W OM;p ! OM;p

which is a homomorphism of k-vector spaces and satisfies to the Leibnitz rule

�.fg/ D f �g C g�f:

We denote DerkOM;p the set of germs of vector fields at p. It has a natural structure
of k-vector space and moreover, it is a OM;p-module, where we have .f �/g D
f .�g/.

The set of tangent vectors TpM at p is the set of “centered derivations”. That is,
a tangent vector at p is a map

v W OM;p ! k

which is a homomorphism of k-vector spaces and satisfies to the “centered”
Leibnitz rule

v.fg/ D f .p/.vg/C g.p/.vf /:

Obviously, any germ � of vector field at p induces a tangent vector

�jp 2 TpM;

just by putting �jpf D .�f /.p/. The tangent space TpM has a natural structure of
k-vector space.

Assume that p is a nonsingular point of M . This is always the case when M is
a real or complex analytic variety. Then the maximal ideal MM;p of OM;p has a
set of generators x1; x2; : : : ; xn, where n is the dimension of M . Depending on the
context, this set of generators is called regular system of parameters or system of
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centered local coordinates. There are particular germs of vector field that we denote
@=@xi , for i D 1; 2; : : : ; n defined by the properties

@

@xi

.xj / D
�

1 if i D j

0 if i ¤ j

In fact, we obtain in this way a basis of the free OM;p-module DerkOM;p . So, any
germ of vector field � has a unique expression as

� D a1

@

@x1

C a2

@

@x2

C � � � C an

@

@xn

;

where a1; a2; : : : ; an 2 OM;p . Also, a k-basis of the tangent space TpM is given by
@=@xi jp , for i D 1; 2; : : : ; n. In particular the map � 7! �jp is surjective.

Let us consider representatives Xi of the germs xi for i D 1; 2; : : : ; n. There is
an open neighborhood U of p satisfying the following property:

For any point q 2 U there is a unique q D .q1; q2; : : : ; qn/ 2 kn such that the functions
X1 � q1; X2 � q2; : : : ; Xn � qn define a regular system of parameters of OM;q .

In view of this property, we can consider vector fields defined in such neighborhoods
U as expressions

V D
nX

iD1

Ai

@

@Xi

where the A1; A2; : : : ; An are functions defined in U . Obviously such a vector field
V induces a germ of vector field Vq at each q 2 U in an evident way, as well as
tangent vectors V.q/ 2 TqM .

Definition 1.1. A germ of vector field � 2 DerkOM;p is non-singular if p is a non-
singular point of M and �.MM;p/ is not contained in MM;p .

In terms of coordinates, this is equivalent to say that �.xi /.p/ ¤ 0 for some of the
parameters xi . The next classical result justifies the interest of having a non-singular
germ of vector field

Theorem 1.2 (Rectification). Let � 2 DerkOM;p be a non-singular germ of vector
field and let us assume that the ambient space M is a real or complex analytic
variety. There is a choice of local coordinates x1; x2; : : : ; xn such that � D @=@x1.

Blowings-up of ambient space. Let p 2 M be a nonsingular point of the ambient
space M . The blowing-up of M with center p is a morphism � WM 0 !M that we
describe in this section.

Blowing-up of the projective space. Let us consider first the case where M D Pn
k

is the n-dimensional projective space. Take a projective hyperplane �1 � Pn
k such

that p … �1. Now, we can choose homogeneous coordinates ŒX0; X1; : : : ; Xn� in
Pn

k such that p D Œ1; 0; 0 : : : ; 0� and �1 D fX0 D 0g. Note that the points in �1
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are of the form Œ0; X1; X2; : : : ; Xn� and hence ŒX1; X2; : : : ; Xn� can be considered
as being homogeneous coordinates for �1. Let us denote by

� W Pn
k n fpg ! �1

the linear projection defined by �.q/ D .pCq/\�1, where pCq is the projective
line through p and q. In terms of homogeneous coordinates, we have

�.ŒX0; X1; X2; : : : ; Xn�/ D ŒX1; X2; : : : ; Xn�:

Let G.�/ be the graph of � and consider the topological closure

G.�/ � P
n
k ��1:

The first projection � W G.�/ ! Pn
k is by definition the blowing-up of Pn

k with
center p. Let us note that the equations of G.�/ in homogeneous coordinates
ŒX0; X1; : : : ; Xn� for Pn

k and ŒY1; Y2; : : : ; Yn� for �1 are

Xi Yj D Xj Yi I for i; j D 1; 2; : : : ; n:

We see that G.�/ n ��1.p/ D G.�/ and hence � defines an isomorphism

� W G.�/ n ��1.p/! P
n
k n fpg:

Moreover, there is an identification between ��1.p/ and �1. We say that ��1.p/

is the exceptional divisor of � and hence each of its points corresponds to a line
through p.

The transformed space G.�/ is a nonsingular variety. To see a chart decomposi-
tion of it, we write

G.�/ D G.�/ [ ��1.Pn
k n�1/ D ��1.Pn

k n fpg/[ ��1.Pn
k n�1/:

Now, we already know that ��1.Pn
k n fpg/ is identified with the open set Pn

k n fpg
of the projective space Pn

k . To describe ��1.Pn
k n�1/, let us first recall that there is

an identification

P
n
k n�1 $ A

n
k D kn;

given in coordinates by Œ1; x1; x2; : : : ; xn� $ .x1; x2; : : : ; xn/. Now, we cover
��1.An

k/ by charts ��1.An
k/ D Sn

j D1 Uj with

Uj D ��1.An
k/[ fYj ¤ 0g:

Each Uj has a coordinate mapping

�j W Uj ! A
n
k I .x; ŒY�/ 7! .x

.j /
1 ; x

.j /
2 ; : : : ; x.j /

n /;
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where x
.j /
j D xj and x

.j /
i D Yi =Yj for i ¤ j . In particular, the blowing-up � in

the charts Uj has the equations

.x
.j /
1 ; x

.j /
2 ; : : : ; x.j /

n / 7! .x1; x2; : : : ; xn/ 2 A
n
k;

where xj D x
.j /
j and xi D x

.j /
i x

.j /
j , for i ¤ j . Let us remark that the morphism �

may be recovered starting with these equations.

Blowing-up of any variety. Let M be a variety, covered by charts U � M , that we
identify as open sets U � An

k . Take a point p 2M and consider a chart U such that
p 2 U . We can shrink the other charts to assume that p … U 0 for another chart U 0
different from U . Now, we can do the blowing-up of U with center p

�U W QU D ��1.U /! U � A
n
k:

We glue the charts U 0 with QU by recalling the identification between QU n ��1.p/

and U n fpg. In this way we obtain the blow-up morphism

� W QM !M:

Blowing up along a subvariety. Let M be a variety and consider a closed subvariety
Y �M . We can identify locally the pair .M; Y / with the pair U �V; f0g�V , where
U and V are open subsets 0 2 U � A

n�m
k and V � A

m
k . The blowing-up

� W QM !M;

of M with center � is obtained by gluing together the local blowings-up

QU � V ! U � V;

where QU ! U is the blowing-up with center 0. Note that the exceptional divisor
��1.Y / � QM is a hyper-surface covered by open sets of the form ��1.p/ � V .

The universal property of the blowing-up. The above constructions seem to be
highly non intrinsic. In particular one immediately sees a problem to justify the
gluing procedures in the blowing-up along a subvariety. All this difficulties are
solved by invoking the universal property of the blowing-up. In algebraic terms
it can be stated as follows

Let � W QM ! M be the blowing-up of M along a subvariety. Consider another proper
morphism h W M 0 ! M having the property that h�1.M n Y / is isomorphic to M n Y and
h�1.Y / is a hyper-surface (in the sense that the sheaf JY OM 0 is an inversible sheaf). Then
there is a unique morphism f W M 0 ! QM such that � ı f D h.

We will not insist in this property and the use of the blowing-up we will do is mainly
through the equations and coordinates.
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Transform of a vector field by blowings-up. Let � be a germ of vector field at
p 2M . That is � 2 DerkOM;p . Consider a blowing-up

� W QM !M;

along a subvariety Y �M and fix a point p0 2 ��1.p/. We want to see if � defines
in a natural way a germ of vector field at p0.

Remark 1.3. Let ! be a germ of differential 1-form. The standard pull-back of 1-
forms by a morphism allows us to define ��! in a very natural way as a germ
of differential 1-form at p0. The case of a germ of vector field is slightly more
complicated.

The ring of germs of functions O0
M;p0 is an extension of OM;p through the

blow-up morphism. More precisely, we can choose local coordinates x1; x2; : : : ; xn

around p 2 M such that

1. The center Y of the blowing-up is locally given at p by

Y D fx1 D x2 D � � � D xm D 0g;

where m is the codimension of Y in M .
2. There are local coordinates x0

1; x0
2; : : : ; x0

n at p0 2 M 0 such that

x0
j D xj =xm; j D 1; 2; : : : ; m � 1:

x0
j D xj ; j D m; mC 1; : : : ; n:

(The equalities have to be interpreted locally at p0 by identifying xj with xj ı�).

Without doing the complete details, a necessary a sufficient condition to extend
� to a derivation

� W OM 0 ;p0 ! OM 0;p0 ;

is that �.x0
j / 2 OM 0;p0 for all j D 1; 2; : : : ; n. Of course, it is enough to verify that

�.x0
j / 2 OM 0 ;p0 for 1 � j � m � 1. Let us write

� D
nX

iD1

ai .x1; x2; : : : ; xn/
@

@xi

:

We have

�.x0
j / D �.xj =xm/ D xmaj � xj am

x2
m

D 1

xm

�
aj � x0

j am

�
:

That is, the condition we look for is: x02
m divides xmaj � xj am in the ring OM 0 ;p0 ,

for all 1 � j � m � 1.
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Proposition 1.4. The following conditions are equivalent

1. � extends to a derivation � W OM 0;p0 ! Om0;p0 .
2. x02

m divides xmaj � xj am in the ring OM 0 ;p0 , for all 1 � j � m� 1.
3. �.xi / belongs to the ideal I of OM;p generated by x1; x2; : : : ; xm (this is the ideal

defining Y �M ), for any i D 1; 2; : : : ; m.

Proof. Obviously 3 implies 2. Conversely, the condition that x02
m divides xmaj �

xj am in the ring OM 0 ;p0 is equivalent to say that xmaj �xj am is in I 2OM;p . Assume
that aj0 … I for some 1 � j0 � m � 1. Then

f D @.xmaj0 � xj0am/

@xm

D aj0 C xm

@aj0

@xm

C xj0

@am

@xm

is not in I , contradiction, since xmaj�xj am is in I 2OM;p . If am … I , we do the same
argument by taking the partial derivative with respect to xj , for any 1 � j � m�1.

�

The third condition in the proposition means that Y is invariant for �. To be precise,
we have the following definition:

Definition 1.5. Let I � OM;p be a prime ideal, defining a germ of subspace
.Y; p/ � .M; p/. We say that .Y; p/ is invariant for � if and only if �.I / � I .

Remark 1.6. The point fpg is invariant for � if and only if � is singular at p (we
also say that � has an equilibrium point at p). Consider the curve

Y D fx1 D x2 D � � � D xn�1 D 0g;
to say that Y is invariant means that the vector field is “vertical” along the curve,
that is ai .0; 0; : : : ; 0; xn/ D 0 for i D 1; 2; : : : ; n � 1; in other words, the vector
field is tangent to the curve at the points of Y and hence the trajectories of the
integral curves of � starting at points in Y are contained in Y (this explains the word
“invariant”).

Foliations by lines. A foliation by lines L over M corresponds to the fact
of considering locally a vector field “without velocity”. The leaves will be the
trajectories of the vector field, that is the images of the integral curves, where we do
not consider the parametrization by the time.

To be precise, an atlas for a foliation L is a collection .Ui ; �i / of foliated charts
such that the �i are vector fields defined over the open sets Ui and

�jUi \Uj D hij �j jUi \Uj ;

where the hij are invertible functions defined over Ui \Uj . As usual, we define the
foliation by identifying it with a maximal atlas. The foliation is reduced if for any
(nonsingular) point p 2M we can write

�i D
nX

iD1

ai .x/
@

@xi
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where the coefficients ai .x/ 2 OM;p are without common factor. It is possible to
pass from a foliation to a reduced one in a unique way just by taking the greatest
common divisor of the coefficients. The singular locus SingL of L is locally given
by the singular locus of the vector fields �i and it is of codimension greater or equal
than two in the case of a reduced foliation.

We can also define meromorphic foliations as given by atlases of the form
f.Ui ; g�1

i �i /g where gi 2 OM .Ui/ and the compatibility of the charts is defined as

gj jUi \Uj �jUi \Uj D hij gi jUi \Uj �j jUi \Uj :

As before a meromorphic foliation gives in a unique way a reduced foliation.

Algebraic foliations. In the algebraic case we can define a meromorphic foliation
in a particular way which is very convenient for the work in a bi-rational context.
Let K be the field of rational functions of M , that we suppose to be an algebraic
variety over a field k of characteristic zero (recall that we typically have k D R or
k D C). The K-vector field of derivations DerkK has K-dimension n D dim M .
A rational foliation by lines is just a one dimensional K-vector subspace

L � DerkK:

If induces a reduced foliation as follows. Let p 2 M be a nonsingular point. The
regular local ring OM;p has a regular system of parameters x1; x2; : : : ; xn (minimal
set of generators of the maximal ideal) and

DerkOM;p D
nX

iD1

OM;p

@

@xi

:

Moreover, each germ of vector field � 2 DerkOM;p extends in a unique way to a
derivation � W K ! K . Now L \ DerkOM;p is a free OM;p-module of rank one
generated by a germ of vector field without common factors in its coefficients. In
this way we obtain a reduced foliation on M .

Blowing up foliations. We have seen that a vector field can only be blown up if the
center of the blowing-up is invariant. Otherwise, we obtain a meromorphic vector
field. This is not an obstruction for the blowing-up of a foliation. Hence any foliation
can be transformed under a blowing-up with any center.

Dicritical vector fields. Let � be a germ of vector field in p 2 M and suppose that

� D
nX

iD1

ai .x1; x2; : : : ; xn/
@

@xi

in local coordinates x1; x2; : : : ; xn. Let us consider the blowing-up � WM1 !M of
M with center p. Assume that p is an equilibrium point of � and hence we have a
transform Q� of � by � . Let us denote by E D ��1.p/ the exceptional divisor of the
blowing-up � .
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At each point p1 2 E we have that Q� D h� 0
1, where h 2 OM1;p1 and � 0

1 has no
common factors in its coefficients. We have the following properties

1. The exceptional divisor E is invariant for Q� . This is a consequence of the fact that
p is an equilibrium point of �.

2. If � has no common factor in its coefficients, then h D 0 is contained in E . More
precisely, we have that either h is a unit (that is h D 0 is empty) or fh D 0g D E .

Let us look in a more precise way this situation. Consider the example of the radial
vector field

R D
nX

iD1

xi

@

@xi

:

Take a point p1 with local coordinates x0 such that x0
1 D x1 and x0

i D xi =x1 for
i � 2. In this case E D fx0

1 D 0g and

QR D x0
1

@

@x0
1

I R0
1 D

@

@x0
1

:

Let us note that E is not invariant for R0
1.

Definition 1.7. In the above situation we say that � is dicritical at p or that � is a
dicritical blowing-up for � if and only if E is not invariant for � 0

1.

This definition works for the case of a foliation, just by considering the reduced
foliation after blowing up.

Let us give a characterization of the dicritical vector fields at p. Let r be the order
of � at p, that is the minimum of the orders of the zero p of each coefficient ai . We
can decompose each coefficient ai .x/ as a sum of homogeneous polynomials

ai .x/ D Ai;r.x1; x2; : : : ; xn/C Ai;rC1.x1; x2; : : : ; xn/C � � � :

Now, the germ of vector field � is dicritical at p 2 M if and only if the vectors
.A1;r ; A2;r ; : : : ; An;r / and .x1; x2; : : : ; xn/ are proportional, that is

xi Ar;j D xj Ar;i I for all i; j:

Let us remark that being dicritical is a very particular situation. A still unsolved
problem is to show that under any infinite sequence of blowings-up centered at
points the resulting foliation is dicritical only finitely many times. This is true in
dimension two and three, but it is not known for higher dimensions.

Invariant curves. Let � D Pn
iD1 ai .x/@=@xi be a germ of vector field at p 2 M .

A germ of analytic parameterized curve at p is just a morphism � W t 7! �.t/, where
�.0/ D 0. The curve � is called an integral curve of � if and only if

� 0.t/ D �.�.t//
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for all t , where � 0.t/ means the tangent vector of � at t . We know that there is always
a unique integral curve (in the analytic context) of � at p. In the case that p 2M is
an equilibrium point, the integral curve at p is just the constant curve t 7! p.

We can also consider the definition of invariant subvariety given in a previous
section. Take a germ of curve .Y; p/ � .M; p/ at p, defined by the ideal I � OM;p .
Recall that .Y; p/ is invariant for � if and only if �.I / � I . It is possible to show that
this is equivalent to say that .Y; p/ is union of leaves, that is of images of integral
curves.

In a more algebraic frame, assume that we have a Puiseux parametrization

xi D �i.t/I i D 1; 2; : : : ; n

of the curve .Y; p/. The necessary and sufficient condition to assure that .Y; p/ is
invariant for � is that

ai .�.t//�0
j .t/ D aj .�.t//�0

i .t/I for all i; j:

This condition means that �.q/ is in the tangent space of Y at each point q of Y

near p.

Formal invariant curves. A formal curve . OY ; p/ at p 2 M is by definition the
kernel OI � bOM;p of a morphism of complete local rings

O� W bOM;p D kŒŒx1; x2; : : : ; xn��! kŒŒt ��:

Here we can interpret O� as a Puiseux parametrization of . OY ; p/. The derivation �

extends to a derivation � W bOM;p ! bOM;p. As for the convergent case we have

Proposition 1.8. In the above situation the following properties are equivalent

1. �. OI / � OI .
2. ai . O�.t// O�0

j .t/ D aj . O�.t// O�0
i .t/I for all i; j .

If we have the equivalent properties of the above proposition, we say that . OY ; p/ is
a formal invariant curve for �.

We shall see that there are formal invariant curves that are not convergent ones.
This is one of the difficulties when doing reduction of singularities of vector fields,
since the invariant objects are not necessarily convergent ones.

Definition 1.9. The formal curve . OY ; p/ is non-singular if and only if there is a
Puiseux parametrization O�.t/ such that one of the O�i .t/ has order 1.

This definition is equivalent to say that in formal coordinates, we have that OY D
f Ox2 D Ox3 D � � � D Oxn D 0g. Moreover, if the curve is convergent, the rectification
(in the analytic frame) may be done with convergent coordinates.
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Behavior under blowing-up. Let . OY ; p/ be a formal curve at p 2 M . Of course, a
particular case is the case when . OY ; p/ is convergent. Consider the blowing-up

� WM1 !M

with center p. Up to do a linear change in the coordinates x1; x2; : : : ; xn, we can
assume that OY has a parametrization O�.t/ where O�1.t/ has order d and O�i.t/ has
order > d for all i D 2; 3; : : : ; n. Now, consider the point p1 in the exceptional
divisor E of � corresponding to the line

x2 D x3 D � � � D xn D 0:

At this point we have local coordinates x0
1 D x1; x0

i D xi =x1, for i D 2; 3; : : : ; n.
Now we have a Puiseux parametrization

x0
1 D O�1.t/; x0

i D
O�i .t/

O�1.t/
I i D 2; 3; : : : ; n;

that defines a formal curve OY1 at p1. We say that . OY1; p1/ is the strict transform of
. OY ; p/ by � and that p1 is the first tangent or first infinitesimal near point of . OY ; p/.

Proposition 1.10. Let � be a germ of vector field having an equilibrium point at
p 2 M and let . OY ; p/ be a formal curve. Denote by . OY1; p1/ the strict transform of
.Y; p/ by the blowing-up � of M with center p. We have

1. . OY1; p1/ is convergent if and only if . OY ; p/ is convergent.
2. . OY1; p1/ is invariant for � if and only if . OY ; p/ is invariant.

Infinitely near points. Let . OY ; p/ be a formal curve in M . We can blow up
successively M DM0 to get an infinite sequence

�iC1 WMiC1 !Mi

of blowings-up with centers pi 2 Mi , where . OYiC1; piC1/ is the strict transform
of . OYi ; pi / and of course we put . OY0; p0/ D . OY ; p/. The points pi are called the
iterated tangents of . OY ; p/ or in another context the infinitely near points (although
in [1] they consider only those points where the multiplicity does not drop).

Proposition 1.11 (Reduction of singularities of curves). Given a formal curve
. OY ; p/ in M , there is an index N � 0 such that . OYi ; pi / is non singular for all
i � N .

Proof. Take coordinates x1; x2; : : : ; xn and a Puiseux expansion �.t/ such that
�i .t/ D tmi Ui .t/, with Ui .0/ ¤ 0 and

m D m1 < m2 � m3; : : : ; mn
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and moreover m does not divide m2. Blowing up, we obtain m0
1 D m1, m0

i D
mi �m1, for i � 2 and the situation repeats if m1 < m0

2. Note that m1 ¤ m0
2. After

finitely many steps we get m0
2 < m1 and we are done by induction on m. �

Take a (reduced) foliation by lines L in M locally generated at p by a vector field
�. Let us denote by Li the successive transformed foliations each one in Mi and let
�i be a local generator of Li at pi .

Proposition 1.12. The following properties are equivalent:

1. . OY ; p/ is invariant for L.
2. There is an index N 0 � 0 such that pi 2 SingLi , for each i � N 0.

Proof. By reduction of singularities of the curve, we may assume that OY ; p is given
by x2 D x3 D � � � D xn D 0. Let us consider a logarithmic viewpoint relatively to
x1 D 0. To do this, we put 	i D �i if x1 D 0 is invariant for �i and 	i D x1�i if
x1 D 0 is not invariant for �i . We can write

	i D bi1.xi /xi1

@

@xi1

C
nX

j D2

bij .xi /
@

@xij

where the coefficients bi1; bi2; : : : ; bin have no common factor and the coordinates
satisfy

xi1 D x1I xij D xj =xi
1; j � 2:

Let ˛i be the minimum of the orders of bi1; bi2; : : : ; bin and put 
i D ˛i if ˛i is also
the minimum of the orders of bi2; bi3; : : : ; bin and 
i D ˛i C 1 otherwise. We have

biC1;1 D bi1

x

i �1
1

I biC1;j D bij

x

i

1

� xiC1;j biC1;1; j � 2:

Let ıij be the order of bij .x1; 0; : : : ; 0/ D and ıi the minimum of the ıij , for j � 2.
To say that .Yi ; pi / is invariant is equivalent to say that ıi D 1 and this implies that
pi is a singular point of �i . Let us note that

ıiC1 D ıi � 
i :

The only way to have a finite ıi is that 
i D 0 for i � N 0. But if 
i D 0 the point pi

is a nonsingular point of 	i and “a fortiori” of �i . �

Elementary singularities. Let � be a germ of vector field at p 2 M and assume
that p is an equilibrium point of �. That is �.M/ �M, where M is the maximal
ideal of the local ring OM;p of M at p.

Let us recall that the quotientM=M2 is a k-vector space (here k is the base field)
of dimension n. More precisely, if x1; x2; : : : ; xn is a local system of coordinates at
p, we have that

xj D xj CM2I j D 1; 2; : : : ; n;
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gives a k-basis of M=M2. Now, the vector field � induces a k-linear map

L� WM=M2 !M=M2

given by f CM2 7! �.f /CM2. This map is called the linear part of �.

Definition 1.13. We say that p is an elementary singularity of � if and only the
linear part L� is non-nilpotent.

The study of elementary singularities is not particularly easy. Anyway, they are
stable under blowing-up and, for this reason, a good objective to the reduction
of singularities is to reach elementary singularities after performing well chosen
blowings-up. This objective has been obtained in dimension two by Seidenberg in
1968. In higher dimensions, the situation is much more complicated. In this notes
we will give some ideas in dimension three.

Lemma 1.14. Assume that � has a singularity at p 2 M and let � W M1 ! M be
the blowing-up with center p. Let p1 2 ��1.p/ be a singular point for the transform
� 0 of � by the blowing-up. Then p1 corresponds to an eigenvector of the transposed
linear part .L�/t W .M=M2/� ! .M=M2/�.

Proof. Up to do a linear change of coordinates, we can assume that p1 has local
coordinates given by x0

1 D x1 and x0
j D xj =x1 for j � 2. This means that p1

corresponds to the projective point corresponding to

v1 WM=M2 ! kI x1 7! 1; xj 7! 0; j � 2:

If v1 is not an eigenvector of .L�/t , there is a coordinate xj0 , j0 � 2, such that
v1 ı L�.xj0/ ¤ 0. This is equivalent to say that

�.xj0 / D ˛x1 C l.x2; x3; : : : ; xn/C h.x/;

where h 2M2 and ˛ ¤ 0. Note that

�.x0
j0

/ D �.xj0=x1/ D 1

x1

n
�.xj0/� x0

j0
�.x1/

o

and then �.x0
j0

/ D ˛ modulo M0. �

Proposition 1.15 (Stability under blowing-up). Assume that � has an elementary
singularity at p 2 M and let � W M1 ! M be the blowing-up with center p. Let
p1 2 ��1.p/ be a singular point for the transform � 0 of � by the blowing-up. Then
p1 is an elementary singularity for � 0.

Proof. Up to do a linear change of coordinates, we can assume that p1 has local
coordinates given by x0

1 D x1 and x0
j D xj =x1 for j � 2. In view of the proof of

the above lemma, we have that

�.xj / D lj .x2; x3; : : : ; xn/C h.x/;
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where h 2 M2. Let
Pn

j D1 �j xj be a non-null eigenvector with a non-null
eigenvalue ˛ for L�. This means that

L�

0

@
nX

j D1

�j xj

1

A D ˛

nX

j D1

�j xj

for ˛ ¤ 0. Assume first that �1 ¤ 0. We have L�.x1/ D ˛�1x1 CPj �2 �j xj ,
since L�.xj / does not depend on x1. Then

�.x0
1/ D �.x1/ D x0

1.˛�1 C h0.x0//I h0 2M0:

This implies that x0
1 is a non-null eigenvector with a non-null eigenvalue ˛�1

for L� 0. Assume now that �1 D 0. Up to do a linear change in the coordinates
x2; x3; : : : ; xn, we can assume that L�.xn/ D ˛xn and moreover, �.x0

1/=x0
1 2M0.

We have

�.x0
n/ D �.xn=x1/ D 1

x1

˚
�.xn/� x0

n�.x1/
�

and then �.x0
n/ D ˛x0

n modulo M02. �

Simple singularities in dimension two. In the case n D 2 we can obtain a
supplementary condition under blowings-up.

Definition 1.16. Let p 2 M be an elementary singularity of � and assume that the
ambient space M has dimension two. We say that p is a simple singularity for � if
and only if �=� … Q>0, where �; � are the eigenvalues of L�, with � ¤ 0.

Proposition 1.17 (Stability of simple singularities). Let p be a simple singularity
for a vector field � in an ambient space M of dimension two. Consider the blowing-
up � WM1 !M centered at p. Then:

1. The blowing-up � is non-dicritical.
2. There are exactly two singular points p0

1 and p00
1 for � in the exceptional divisor

E D ��1.p/. Moreover p0
1 and p00

1 are simple singularities for �.

Proof. Up to a linear change of coordinates, we can make diagonal the linear part
L� of � and hence

� D .�x C Qa.x; y//
@

@x
C .�y C Qb.x; y//

@

@y
I Qa; Qb 2M2:

Let us do a blowing-up in the first chart by putting x0 D x; y0 D y=x. Then

� D .�C x0a0/x0 @

@x0 C ..� � �/y0 C x0.b0 � y0a0//
@

@x
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where a0 D a=x02; b0 D b=x02. Note that E is invariant and the origin p0
1 is a

simple singularity, since the linear part is triangular with eigenvalues �; � � � and
hence �=.� � �/ … Q>0. No other point of E in the first chart is a singular point.
Working by symmetry, we find that the origin p00

1 of the second chart is also a simple
singularity with eigenvalues � � �; �. �

We have a more general statement as follows:

Proposition 1.18. Let p be an elementary singularity for a vector field � in an
ambient space M of dimension two. Consider the blowing-up � W M1 ! M

centered at p. Denote by �; �, with � ¤ 0 the eigenvalues of the linear L� of
�. If � ¤ � we have:

1. The blowing-up � is non-dicritical.
2. There are exactly two singular points p0

1 and p00
1 for � in the exceptional divisor

E D ��1.p/. Moreover � has eigenvalues �; ��� at p0
1 and ���; � at p00

1 . In
particular one of them p0

1 or p00
1 is a simple singularity.

If � D �, we have

1. If the linear part L� is diagonal, then � is a dicritical blowing-up and the
transformed foliation L0 has no singular points at the exceptional divisor.

2. If the linear part L� is not diagonal (Jordan block), then � is non dicritical
and there is exactly one singular point p0

1 for � in E . Moreover p0
1 is a simple

singularity with eigenvalues �; 0.

Proof. The first part is exactly as in the previous proposition. For the second part,
we con choose coordinates such that

� D .�x C �y C Qa.x; y//
@

@x
C .�y C Qb.x; y//

@

@y
I Qa; Qb 2M2:

Let us do a blowing-up in the first chart by putting x0 D x; y0 D y=x. We have

� D .�C x0a0/x0 @

@x0 C .��y02 C x0.b0 � y0a0//
@

@x
:

If � D 0, then � D x0� 0, where � 0 is non-singular in this chart and transversal to E .
If � ¤ 0, we have a simple singularity at the origin p0

1 of this chart with eigenvalues
�; 0. Let us put x00 D x=y and y00 D y and let us look at the origin of the second
chart. We have

� D .�� C y0.a00 � x0b00//
@

@x
C .�C y0b00/y0 @

@y0 :

If � D 0 we have � D y00� 00, where � 00 is non singular at the origin and if � ¤ 0 the
origin is nonsingular for �. �
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This proposition has the following corollary that allows to reduce the elementary
singularities to simple singularities in dimension two.

Corollary 1.19. Let p be an elementary singularity for a vector field � in an
ambient space M of dimension two. There is a finite sequence of blowings-up

M D M0

�1 M1

�2 � � � �N MN

centered at points pi 2 ��1.pi�1/, where p0 D p such that all the singularities of
� in .�1 ı �2 � � � ı �N /�1.p/ are simple singularities.

Proof. If we have not finished, define piC1 to be the only non simple point over pi

under blowing-up. Let pi=qi be the quotient of the eigenvalues at pi . Assume that
qi > pi . The new quotient of eigenvalues is .qi �pi /=pi . Thus the invariant piCqi

decreases strictly. In this way we obtain that the two eigenvalues are equal and we
end by doing an additional blowing-up. �

Formal invariant curves at simple singularities. In this section the ambient space
M has dimension two. Consider a simple singularity p 2 M of a vector field �.
The blowing-up properties described in Proposition 1.17 of the previous section are
enough to detect what are the formal invariant curves of � at p. Let us do it.

We can start by choosing local coordinates .x; y/ at p such that the linear part
L� has a diagonal form in the basis fx; yg of M=M2. let us do the blowing-up

�1 WM1 !M

of M with center p and consider p0
1; p00

1 , the origin of the first and second chart
respectively of the blowing-up, expressed in the coordinates x; y. Assume that
.Y; p/ is a formal invariant curve of � and let .Y1; p1/ be its strict transform. We
have

The tangent p1 of Y is either p0

1 or p00

1 .

To see this, note that the exceptional divisor E1
1 is invariant and hence p1 must be

a singular point of �, since there are at least two invariant curves through p1: the
exceptional divisor and Y1. Thus p1 D p0

1 or p1 D p00
1 .

Assume that p0
1 is the tangent of .Y; p/. We are going to prove that .Y; p/ is

unique with this property. Thus we deduce

“There are at most two formal invariant curves of � at p.”

Now, at the point p0
1 we have two distinct invariant curves: the exceptional divisor

E1
1 and Y1. Let us do the blowing-up with center p0

1

�2 WM2 !M1:

By Proposition 1.17, the new exceptional divisor E2
2 is invariant, as well as the

strict transform E1
2 of E1

1 and the strict transform Y2 of Y1. Let p00
2 be the point

corresponding to the tangent of E1
1 , that is

fp00
2 g D E2

2 \E1
2 :
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It is a simple singularity for �. We also have another simple singularity p0
2 2 E2

2 .
We have two possibilities for the tangent p2 of Y1: either p2 D p00

2 or p2 D p0
2.

Let us note that the point p00
2 is a corner, in the sense that it is in the intersection

of two components of E2 D .�1 ı �2/�1.p/ D E2
2 [ E1

2 . The point p0
2 is called a

trace point to indicate that there is only one component of E2 through p0
2.

Lemma 1.20. We have p0
2 2 Y2, that is p2 D p0

2.

Proof. Let us show that it is not possible that p2 is the corner p00
2 . Blowing up the

point p00
2 to obtain

Q�3 W QM3 !M2:

The new two (simple) singularities Qp0
3 and Qp00

3 that we obtain are corners. The
situation repeats. If p00

2 2 Y2, we will get that all the infinitely near points of .Y1; p1/

are corners. This is not possible. In fact, after doing finitely many blowings-up,
we obtain a nonsingular curve .Z; q/ passing trough a corner E [ F of a normal
crossings divisor. If .Z; q/ is transversal to E and F , we are done, in the next
blowing-up we have a trace point. If .Z; q/ is tangent to E with an order of tangency
ı < 1, in the next blowing-up it has tangency order ı � 1 and after finitely many
transformations we obtain the transversal case. �

As a consequence of the lemma, we have a complete description o the infinitely
near points fpi g1iD0 of .Y; p/. They are obtained as follows. Write p0 D p, p1 D p0

1.
The point pi 2Mi is a trace point of the total exceptional divisor of Mi , given by

Ei D Ei
i [ Ei�1

i [ � � � [ E1
i

and if we do the blowing-up

�iC1 WMiC1 !Mi

with center the point pi , then piC1 is the only singularity of � in ��1
iC1.pi / D EiC1

iC1

that is a trace point in EiC1.
We have deduced that the formal invariant curve .Y; p/ is necessarily given by

the sequence of infinitely near points fpig described above. This proves that .Y; p/

is unique with the tangent p0
1. Just by the geometrical properties of this sequence of

infinitely near points, we can deduce that .Y; p/ is non singular. More precisely, we
can find local coordinates .xiC1; yiC1/ at piC1 given by xiC1 D x and

yiC1 D yi =x � ci I for ci 2 k:

This implies that .Y; p/ is necessarily the formal curve y DP1
iD1 ci x

i . Indeed, this
curve is invariant by Proposition 1.12.

Briot and Bouquet theorem. A natural question arises in the study of simple
singularities in dimension two: may we find at least a convergent invariant curve
among the two formal invariant curves of a simple singularity?
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Let � be a germ of vector field at p 2 M , where the ambient space M has
dimension two and p is a simple singularity for �. Let Y1, Y2 be the two formal
invariant curves of �. Choose local coordinates .x; y/ at p such that

Y1 D fy � x�1.x/gI Y2 D fx � y�2.y/gI �1.0/ D 0 D �2.0/: (1.1)

This is enough tho assure that the linear part L� of � is diagonal. That is � is of
the form

� D .�x C A.x; y//
@

@x
C .�y C B.x; y//

@

@y
;

where A and B have order at least two at the origin. Moreover, since p is a simple
singularity, we have that � ¤ 0 or � ¤ 0 and the quotient �=� … Q>0.

Definition 1.21. In the above situation, we say that Y1 is a Briot and Bouquet
invariant curve for �, or equivalently, a strong invariant curve for � if � ¤ 0. In
the same way Y2 is a Briot and Bouquet, or a strong, invariant curve of � if � ¤ 0.

The above definition seems to be not very intrinsical. In fact it is, we leave the
verification of this to the reader. Note also that we have always that either Y1 or Y2

are strong.
The next theorem shows that a strong invariant curve is convergent. This is not

always true if the invariant curve is not strong.

Remark 1.22 (Euler’s example). The vector field

� D x2 @

@x
C .y � x2/

@

@y

has the invariant curve y DP1
nD1 nŠxnC1, which is not convergent.

Theorem 1.23 (Briot and Bouquet). A strong invariant curve is convergent.

Proof. Assume that Y1 is strong. After doing a blowing-up and multiplying � by a
unit, we can assume that � is written as

� D x
@

@x
C f˛y C F.x; y/g @

@y
;

where F.0; y/ D 0 and ˛ … Q>0. Let us write Y1 as y DPn�1 anxn. The condition
that Y1 is invariant means that

X

n�1

nanxn D ˛
X

n�1

anxn C F

0

@x;
X

n�1

anxn

1

A (1.2)

Now, write F.x; y/ D P
i;j Fij xi yj . Let us denote by Cn the coefficient of xn

in F.x;
P

n�1 anxn/. There is a polynomial Pn of nonnegative integer coefficients
such that

Cn D Pn.fa1; a2; : : : ; an�1I fFij I i C j � ngg/:
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In this way, we have that

an D 1

n � ˛
Cn

and this gives the recursive dependence of an from the precedent ones.
Now, we are going to apply the method of the bounding series . There is a positive

rational number 
 such that 0 < 1=.n�˛/ < 
 for all n (recall that ˛ … Q>0). Now,
consider the series with real coefficients ˆ.t/ D P

�n cntn which is a solution
T D ˆ for the implicit problem


T �
X

i;j

jFij jt i T j D 0:

This implies that ˆ is convergent. Moreover, the coefficients are nonnegative and
given by

cn D 1



Pn.fjc1j; jc2j; : : : ; jcn�1jI fjFij jI i C j � ngg/:

This allows us to show inductively that janj � cn and hence the series
P

n�1 anxn

is convergent. �

2 Two Dimensional Reduction of Singularities

Seidenberg’s statement. The reduction of singularities of vector fields in dimen-
sion two has been proven by the first time in a complete way by Seidenberg in
1968. Anyway the statement is already more or less implicit in works of Poincaré,
Bendixon and other authors 60 years before.

The original statement of Seidenberg is as follows. Consider an ambient space
M of dimension two and let � be a germ of vector field at p 2 M . Denote L the
(germ of) reduced foliation given �. There is a finite sequence of blowings-up

M DM0

�1 M1

�2 � � � �N MN I � D �1 ı �2 ı � � � ı �N ;

each one centered at a point pi 2 ��1
i .pi�1/, with p D p0, such that the following

holds for any q 2 ��1.p/:

Let LN be the transform of L in MN . The germ of LN in q is generated by a germ of
vector field Q� at q that is either nonsingular or simple.

The original proof of Seidenberg uses Noether’s formula on the multiplicity of the
intersection of two plane curves after blowing up.

In this notes we give another proof that is close to the valuative structure of the
infinitely near points of the foliation.
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Introducing the exceptional divisor. Let us consider as in previous section an
ambient space M of dimension two and a point p 2 M . Let us do a finite sequence
of blowings-up

SN W M D M0

�1 M1

�2 � � � �N MN I i D �1 ı �2 ı � � � ı �i ;

each one centered at a point pi 2 �1
i .p/, with p0 D p. There is a total exceptional

divisor Di D �1
i .p/ at each level Mi . Moreover Di admits a decomposition into

irreducible components

Di D Di1 [Di2 [ � � � [Dii ;

where Dii D ��1
i .pi�1/ and Dij is the strict transform of Di�1;j by �i . Each of

the components Dij is isomorphic to a projective line (the fact that the intrinsic
structure of Dij does not vary by a subsequent blowing-up is specific of dimension
two, since a point has codimension one in Dij ). We also have that two Dij ; Dij 0

either do not intersect or they meet exactly at a point and they cross transversely at
that point.

The dual graph. Sometimes we represent Di and its irreducible components by the
dual graph D.S i /, weighted by the self-intersection of the components. It has a
completely elementary inductive definition as follows.

The vertices, represented as black dots, correspond to the irreducible components
Dij of Di . The weights �ij that we associate to each Dij are defined inductively by
the following rules

1. �ii D �1.
2. If pi�1 2 Di�1;j , then �ij D �i�1;j � 1.
3. If pi�1 … Di�1;j , then �ij D �i�1;j .

Finally, two vertices Dij ; Dij 0 are joined by an edge if and only if the components
meet at one point, that is Dij \Dij 0 ¤ ;.

It is a good exercise to draw the dual graph in examples and to see what is the
relationship between G.S i�1/ and G.S i /.

The tree of infinitely near points. Instead of looking SN thought the dual graph,
we are going to do it by means of the tree of infinitely near points and divisors.

To be more coherent, let us integrate the exceptional divisor in the ambient space
from the beginning. We say that a normal crossings divisor E in M is a subset
E �M that is a finite union

E D E1 [ E2 [ � � � [ Ek

of closed irreducible hyper-surfaces Ej (since M has dimension two, then each Ej

is a curve) without singularities such that two Ei; Ej meet at most at one point and
transversely.
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Definition 2.1. A logarithmic ambient space is a pair .M; E/, where E � M is a
normal crossings divisor. A germ .M; E/p of logarithmic ambient space at p 2 M

is the germ of the pairs .U; E \ U /, where U �M are open sets with p 2 U .

Consider a finite sequence of blowings-up SN as in the previous section. Let
.M; E/ be a logarithmic ambient space. We obtain logarithmic ambient spaces
.Mi ; Ei / just by putting E0 D E and

Ei D �1
i .fpi�1g [Ei�1/:

We also denote

SN ŒE� W .M0; E0/
�1 .M1; E1/

�2 � � � �N .MN ; EN /:

Let us define the tree T N
S ŒE� of infinitely near points associated to SN ŒE�. It is an

oriented graph whose vertices are the points pi , for i D 0; 1; 2; : : : ; N�1. Given two
vertices pi ; pj , with i < j , there is an arrow pj ! pi if the following properties
hold

1. �i ı �iC1 ı � � � ı �j �1.pj / D pi .
2. There is no k with i < k < j such that �i ı �iC1 ı � � � ı �k�1.pk/ D pi .

Note that if j ! i we have a morphism

j i W .Mj ; Ej /pj ! .Mi ; Ei /pi

that corresponds, up to isomorphism, to the blowing-up �i restricted to the germ
.Mj ; Ej /pj .

The local-global argument. The discussion of the above section can also be done
in the case of an infinite sequence of blowings-up

S1ŒE� W .M0; E0/
�1 .M1; E1/

�2 � � � ;

where SN ŒE� denotes the corresponding truncation at the level N .

Definition 2.2. We say that S1ŒE� is discrete if the tree of infinitely near points
T 1
S ŒE� has no points of infinite bifurcation.

Remark 2.3. The above condition is equivalent to say that the set

f�k ı �kC1 ı � � � ı �j .pj C1/I j � kg

is finite, for any k � 0.

Proposition 2.4 (Koenigs). If S1ŒE� is discrete, then the tree T 1
S ŒE� has at least

one infinite branch.
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By an infinite branch, or a bamboo, we mean a subgraph which is totally ordered.
Let us give a proof of the above proposition. This argument is in fact very related
with the local-global arguments in many procedures of reduction of singularities.

The proof is as follows. The tree has infinitely many vertices. Consider the
root vertex v0. Over v0 we have an infinite tree but only finitely many vertices
immediately over it. So at least one of them, say v1 supports an infinite tree. We
repeat the argument to detect v2 and so on. This creates an infinite branch

v0  v1  v2  � � �
and the proof is ended.

Local global strategy. We shall use Proposition 2.4 as follows.
Let � be a germ of vector field at p 2 M and L the (germ of) reduced foliation

given �. We construct a sequence of blowings-up as follows. Let

M DM0

�1 M1

be the blowing-up with center p. If all the points in ��1
1 .p/ are simple or

nonsingular for the transform L1 of L, then we stop. Otherwise, choose a singular
non simple point p1 2 ��1

1 .p/ and let us do the blowing-up

M DM1

�2 M2

with center p1. Denote 2 D �1 ı �2. If all the points in �1
2 .p/ are simple or

nonsingular for the transform L2 of L, then we stop. Otherwise, choose a singular
non simple point p2 2 �1

2 .p/. We continue in this way.
We have two possibilities, either we stop at a finite step and in this case the

reduction of singularities of Seidenberg is proved, or we do not stop. Our task is to
prove that this last situation does not hold. Hence, in order to find a contradiction,
we assume that there is an infinite sequence of blowings-up

S1 WM DM0

�1 M1

�2 M2

�3 � � �
constructed as above.

Remark 2.5. The tree of infinitely near points T 1
S is discrete. This is a consequence

of the fact that the singular non simple points are isolated points (hence only finitely
many in a compact).

Now, by application of Proposition 2.4, there is an infinite bamboo B1
S in the tree

T 1
S . It corresponds to an infinite sequence of local blowings-up of points qi .

Before continuing with the notations, we can assume that there is a normal
crossings divisor E � M given at the initial step, maybe E D ;. Repeating all
the above arguments, we obtain an infinite bamboo

B1
S W .M0; E0/p

�1 .M1; E1/q1

�2 .M2; E2/q2

�3 � � � (2.1)

(we keep the notation �i , knowing that the indices have been altered).
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Our task is to prove that B1
S cannot exist under the assumption that all the points

qi are singular non simple for Li .

Remark 2.6. In view of Corollary 1.19, we can assume that the points qi are
singular non elementary. If one of the qi is elementary, then by Corollary 1.19 we
obtain a simple singularity in a finite number of steps.

3 Types of Bamboos

We consider three types of bamboos, defined by its behavior at the infinity.

A (Combinatorial Type). There is an index N such that for any i � N the point qi

is a corner point of the divisor Ei .
B (Formal Curve Type). There is an index N such that for any i � N the point qi

is not a corner point of the divisor Ei .
C (Wild type). For any N � 0 there are i; j with N � i; j such that qi is a corner

point of Ei and qj is not a corner of Ej .

We shall see later the close relationship of these types with classical properties of
valuations of the field of rational functions of the ambient space.

4 Combinatorial Situations

Assume in this section that B1
S ŒE� is a bamboo of combinatorial type. Up to cut it

by a finite level, we may in fact assume that each qi is a corner point of Ei .

Remark 4.1. Although it is not too important, the above reduction of the problem
uses the fact that we consider a normal crossings divisor from the initial step.

Now, we need to show that B1
S ŒE� with the assumption that all the qi are

singular but non elementary. Our arguments are based on the Newton Polyhedron
of a singularity and they are a strong particularization of Hironaka’s weak game on
characteristic polyhedra [24].

Let us select coordinates .x; y/ at q0 such that E0 D fxy D 0g locally at p D q0.
Then L0 is generated by a germ of vector field at q0 that has the logarithmic form

	0 D a.x; y/x
@

@x
C b.x; y/y

@

@x
;

where a; b are without common factor. To see this it is enough to multiply a non
logarithmic generator �0 of L0 by x, respectively y or xy in the cases that x D 0 is
not invariant, respectively y D 0 is not invariant or xy D 0 is not invariant.
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Let us note that if a.0; 0/ ¤ 0 or b.0; 0/ ¤ 0, then p is elementary (non-nilpotent
linear part). Hence we can assume that

a.0; 0/ D b.0; 0/ D 0:

The Newton polyhedron. Let us write

a.x; y/ D
X

i;j

Aij xi yj I b.x; y/ D
X

i;j

Bij xi yj :

We define the Newton polyhedron N .	0I x; y/ � R2�0 to be the convex hull of
Supp.	0I x; y/C R2�0, where

Supp.	0I x; y/ D f.i; j / 2 Z
2�0I .Aij ; Bij / ¤ .0; 0/g:

Remark 4.2. Indeed, since we are working in dimension two, we could name “poly-
gon” to the Newton Polyhedron. In fact, what we are doing in this combinatorial
case has a direct generalization to any dimension. Thus in the general we deal with
a polyhedron in an Euclidean space of the same dimension as the ambient space.
On the other way, in the next sections we shall work with a “true” polygon, that we
shall call Newton-Puiseux polygon.

The Newton Polyhedron has the following property:

If N .	I x; y/ has only one vertex, then L is nonsingular or elementary at p.

This is true even if we consider 	0 D f 	 instead of 	. The proof is as follows.
If N .	I x; y/ has the only vertex .n; m/, then xnym divides the coefficients of 	0
and N .x�ny�m/	0I x; y has the only vertex .0; 0/. This implies that one of the
coefficients a or b is a unit.

The strategy is now as follows. We blow up to obtain the point q1. At the point
q1 we obtain local coordinates .x1; y1/ and we describe the relationship between
N .	I x1; y1/ and N .	I x; y/. From this it will be evident that after finitely many
steps we get a Newton Polyhedron with only one vertex.

We know that q1 is a corner of E1. This implies that q1 is the origin of one
of the two standard charts of the blowing-up expressed in the coordinates x; y.
To be precise, we obtain local coordinates x1; y1 at q1 by one of the following
transformations:

T1: x1 D x; y1 D y=x: (4.1)

T2: x1 D x=y; y1 D y: (4.2)

Assume we have the transformation T1. Then 	 is given by

	 D a1.x1; y1/x1

@

@x1

C b1.x1; y1/y1

@

@y1
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where

a1.x1; y1/ D a.x1; x1y1/: (4.3)

b1.x1; y1/ D b.x1; x1y1/� a.x1; x1y1/: (4.4)

From this equations we deduce that for any .i; j / 2 Z
2�0 then

.i; j / 2 Supp.	I x; y/, .i C j; j / 2 Supp.	I x; y/:

In other words, the new Newton polyhedron N .	I x1; y1/ is the convex hull of

1.N .	I x; y//C R

2�0, where 
1 is the affine transformation


1.i; j / D .i C 1; j /:

In the case that we are in the second chart, that is, we have the transformation T2,
we can do the same arguments, just changing the affine transformation 
1 by 
2

defined by


2.i; j / D .i; i C j /:

Now, the problem of reduction of singularities in our combinatorial situation is
reduced to give a positive answer to the next “game” (we call it “game” although
there are no players in dimension two; it is the version in dimension two of
Hironaka’s game):

Combinatorial game of desingularization. Let ND � R
2
�0 be a positively convex set

(that is N0 is a convex set such that N0 D N0 C R
2
�0). Assume that N0 has only vertices

with integer coordinates. Consider an infinite sequence �nI n D 1; 2; : : : where �n 2 f1; 2g.
Define inductively Nn to be the positive convex hull of 
�n.Nn�1/. Then, there is an index
n0 such that Nn has only one vertex for n � n0.

Let us show how to give a positive answer to the game. It is obvious that Nn has no
more vertices than Nn�1. So we can do an argument by induction on the number of
vertices. Consider an arbitrary pair of vertices v D .˛; ˇ/ and v0 D .˛0; ˇ0/ of N0,
where ˛0 > ˛ and hence ˇ0 < ˇ. Let I0 be the sum

I0 D .˛0 � ˛/C .ˇ � ˇ0/ 2 Z�2:

After one transformation, we have I1 < I0. We end by repeating the argument with
the transformed vertices.

Following a formal curve. Assume in this section we assume that B1
S ŒE� is of a

type of formal curve. Thus, up to cut the first part of the bamboo we may assume
that each qi is contained in a single irreducible component of Ei for all i � 0.

Let us interpret in terms of coordinates the above property. Let us choose local
coordinates x; y at p D q0 such that E0 D fx D 0g locally at q0. The blowing-up
�1 is given in local coordinates x1; y1 at q1 by one of the following equations

T1-c1 W x1 D xI y1 D y=x � c1 (4.5)

T2 W x1 D x=yI y1 D y: (4.6)
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If we have T1-c1, the divisor E1 at q1 is x1 D 0. If we have T2, then E1 is locally
given by x1y1 D 0 at q1. Hence we have only the case T1-c1. We can repeat
the argument at each step. In this way we obtain coefficients c1; c2; : : : ; and, by
construction, all the points qi are in the strict transform of the non-singular formal
curve

O� D
(

y D
1X

iD1

ci x
i

)
:

Now, we can use the arguments in the preceding section to end our proof. We can
consider the new normal crossings divisor QE D E0 [ O� at p D q0. It is maybe a
formal non convergent divisor, but this is not important for our arguments. All the
qi are corners with respect to QE and we can apply the argument in the preceding
section.

Wild bamboos. The most difficult case is the one corresponding to wild bamboos.
It is also the situation where vector fields and two-variable functions or plane curves
really start to be different from the viewpoint of reduction of singularities. The proof
we present here is inspired in the usual method to obtain Puiseux expansions from
the Newton-Puiseux polygon.

Puiseux packages. Let us denote by ei D ei .Ei ; qi / the number of irreducible
components of Ei through qi . Up to forget the first step of the bamboo, we have
that ei D 1 or e1 D 2; if ei D 2 we have a corner point and if ei D 1 we have a
point that we call a trace point. Now we can cut the bamboo in finite sequences that
we call Puiseux’s packages. Take i < j . We say that

Pij W .Mi ; Ei /qi

�iC1 .MiC1; EiC1/qiC1

�iC2 � � � �j .Mj ; Ej /qj

is a Puiseux package of the bamboo B1
S ŒE� starting at the index i if and only if the

next properties are satisfied:

1. ei D 1 and ej D 1.
2. For any k with i < k < j , then ek D 2.

Let us note that given i with ei D 1, there is a unique Puiseux package Pij .
Let us assume without loss of generality that e0 D 1 (this is possible up to cut a

finite first part of the bamboo). The whole bamboo may be decomposed in a unique
way into Puiseux packages

P0j0 ;Pi1j1 ;Pi2j2 ; : : :

where isC1 D js .

Definition 4.3. The Puiseux package Pij is called to be essential if and only if
j � i C 2. (This is equivalent to say that there is an index k with i < k < j and
hence ek D 2.)
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Remark 4.4. Since we are in the case of a wild bamboo, there are infinitely many
essential Puiseux packages.

Our strategy will be the following one. We are going to attach a nonnegative
integer number Hs to each Puiseux package Pisjs with the property that Hs � HsC1

and in the case that Pisjs is essential, then Hs > HsC1. Obviously this allow us to
obtain the desired contradiction, since Hs cannot drop infinitely many times.

Newton-Puiseux Polygon. The invariant Hs will be obtained from the Newton-
Puiseux Polygon that we introduce in this paragraph. First we need to choose local
coordinates xk; yk at each point qk .

We start with x; y at p D q0 such that x D 0 is a local equation of the exceptional
divisor. Now, looking at (4.5) and (4.6), we obtain xk; yk from xk�1; yk�1 by one of
the equations T1-� or T2. Let us note the following remarks

1. If ek D 1 then Ek is locally given by xk D 0 at qk .
2. If ek D 2 then Ek is locally given by xkyk D 0 at qk .
3. If we do T1-�, with � ¤ 0, then ek D 1.
4. If we do T2, then ek D 2.
5. If we do T1-0, then ek D ek�1.

Now we are going to choose an non-null element of the foliation L of the form

� D a.x; y/x
@

@x
C b.x; y/

@

@y
;

with the property that the coefficients a; b have no common factor except eventually
powers of x. We are going to consider the (total) transform of � at the final-
starting step of the Puiseux packages and from this we will describe and control
the invariants Hs .

Let us write � DP1
sD�1 ys	s , where each 	s has the form

	s D fs.x/x
@

@x
C gs.x/y

@

@y
:

In other words, we are saying that

a.x; y/ D
1X

sD0

fs.x/ys I b.x; y/ D
1X

sD�1

gs.x/ysC1:

Now, let us define ˛s D ord.fs.x/; gs.x// to be the minimum of the orders at the
origin of fs.x/ and gs.x/ (in the case that fs and gs are identically zero we put
˛s D C1). The Newton-Puiseux Polygon

NP .�I x; y/ � R�0 �R��1
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is by definition the convex hull of

NPSupp.�I x; y/CR
2�0;

where NPSupp.�I x; y/ D f.˛s; s/I s D �1; 0; 1; 2; : : :g.
The main vertex of NP .�I x; y/ is the vertex with smallest abscissa. The main

height H.�I x; y/ is the ordinate of the main vertex. That is, the main vertex has
coordinates

.˛; H.�I x; y//

where any other vertex .˛0; h0/ of the Newton-Puiseux Polygon is such that ˛0 > ˛

and “a fortiori” h0 < H.�I x; y/.

Definition 4.5. Given a Puiseux’s package Pisjs , we define Hs D H.�I xs; ys/.

Remark 4.6. Assume that H.�I x; y/ � 0. Up to divide � by a power of x we
can assume that ˛ D 0. Thus we have one of the vertices .0; 0/ or .0;�1/ in the
Newton-Puiseux Polygon. If we have the vertex .0;�1/, the vector field � is non-
singular. If we have the vertex .0; 0/, but not the vertex .0;�1/, the linear part of
� is triangular with a non-null diagonal, hence it is non-nilpotent and we have an
elementary singularity for �.

Thus, our contradiction hypothesis implies that Hs � 1 for all s.

An inessential Puiseux package. Let Pij be a non essential Puiseux package. We
know that j D i C 1. Denote by x; y the local coordinates at qi and by x0; y0 the
local coordinates at qiC1. We have that

x0 D xI y0 D y=x � �;

where � may be zero or not. The control of the main height is given in this case by
the following two lemmas

Lemma 4.7. If y� D y C �x, then H.�I x; y/ D H.�I x; y�/.

Proof. Left to the reader. �

Lemma 4.8. If � D 0, then H.�I x0; y0/ � H.�I x; y/.

Proof. Let us note that

x
@

@x
D x0 @

@x0 � y0 @

@y0 I y
@

@y
D y0 @

@y0 :

Let us write � DP1
sD�1 ys	s , where

	s D fs.x/x
@

@x
C gs.x/y

@

@y
:
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Then � DP1
sD�1 y0s	0

s , where

	0
s D x0s

�
fs.x

0/x0 @

@x0 C .gs.x
0/ � fs.x

0/y0 @

@y0

�
:

This implies that ˛0
s D ˛s C s. If we apply this movement to the Newton Puiseux

Polygon, we obtain that H.�I x0; y0/ � H.�I x; y/. �

Now, the first lemma reduces the control of the main height to the case � D 0 which
is given by the second lemma.

Essential Puiseux packages Equations. Let us consider an essential Puiseux’s
package Pisjs . Denote by x; y the chosen local coordinates at qis and by x0; y0 the
local coordinates at qjs . Let us denote .xi ; yi / the coordinates at qi , for is � i � js ,
where .x; y/ D .xis ; yis / and .x0; y0/ D .xjs ; yjs /. We know that

1. For i D is C 1 we have xi D xi�1=yi�1; yi D yi�1. (Transformation T2.)
2. For any is < i < js we have either the transformation T1-0 or the transformation

T2, where

T1-0 : xi D xi�1; yi D yi�1=xi�1; and T2 : xi D xi�1=yi�1; yi D yi�1:

3. The last transformation is given by T1-�, with � ¤ 0. That is, we have x0 D
xjs�1, y0 D yjs�1=xjs�1 � �.

Lemma 4.9. There is a unique pair of positive integer numbers p; d , with d � 2,
without common factor and a scalar � ¤ 0 such that

y0 C � D yd =xp:

Moreover, if we put ˆ D yd =xp , there are nonnegative integer numbers ˛; ˇ; �; ı

with ˛ı � ˇ� D 1 such that x D x0˛ˆˇI y D x0� ˆı .

Proof. We proceed by inverse induction starting on js . We know that y0 C � D
yjs�1=xjs�1. Now we respectively have

yjs�1

xjs�1

D yjs�2

x2
js�2

; or
yjs�1

xjs�1

D y2
js�2

xjs�2

if the transformation is respectively given by T1-0 or by T2. Assume that
yjs�1=xjs�1 D y

di

i =x
pi

i , where di ; pi are without common factor. Then,

yjs�1

xjs�1

D y
di�1

i�1

x
pi �1
i�1

;
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where we put .di�1; pi�1/ D .di ; pi C di/ in the case of a transformation T1-0
and .di�1; pi�1/ D .di C pi ; pi / in the case of a transformation T2. We see that
.di�1; pi�1/ are without common factor and di�1 � di , moreover di�1 > di in the
case of a transformation T2. This proves the first part of the lemma.

For the second part, we proceed by induction assuming that

x D x
˛i
i y

ˇi

i I x D x
�i

i y
ıi
i ; (4.7)

with ˛i ıi � ˇi �i D 1, for is � i < js � 1. Then

x D x
˛iC1

iC1 y
ˇiC1

iC1 ; x D x
�iC1

iC1 y
ıiC1

iC1 ;

where
�

˛iC1 ˇiC1

�iC1 ıiC1

�
D
�

˛i C ˇi ˇi

�i C ıi ıi

�
;

respectively
�

˛iC1 ˇiC1

�iC1 ıiC1

�
D
�

˛i ˛i C ˇi

�i �i C ıi

�
;

if we have respectively the transformation T1-0 or T2. The obtain that the expression
(4.7) holds for i D js � 1. Now we get

�
˛ ˇ

� ı

�
D
�

˛js�1 C ˇjs�1 ˇjs�1

�js�1 C ıjs�1 ıjs�1

�
:

This ends the proof. �

Remark 4.10. We have that ˆ D yd =xp D x0d��p˛ˆdı�pˇ . We deduce that dı �
pˇ D 1 and d� � p˛ D 0. In particular � D p, ˛ D d .

The critical segment. In this section we describe the effect of an essential Puiseux
package on the Newton Puiseux Polygon.

Let us recall that � DP1
sD�1 ys	s , where each 	s has the form

	s D fs.x/x
@

@x
C gs.x/y

@

@y
:

and the Newton-Puiseux Polygon N .�I x; y/ is the positive convex hull of the set
of .˛s; s/, where ˛s is the minimum of the orders of fs; gs , for each level s � �1.
We are going to look at the contact of the Newton-Puiseux Polygon with the lines
of slope �d=p.

Remark 4.11. The slope �d=p is obtained with the following valuative considera-
tion. If we assume that the “value” of yd =xp is zero, then the value of y should be
p=d times the value of x. Thus �d=p is the anti-slope corresponding to p=d .
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For each level s, let us denote %s D ˛s C s.p=d/. We denote %.�I x; y/ the
minimum of the %s and the critical segment C.�I x; y/ is the set of the levels s such
that %s D ı.�I x; y/. The critical height �.�I x; y/ is the maximum of the indices s

such that the level s is in the critical segment. A trivial observation is that

�.�I x; y/ � H.�I x; y/:

Now, let us denote by ˛.�I x; y/ the minimum of the ˛s for s � �1. It is the
minimum abscissa in the Newton-Puiseux Polygon. We can now cut the vector field
in two parts, the initial part corresponding to the critical segment and the rest. To be
precise, put

.fs; gs/ D .�s; �s/x
%�s.p=d/ C . Qfs; Qgs/;

where % D %.�I x; y/ and . Qfs; Qgs/ has order strictly bigger than % � s.p=d/. Then,
we can write

� D In.�I x; y/C Q�;

where

In.�I x; y/ D
�.�Ix;y/X

sD�1

ysx%�s.p=d/

�
�sx

@

@x
C �sy

@

@y

�
:

Note that %. Q�I x; y/ > %, by construction.

Remark 4.12. Note also that if .�s; �s/ ¤ .0; 0/, then % � s.p=d/ is an integer
number. Moreover, in the case s D �, where � D �.�I x; y/ 2 Z, we know that
.��; �s�/ ¤ .0; 0/. Then Q̨ D % � �.p=d/ 2 Z and we can write

In.�I x; y/ D
�X

sD�1

ysx%�s.p=d/

�
�sx

@

@x
C �sy

@

@y

�
D (4.8)

D x Q̨
�X

sD�1

ysx.��s/.p=d/

�
�sx

@

@x
C �sy

@

@y

�
: (4.9)

Moreover, if we put dt D .� � s/, we have

In.�I x; y/ D x Q̨
�X

tD0

y��dt xpt

�
Q�t x

@

@x
C Q�t y

@

@y

�
D (4.10)

D x Q̨y�.1=ˆ/�

�X

tD0

ˆ��t

�
Q�t x

@

@x
C Q�t y

@

@y

�
(4.11)

where � is the integer part of .�C 1/=d and Q�t D ���dt , Q�t D ���dt .
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Control of the main height. Let us give here a control of the evolution of the main
height under an essential Puiseux package. We do it by parts, first we consider Q� and
second we do a precise computation for In.�I x; y/.

Recall that our equations are x D x0d ˆˇ , y D x0pˆı , where

ˆ D yd =xp D y0 C �

and dı � pˇ D 1. These equations imply that

x
@

@x
D ıx0 @

@x0 � p.y0 C �/
@

@y0 (4.12)

y
@

@y
D �ˇx0 @

@x0 C d.y0 C �/
@

@y0 : (4.13)

Lemma 4.13. ˛. Q� I x0; y0/ > d%.

Proof. If is enough to do the proof for Q� of the form

Q� D xayb

�
�x

@

@x
C �y

@

@y

�

where a C b.p=d/ > %, since Q� is a combination of that kind of monomial vector
fields and the corresponding ˛ may only increase. We have

Q� D x0adCbpˆaˇCbı

�
.�ı � �ˇ/x0 @

@x0 C .�d � �p/.y0 C �/
@

@y0

�

and hence ˛. Q�I x0; y0/ D ad C bp > d%. �

Now, let us write In.�I x; y/ in the coordinates x0; y0. Recalling the expression
(4.11), we have

In.�I x; y/ D x0 Q̨dC�pˆ Q̨ˇC�ıC�

�X

tD0

ˆ��t

�
�0

t x
0 @

@x0 C �0
t ˆ

@

@y0

�
(4.14)

where �0
t D Q�t ı� Q�t ˇ and �0

t D Q�t d � Q�t p. Recall that ˆ D y0C�. Note also that

Q̨d C �p D d.%� �.p=d//C �p D d%:

From this we already deduce that

˛.In.�I x; y/I x0; y0/ D d%:

From (4.14) we can write �� D ˆ�. Q̨ˇC�ıC�/x0�d%In.�I x; y/ as

�� D
�X

tD0

ˆ��t

�
�0

t x
0 @

@x0 C �0
t ˆ

@

@y0

�
D

�X

rD�1

y0r
�

��
r x0 @

@x0 C ��
r y0 @

@y0

�
:
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Remark 4.14. Note that .��
�; ��

�/ D .�0
0; �0

0/ ¤ .0; 0/.

Lemma 4.15. The main height H.�I x0; y0/ is the minimum of the indices r such
that .��

r ; ��
r / ¤ 0.

Proof. The main vertex of the Newton-Puiseux Polygon appears in In.�I x; y/, since
˛.In.�I x; y/I x0; y0/ D d% and ˛. Q�I x0; y0/ > %. Moreover, �� is obtained by
multiplying In.�I x; y/ by x0�d% and by a unit depending only on y0. Thus the main
height H.�I x0; y0/ is the main height of ��. This ends the proof. �

In view of Remark 4.14, we have that H.�I x0; y0/ � �. Recalling that � is the
integer part of � C 1, and d � 2 and recalling also that � � H.�I x; y/, with
1 � H.�I x; y/, we have that

1. If H.�I x; y/ � 2, then H.�I x0; y0/ < H.�I x; y/.
2. If H.�I x; y/ D 1 and � < 1 then H.�I x0; y0/ < 1.
3. If H.�I x; y/ D 1 D � then H.�I x0; y0/ � 1.

Let us examine the last case H.�I x; y/ D 1 D � assuming that H.�I x0; y0/ D 1 in
order to obtain a contradiction. Note that d D 2. Then

�� D ˆ

�
�0

0x
0 @

@x0 C �0
0ˆ

@

@y0

�
C
�

�0
1x0 @

@x0 C �0
1ˆ

@

@y0

�
:

Putting ˆ D y0 C �, this implies that

.��
1 ; ��

1 ; / D .�0
0; �0

0/ (4.15)

.��
0 ; ��

0 ; / D .��0
0 C �0

1; 2��0
0 C �0

1/ (4.16)

.���1; ���1; / D .0; �.��0
0 C �0

1// (4.17)

Our contradiction hypothesis implies that

0 D ��0
0 C �0

1 D 2��0
0 C �0

1 D ��0
0 C �0

1:

In particular, we have that �0
0 D 0 D �0

1. Now, let us recall that .��1; ��1/ D
.0; ��1/ and on the other hand . Q�1; Q�1/ D .��1; ��1/. Thus

�0
1 D ���1ˇI �0

1 D ��1d:

Hence �0
1 D 0 implies that ��1 D 0 and �0

1 D 0. Finally we obtain that all the
coefficients �0

1; �0
0; �0

1; �0
0 are zero. This is a contradiction.

Conclusion. The case of a wild bamboo does not occur, since otherwise, the main
height decreases strictly infinitely many times.
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5 Higher Dimensions

In the previous section we have presented a very particular way of reducing the
singularities of foliations by lines in an ambient space of dimension two. Actually
our algorithm is very “valuative” in the sense that a valuation and a bamboo are
very closed concepts. In the preprint [14] we perform a generalization to ambient
dimension three of these ideas.

The situation in higher dimension is much more complicated than in dimension
two, but doing a drastic simplification we can recognize the analogies as follows.

We place ourselves in the algebraic case and we fix a valuation � W K� !
� of the field of rational functions of our ambient space M . In particular the
transcendence degree of K over C is three. In view of the classical theory of
valuations of Zariski [44], to each birational projective morphism

� WM 0 !M

we obtain a unique center Y 0 � M 0 of the valuation and of course �.Y 0/ D Y ,
where Y is the center of � in M . This recalls the idea of bamboo. Hironaka has
done the equivalent theory for the analytic case in his “voûte étoilée” [25]. In fact,
applying Hironaka’s Theorem of reduction of singularities (or in a weaker way the
Zariski Local Uniformization) we can do blowings-up of the ambient space in such
a way that the center P � M of � is a nonsingular point of M and we have in
addition the following situation (we take implicitly, in order to simplify the case of
a zero dimensional valuation, where all the centers are points):

There is a regular system of parameters z of the local ring OM;P that we can split as follows

z D .x1; x2; : : : ; xr ; yrC1; yrC2; : : : ; yn/;

where the values �.xi / are Z-independent and generates the Q vector space � ˝Z Q, for
i D 1; 2; : : : ; r .

We call A D .OM;P I z D .x; y// a regular parameterized local model for K; �.
Now, if we take a center of blowing-up given by fzi ; zj g where i � r , we recover

a new A0 from A and in this way we can try to do a local uniformization: that is,
try to reduce the singularities of a line foliation L at the centers of the valuation �

in the successive models.
We have essentially three situations to consider:

Combinatorial case. This is the case when r D n. All the variables have
independent values. We write our vector fields in a logarithmic way

� D
nX

iD1

ai .x/xi

@

@xi

:

Now, the Newton support of the coefficients ai .x/ allows us to draw a Newton
polyhedron N � Rn�0. If we choose the center of blowing-up fxi ; xj g and �.xi / <
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�.xj / (note that we always have that �.xi / ¤ �.xj /), the new Newton Polyhedron
N 0 is the positive convex hull of ij .N /, where ij is the linear map given by

ij .u/ D u0I u0
s D

�
us if s ¤ i

ui C uj if s D i

In this way we define a game (that recalls Hironaka’s game in [37]) consisting in
choosing a center of blowing-up each time till we obtain a Newton polyhedron with
a single vertex. The reader may note that it is not difficult to find a winning strategy.
This combinatorial case is the parallel situation to the bamboos of corner points in
dimension two.

Note that if the Newton polyhedron has a single vertex v, then the vector field
may be written

� D xv
nX

iD1

Qai .x/xi

@

@xi

:

where Qai .0/ ¤ 0 for some indices i . In particular we have an elementary singularity
of foliation.

A single dependent variable. That is z D .x1; x2; : : : ; xn�1; y/. In this case we can
define Puiseux packages as in the case of wild bamboos and we can draw a Newton-
Puiseux polygon, following the same principles as in dimension two, just taking
account of the independent variables x on one side and the dependent variable y on
the other side. To be precise, we write the vector field in a logarithmic way with
respect to the independent variables

� D
n�1X

iD1

ai .x; y/xi

@

@xi

C b.x; y/
@

@y

and we split it as follows

� D
1X

ˇD�1

yˇ

 
n�1X

iD1

ai;ˇ.x/xi

@

@xi

C bˇ.x/
@

@y

!
:

We put ˛ˇ D minf�.a1;ˇ.x//; : : : ; �.an�1;ˇ.x//; �.bˇ.x//g and we draw a Newton-
Puiseux polygon P � � � Z��1 by taking the positive convex hull of the set of
points .˛ˇ; ˇ/. By arguments as in the two-dimensional case, we obtain that P has
a single vertex and (after a certain work) we get elementary singularities.

Two dependent variables. We proceed by induction trying to repeat the precedent
case for y1 and after to draw a Newton-Puiseux polygon for y2. This is possible,
but we obtain the (already know) formal obstructions to get elementary singularities
and finally we are able to get the so called log-elementary singularities: the order of
the logarithmic coefficients is less or equal than one.

For more details and how to globalize the procedure in dimension three, the
reader is referred to [14, 32].
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of the two subjects, not their union; only the most fundamental theorems and a few
illustrative applications thereof are presented. Most, but not all, of the results are
from my Ph.D. thesis (Polynomially bounded o-minimal structures, University of
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and Knight et al. [5]. The paper [24] by Speissegger is also useful, as it is
based on lecture notes from an earlier Fields Institute program (Algebraic Model
Theory, August 1996–July 1997). An extensive account of definability-theoretic
o-minimality requiring little or no background in logic is found in [31]; see also
van den Dries and Miller [34] for an exposition aimed at geometers.

Some global notation and conventions. The set of nonnegative integers is denoted
by N. We regard R

0 as the one-point space f0g, and identify maps f WR0 ! R
n with

the corresponding points f .0/ 2 R
n.

For any additively-written abelian group G and A � G, we denote the nonzero
elements of A by A�. If G is ordered, then A>0 denotes the positive elements of A.

Generally, boldface fonts used within text indicate definitions. To illustrate,
ultimately abbreviates “for all sufficiently large positive arguments”, or grammati-
cal variants thereof as appropriate. Example of usage: Ultimately, x2 < ex .

1 Introduction

We begin with a brief description of first-order expansions in the syntactic sense of
the ordered field of real numbersR WD .R; <; C; �; �; 0; 1/. Readers already familiar
with model theory should note that the approach here is specialized to expansions
of the real field in extensions of the language of ordered rings f<; C; �; �; 0; 1g by
function (including constant) symbols only.

For each n 2 N, let Fn be a (possibly empty) set of functions R
n ! R. We

regard the real numbers as an ordered field equipped with these extra functions, that
is, as the structure (in the syntactic sense) R WD .R; .f /f 2SFn

/. We also call R an
expansion (in the syntactic sense) of R. The primitive functions of R are the 0-ary
functions 0 and 1, the unary (that is, R ! R) function x 7! �x, the binary functions
addition and multiplication, and the members of the Fn. The language L of R (or
L.R/ if needed for clarity) consists of the symbols f<; C; �; �; 0; 1g together with
symbols representing the functions from the Fn. All symbols are assumed to be
pairwise distinct. Generally, we do not distinguish by notation the symbols in the
language of R and the objects that they denote.

For each n 2 N, let Tn be the smallest subring of functions Rn ! R that contains
the coordinate projections x 7! xi WRn ! R for i D 1; : : : ; n and is “closed under
composition”, that is, for all m 2 N, g 2 Fm and f1; : : : ; fm 2 Tn, we have g ı
.f1; : : : ; fm/ 2 Tn.

We construct collections Rn;k of subsets of R
n for each n 2 N by induction

on k:

• For k D 0 and n 2 N put Rn;0 D ff �1.0/ W f 2 Tng.
• For all n 2 N, let Rn;kC1 be the boolean algebra of subsets of Rn generated by

Rn;k [ fpr.X/ W X 2 RnC1;kg ;

where prWRnC1 ! R
n denotes projection on the first n coordinates.
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A set X � R
n is ;-definable1 in R if there exists k 2 N such that X 2 Rn;k .

Given A � R, we say that X is A-definable in R if X is ;-definable in the
expanded structure .R; .a/a2A/, where the notation indicates that we have enlarged
(“expanded”) F0 by the points in A regarded as functions R

0 ! R. For the most
part, only the cases A D R and A D ; will matter to us in this paper. We usually
drop the “in R” whenever the structure under consideration is understood, and we
abbreviate “R-definable” by just “definable”.2 If X is a singleton fxg, we usually
drop the set braces and talk about the point x 2 R

n as being A-definable (and so
on). A map f W X ! R

p is A-definable if its graph f.x; f .x// W x 2 Xg � R
nCp is

A-definable.
The distinction between “A-definable” and “definable” is often extremely

important in model-theoretic arguments. We shall be paying far more attention to
this distinction than is customary in o-minimal analytic geometry.

Let A � R. If X is A-definable, then so is its closure and interior. Given an
A-definable function f W X ! R, its domain X is A-definable, the set of points
in its interior where f is differentiable is A-definable, and if X is open and f is
differentiable on X , then the graph of each partial derivative of f is A-definable.
Throughout this work we use many such basic facts. The proofs consist of showing
that the various sets and functions are defined by formulas built up from variables,
quantifiers, boolean connectives and symbols from the language of .R; .a/a2A/. See
Appendices A and B of [34] for details and more information.

A subset X of Rn is described by a collection H of functions Rn ! R if X is
a finite union of sets of the form fx 2 R

n W f .x/ D 0; g1.x/ < 0; : : : ; gl .x/ < 0g
with f; g1; : : : ; gl 2 H.

The structure R:

• has (or admits) quantifier elimination—QE, for short—if, for all n 2 N, every
;-definable set in R

n is described by Tn;
• is model complete if for all n 2 N and ;-definable X � R

n there exist p 2 N

and Y � R
nCp described by TnCp such that X is the projection of Y on the first

n coordinates.
• is polynomially bounded if for each definable unary function f there exists

N 2 N such that ultimately jf .x/j � xN .
• is exponential if it defines the real exponential function ex WR ! R.
• is exponentially bounded if for each definable unary function f there exists

N 2 N such that ultimately jf .x/j � expN .x/, where expN denotes the N -th
compositional iterate of ex .

1Often called “0-definable” in the model-theoretic literature.
2In many older papers in model theory, the default is that “definable” means “;-definable”.
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• is o-minimal if every definable subset of R is a finite union of points and open
intervals.3 In fact, it is enough to require that every ;-definable subset of R be a
finite union of points and open intervals; see 2.1 below.

Observe that QE implies model completeness (but not vice versa, as we shall
soon see). Evidently, R is exponentially bounded if it is polynomially bounded, and
not polynomially bounded if it is exponential.

Note. Syntactic (language-dependent) notions such as quantifier elimination and
model completeness are formulated in model theory for theories (in a given
language), not structures. For example, rather than saying that R is model complete,
we should say that its complete theory Th.R/ is model complete in the language in
which R is presented. While this level of precision is sometimes needed in abstract
model theory, we adopt the convention in this paper that whenever we apply a
syntactic notion to a structure, we mean to apply it to the complete theory of the
structure under consideration in some given fixed language that should be clear from
context.

For r 2 R, xr denotes the power function

x 7!
(

xr ; x > 0

0; x � 0:

Although the notation xr is ambiguous for r 2 N, this will not cause any compli-
cations. The extension of the domain to .�1; 0� is only to satisfy the technicality
that primitive functions of structures must, by definition, be totally defined. Much of
the time, this syntactic requirement has no impact on the underlying mathematics,
where we care as usual only about the restriction to R

>0. Power functions play a
crucial role in this paper. The set of all r 2 R such that the function xr is definable is
a subfield of R (exercise); we call it the field of exponents of R. If R is exponential,
then R is its field of exponents (exercise).

Before proceeding any further, let us consider a few examples in order to help
justify all these definitions.

The structure R admits QE by the Tarski-Seidenberg theorem—see [31,
Chap. 2] for an interesting proof due to Łojasiewicz—hence so does the expansion
.R; .r/r2R/ (exercise); the notation indicates that F0 D R and all other Fn are
empty. For .R; .r/r2R/, the sets Tn consist precisely of the real polynomials
on R

n, and then sets described by Tn are called semialgebraic (or sometimes
R-semialgebraic). Thus, the sets definable in R are exactly the real semialgebraic
sets. It follows from QE that R has field of exponents Q and is o-minimal, as then
every unary definable function is ultimately algebraic, and every set of the form

fx 2 R W f .x/ D 0; g1.x/ < 0; : : : ; gl .x/ < 0g

3In other words, the only definable subsets of R are those that must be there by virtue of the
usual ordering of the real line. Hence, the structure is “order-minimal”, thus accounting for the
abbreviation “o-minimal” and the use of a plain text font for the “o”.
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where f; g1; : : : ; gl are unary polynomials is a finite union of points and open
intervals.

The real exponential field is the structure .R; .r/r2R; ex/. Here, F0 D R,
F1 D fexg and all other Fn are empty. By Wilkie [39], the structure .R; ex/ is model
complete, hence so is .R; .r/r2R; ex/ (exercise). Indeed, for every set X � R

n

;-definable in .R; ex/, there exist p 2 N and a polynomial P WR2.nCp/ ! R

with integer coefficients such that X is the projection on the first n coordinates
of the set f.x; y/ 2 R

nCp W P.x; y; ex ; ey/ D 0g, where ex D .ex1 ; : : : ; exn/ and
ey D .ey1 ; : : : ; eyp /. By Hovanskiı̆ [4], such sets have only finitely many connected
components; o-minimality follows. Quantifier elimination fails for .R; ex/, indeed,
no proper4 expansion of R by real-analytic primitive functions has QE (van den
Dries [26]; see also 4.6 below). The structure .R; ex/ is exponentially bounded, but
this is far from obvious; it was first established by van den Dries and Miller in [33],
but a stronger and more general result was later established by Lion et al. [6].

This ends our brief description of the syntactical point of view. From now on:
We revert to using standard terminology and conventions from mathematical logic
and model theory, in particular, we allow structures to have primitive relations other
than just <, though we tend to replace relations by characteristic functions whenever
convenient. We usually employ “fraktur” font to indicate structures (A, B and so
on) with corresponding math roman caps (A, B and so on) for the underlying sets
(or even underlying ordered rings, depending on context), except for R, which will
always denote an expansion of R.

I next outline the main results presented in these notes. For the rest of this section,
let R be an o-minimal expansion of R with field of exponents K .

There is a striking dichotomy in the asymptotic behavior of the definable unary
functions:

Theorem 1.1 (Growth Dichotomy [8]). R is either polynomially bounded or
exponential.

Our focus in these notes will be on the case that R is polynomially bounded. The
next result is fundamental.

Theorem 1.2 (Piecewise Uniform Asymptotics [9]). Let R be polynomially
bounded and f WRm � R ! R be definable. Then there is a finite S � K such
that for each a 2 R

m either the function x 7! f .a; x/WR ! R is ultimately equal
to 0 or there exists r 2 S such that limx!C1 f .a; x/=xr 2 R

�.

An easy consequence (see 4.5 below for details):

1.3 ([10]). If R is polynomially bounded and U � R
n is definable, open and

connnected, then the ring of all definable C1 functions U ! R is a quasianalytic
class, that is, if f W U ! R is definable and C1, then f D 0 iff there exists x0 2 U

such that all partials of f vanish at x0.

4A proper expansion of R is one that defines a non-semialgebraic set.
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If K ¤ R, then it is immediate from Growth Dichotomy that R is polynomially
bounded. We are then interested in what happens when we expandR by more power
functions. Let us make this precise. Given an expansion A of R and S � R, put
AS D .A; .r/r2S ; .xr /r2S /; the expansion of A by constants from S and power
functions with exponents from S . Since every power function is definable in .R; ex/,
every set definable in AS is definable in .A; ex/. By o-minimality of the Pfaffian
closure ([23] or [25]), .R; ex/ is o-minimal, hence so is RS for any S � R. The
question: If R is polynomially bounded, is the same true of RS , and is the field of
exponents what we would hope for, namely, the field K.S/? In this generality, we
do not know, but we have a reasonable partial answer:

Theorem 1.4 ([9] and [12, 4.1]). Let R be polynomially bounded and S � R be
such that the restriction xr �Œ1; 2� is ;-definable in R for each r 2 S .

1. If R has QE and is 8-axiomatizable5, then the same is true of RK.S/.
2. If R is model complete, then the same is true of RS .
3. Every function definable in RK.S/ is given piecewise by iterated compositions of

functions definable in R and powers from K.S/.
4. RS is polynomially bounded with field of exponents K.S/.

The interval Œ1; 2� is chosen only for convenience and concreteness: If r 2 R and
I is any infinite interval of positive real numbers such that xr�I is ;-definable, then
xr�Œ1; 2� is ;-definable (by density of Q in R and the multiplicative properties of
power functions).

Remark. With a bit more work, one can show that RS is o-minimal without appeal
to Pfaffian closure; see [38] for the main idea (indeed, for the overarching strategy
of the proof of Theorem 1.4).

Let us consider some concrete applications.

1.5 ([9]). Put �.x/ D 1=.1 C x2/ for x 2 R. For each S � R, all of the following
are model complete and polynomially bounded with field of exponents Q.S/:

• R
S

• .R
S
; e�/

• .R
S
; arctan/

• .R
S
; e�; arctan/.

Proof. By results from [27] and [39], all of the following are o-minimal, have field
of exponents Q and are model complete:

• .R; ..1 C �/r /r2S ; .r/r2S /

• .R; ..1 C �/r /r2S ; .r/r2S ; e�/

• .R; ..1 C �/r /r2S ; .r/r2S ; arctan/

• .R; ..1 C �/r /r2S ; .r/r2S ; e�; arctan/

5That is, its theory is axiomatizable by universal sentences.
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For each r 2 R, the function xr �Œ1; 2� is ;-definable in .R; .1C�/r /, and .1C�/r is
both existentially and universally definable in .R; xr /. The result is now immediate
from Theorem 1.4.2. �

Remark. (i) Every compact trajectory of any real linear vector field is definable in
the structure .R; e�; arctan/, which partly explains our interest in it; see [12, 28] for
more information. (ii) By Bianconi [1], arctan is not definable in .R; ex/, nor is e�

definable in .R; arctan/.

Result 1.5 was published in the year 1994. There is now (2011) a fairly large
body of literature on model completeness and o-minimality results for expansions
of R by differential rings of “restricted” functions. It is fair to say that the current
state of the art appears in Rolin et al. [18], see also [17], to which we refer the reader
for details and history. By combining their technology with ours, we obtain:

1.6. Let R0 be the expansion of R by all functions of the form

x 7!
(

f .x/; x 2 Œ�1; 1�n

0; x 2 R
n n Œ�1; 1�n;

where n 2 N and f WRn ! R is definable in R and C1 on some open neighborhood
of Œ�1; 1�n. Suppose that R0 is polynomially bounded. Let S � R be such that, for
each r 2 S , the restriction xr�Œ1; 2� is ;-definable in R. Then RS

0 is model complete
and polynomially bounded with field of exponents Q.S/.

Proof. By 1.3 and [18], R0 is model complete and has field of exponents Q. Apply
Theorem 1.4.2. �

Concrete examples of applications of Theorem 1.4.1 take a bit more work to
state; for more detailed information on this material, see [9, 28]. A convergent
Weierstrass system (over R) is a family of rings W WD .RxX1; : : : ; Xny/n2N such
that the following hold for all n, where X D .X1; : : : ; Xn/.

• RŒX� � RxXy � RŒŒX��.
• If � is a permutation of f1; : : : ; ng and f .X/ 2 RxXy, then

f .X�.1/; : : : ; X�.n// 2 RxXy:

• If F 2 RxXy is a unit in RŒŒX��, then it is also a unit in RxXy.
• (Weierstrass division) If F 2 RxX; XnC1y and F.0; XnC1/ 2 RŒŒXnC1��

is nonzero of order d , then for every G 2 RxX; XnC1y there exist
Q 2 RxX; XnC1y and R0; : : : ; Rd�1 2 RxXy such that

G D QF C
d�1X

iD0

Ri X
i
nC1:
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• Every F 2 RxXy converges to an analytic function f on some box
neighborhood U of the origin in R

n such that for all a 2 U the series

F.a C X/ D
X

�2Nm

@j�jf
@X�

.a/
X�

�Š
2 RxXy

belongs to RxXy.

Some examples:

• The family of rings of algebraic real power series is the smallest convergent
Weierstrass system.

• The family of rings of convergent real power series is the largest convergent
Weierstrass system.

• A power series f 2 RŒŒX1; : : : ; Xn�� is differentially algebraic if the integral
domain RŒ@j�jf =@X� W � 2 N

n� � RŒŒX1; : : : ; Xn�� generated by the partial
derivatives of f over the field R of constants has finite transcendence degree over
R. The family of rings of convergent differentially algebraic real power series is
a convergent Weierstrass system.

Given a convergent Weierstrass system W , we obtain a structure RW by
expanding R by all functions of the form

x 7!
(

F.x/; x 2 Œ�1; 1�n

0; x 2 R
n n Œ�1; 1�n;

where n 2 N and all series F.a C X/ belong to W for all a 2 Œ�1; 1�n. (For
n D 0, we take this to mean that we expand by all real constants.) By [27], RW

is o-minimal and has field of exponents Q. By [28], RW is model complete. By
arguing as in Denef and van den Dries [2], .RW ; x�1/ has QE. Finally, by arguing

as in van den Dries et al. [38, Sect. 2], R
Q

W is 8-axiomatizable. Consequently, given
a subfield K of R such that the series

P
k�0

�
r

k

�
Xk

1 belongs to RxX1y for all r 2 K ,
we have by Theorem 1.4.1 that RK

W admits quantifier elimination and is universally
axiomatizable. This holds in particular for the case that W extends the family of
rings of differentially algebraic convergent real power series. (For each r 2 R, the
series

P
k�0

�
r

k

�
Xk

1 is convergent and differentially algebraic.)
We arrive at our last main result. As previously mentioned, we do not know if

polynomial bounds are always preserved in passing from R to RS . But exponential
bounds are if R is polynomially bounded, indeed, the Pfaffian closure of R is then
exponentially bounded. We provide a part of the proof (see [25, Theorem B and
Proposition 1.14] for the rest):

Theorem 1.7 ([6]). Let R be polynomially bounded, GWRN C2 ! R be definable
in R, and g be a solution on some ray .a; 1/ to the differential equation

y.N C1/ D G.x; y; y0; : : : ; y.N //:
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If .R; g/ is o-minimal, then ultimately jg.x/j � C expN C1.x
r / for some C > 0 and

r 2 K .

Consideration of the functions g WD C expN C1.x
r / for C > 0 and r 2 K shows

that the upper bound is optimal,6 but the result can be sharpened in other ways;
see [6].

Here is an outline of the rest of this paper. Section 2 consists of a collection of
exercises for the reader, many of which are crucial for later developments. In Sect. 3,
Hardy fields are introduced and their connection to o-minimal expansions of R is
explained, culminating in the proof of Theorem 1.1. Section 4 contains a few special
results about the polynomially bounded case of Growth Dichotomy, beginning with
Theorem 1.2. Sections 5 and 6 are devoted to the proofs of Theorems 1.4 and 1.7.
We conclude with some suggestions for further study.

2 Some Exercises

The reader is strongly recommended to at least attempt these exercises before
moving on. Many of them will be used without proof, or even further mention,
in the sequel. Let R be an expansion of R.

If X � R
n is definable, then there exist m 2 N, a 2 R

m and ;-definable Y �
R

mCn such that X D fx 2 R
n W .a; x/ 2 Y g. Note that X is A-definable, where A

is the union of the coordinates of a. To put this another way: Any set definable in R
is ;-definable in some expansion of R by finitely many constants. In practice, this
observation is often used to reduce worrying about “A-definable versus definable”
to the case that A D ; when dealing with some fixed definable set X .

Each point of a finite ;-definable set is ;-definable. (There is a lexicographically
least element of the set if it is nonempty. And so on.)

Every polynomial map with coefficients from the real-closed subfield of R

generated by F0 is ;-definable (where F0 is as in the definition of “structure”, given
in the second paragraph of the Introduction).

Every set described by Tn is ;-definable.
Let X � R

n be described by Tn. Then there exist p 2 N and f 2 TnCp such
that X is the projection on the first n coordinates of f �1.0/. (Hint. For functions
f; gWRn ! R and x 2 R

n we have f .x/ D 0 and g.x/ D 0 iff f .x/2 C g.x/2 D 0,
and f .x/ D 0 or g.x/ D 0 iff f .x/g.x/ D 0.)

If R has QE and A � R, then .R; .a/a2A/ has QE, and similarly with “model
complete” in place of “QE”.

If an injective map f W A ! B is definable, then the compositional inverse
f �1W B ! A is definable.

The field of exponents is indeed a field.

6Exercise. Prove it.
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The field of exponents of .R; ex/ is R.
Given A � R

nCk and x 2 R
n, let Ax denote the fiber fy 2 R

k W .x; y/ 2 Ag of
A over x. Show that if A is ;-definable, then so are the following sets:

• Ax , if x is ;-definable (in particular, if x 2 Q
n).

• fx 2 R
n W Ax is closedg.

• fx 2 R
n W Ax is boundedg.

• fx 2 R
n W Ax is discreteg.

• fx 2 R
n W Ax is finiteg.

• f.x; y/ 2 R
nCk W y is in the boundary of Axg.

• fx 2 R
n W the boundary of Ax is finiteg.

• fx 2 R
n W Ax is a finite union of points and open intervalsg, if k D 1.

2.1. If every ;-definable subset of R is a finite union of points and open intervals,
then R is o-minimal. (By previous exercises, for every n 2 N and ;-definable
A � R

nC1, the set of all x 2 R
n such that Ax is a finite union of points and open

intervals is dense and ;-definable. Finish by an appropriate induction on n. See [13,
Proposition 1] for details. The proof works for all expansions of the real line .R; </

whose ;-definable points are dense in R. See [3, 1.14] for a rather different proof,
due to van den Dries, that works for expansions of arbitrary densely ordered groups.)

2.2. Let f WR ! R. Show that:

• Y WD fy 2 R
>0 W limx!C1.f .xy/ � f .x// 2 Rg is a multiplicative group.

• Z WD fz 2 R W 9y 2 R
>0; limx!C1.f .xy/ � f .x// D zg is an additive group.

• The function L.f /.y/ D limx!C1.f .xy/ � f .x//W Y ! Z is a surjective ho-
momorphism. The notation is to suggest that L.f / is somehow the “logarithmic
part” of f , but this should not be taken too seriously, as we could easily have
Y D f1g and Z D f0g.

• The sets Y; Z and the function L.f / are ;-definable in .R; f /.
• If .R; f / is o-minimal and limx!C1.f .2x/ � f .x// 2 R

�, then Y D R
>0 and

L.f / D loga for some a 2 R
>0. (Recall that every subgroup of .R; C/ is either

cyclic or dense, and every endomorphism of .R; C/ is either nowhere continuous
or linear.) Conclude that log is definable, hence so is ex .

2.3. Let f WR ! R be ultimately nonzero. Show that:

• The sets

Y WD fy 2 R
>0 W lim

x!C1 f .xy/=f .x/ 2 Rg

Z WD fz 2 R
>0 W 9y 2 R

>0; lim
x!C1 f .xy/=f .x/ D zg

are multiplicative groups.
• The function P.f /.y/ D limx!C1.f .xy/=f .x//W Y ! Z is a surjective

homomorphism. The notation is to suggest that P.f / is somehow the “power
part” of f , but again, this should not be taken too seriously. We tend to write just
Pf as convenient.



Basics of O-minimality and Hardy Fields 53

• The sets Y; Z and the function Pf are ;-definable in .R; f /.
• If .R; f / is o-minimal and 2 2 Y , then Y D R

>0 and Pf is a power function.
• If there exists r 2 R such that limx!C1 f .x/=xr 2 R

�, then Y D R
>0 and

Pf D xr .
• Calculate Y , Z and Pf directly for the functions log x, xr log x, .log x/log x.

2.4. In any expansion of R, the function ex is ;-definable if it is definable. (Hint:
ex is the unique solution on R to the initial value problem y0 D y, y.0/ D 1.)
Similarly, the function xr is ;-definable if it is definable and r is ;-definable. (Hint:
r D .xr /0.1/.) More generally: Definable solutions to initial value problems are
;-definable if all of the data are ;-definable.

3 Hardy Fields, O-minimality and Growth Dichotomy

All of the main results listed in the introduction are tied to the asymptotic analysis of
definable unary functions, as we now begin to describe. First, define an equivalence
relation on the set of all functions R ! R by relating functions f and g if they
ultimately agree. The equivalence classes are called germs (at C1). Working with
germs instead of functions allows us to ignore all but the asymptotics (at C1),
that is, to focus on the “ultimate behavior” of the functions. We regard the set
of all such germs as a ring, with germ.f / C germ.g/ D germ.f C g/, and
germ.f / � germ.g/ D germ.f � g/. A Hardy field is a field of germs that is closed
under differentiation, that is, if the germ of a function f belongs to the field, then
there is a differentiable function g such that the germs of g and g0 belong to the
field and g is ultimately equal to f . Every Hardy field is naturally ordered by setting
germ.f / < germ.g/ iff g�f is ultimately positive. Observe that the set of germs of
rational constant functions is a Hardy field, indeed, it is the smallest Hardy field. Of
course, germs of constant functions are not very interesting, and one usually deals at
least with Hardy fields that extend the (germs of) the field Q.x/ of rational functions.

We are now ready for a result that begins to explain the title of this paper.

3.1. If R is an expansion of R, then the following are equivalent:

(1) R is o-minimal.
(2) The germs of definable unary functions form a Hardy field.
(3) Every unary definable function is either ultimately zero or ultimately nonzero.

Proof. (1))(2) is immediate from the C 1 version of the Monotonicity Theorem
(a fundamental result in o-minimality). (2))(3) is immediate from field structure
and the definition of germ.

(3))(1).7 Let A � R be definable. We must show that A is a finite union of
points and open intervals. For this, it suffices to show that boundary bd.A/ of A

7The argument is essentially from van den Dries et al. [38].
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is finite, which in turn reduces via Bolzano-Weierstrass to showing that bd.A/ is
bounded and discrete. (Recall that a subset of a topological space is discrete if all of
its points are isolated.) Let f be the characteristic function of A. As A is definable,
so is f (exercise). Then either f is ultimately equal to 1 or f is ultimately equal
to 0, so there exists b 2 R such that the ray .b; 1/ is either contained in A or
disjoint from A. By the same reasoning applied to the set f�x W x 2 Ag, there exists
a 2 R such that .�1; a/ either is contained in A or disjoint from A. Hence, bd.A/

is bounded. Fix x0 2 bd.A/. By arguing as above with the set f1=.a � x0/ W a 2 Ag,
there exists � > 0 such that the interval .x0; x0 C �/ is either contained in A or
disjoint from A, and similarly for .x0��; x0/. Hence, bd.A/\.x0��; x0C�/ D fx0g,
thus showing that bd.A/ is discrete. �

Exercise. The above holds with “;-definable” in place of “definable”.
(Recall 2.1.)

For the rest of this section, R denotes an o-minimal expansion of R with field of
exponents K .

Let H denote the Hardy field of germs at C1 of the definable unary functions.
We will not distinguish between functions and their germs by notation, relying
instead upon context. We regard R as a subfield of H by identifying r 2 R

with the germ of the corresponding constant function. The germ of the identity
function on R is denoted by x. We say that f 2 H is infinitely increasing if
limx!C1 f .x/ D C1.

Next are some crucial basic facts that the reader should verify before moving on.

3.2. • If f 2 H , then limx!C1 f .x/ 2 R [ f˙g.
• f.f; g/ 2 H� � H� W limx!C1 f .x/=g.x/ 2 R

�g is an equivalence relation.
Denote the natural quotient map by �. The image �.H�/ is an ordered abelian
group by setting �.f / C �.g/ D �.fg/ and �.f / > 0 iff limx!C1 f .x/ D 0.
Denote the resulting absolute value on �.H�/ by j j. (Be careful: This does not
mean that j�. /j D �.j j/.)

• If f; g 2 H� and jf j � jgj, then �.f / � �.g/. (This reversal of order might
strike one as perverse, but the convention is firmly established in the literature.)
The converse fails.

• If f; g 2 H� and f ¤ �g, then �.f C g/ � minf�.f /; �.g/g, with equality if
�.f / ¤ �.g/.

• If f 2 H� and r 2 R
�, then �.rf / D �.f / D �.jf j/.

• If f 2 H� and �.f / ¤ 0, then exactly one of f , 1=f , �f or �1=f is infinitely
increasing, and j�.f /j D j�.�f /j D j�.1=f /j D j�.�1=f /j

• If f 2 H n R, then

�
�
f 0=f

� D �
�
.1=f /0=.1=f /

� D �
�
.�f /0=.�f /

� D �
�
.�1=f /0=.�1=f /

�
:

Logarithmic differentiation—the map a 7! a0=aWH� ! H —plays an impor-
tant role in Hardy field theory.
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3.3. Let a; b 2 H� be such that 0 < j�.a/j � j�.b/j. Then �.a0=a/ � �.b0=b/.

Proof. Without altering j�.a/j, j�.b/j, �.a0=a/ or �.b0=b/, we replace a by ˙a

or ˙1=a, and b by ˙b or ˙1=b, to reduce to the case that a and b are infinitely
increasing.

If �.a/ D �.b/, then �.a0/ D �.b0/ by l’Hôpital’s Rule, so �.a0=a/ D �.a0/ �
�.a/ D �.b0/ � �.b/ D �.b0=b/.

Suppose that �.b/ < �.a/. Then b=a is infinitely increasing, so all of a, a0, b0
and .b=a/0 are positive, yielding b0=b > a0=a > 0 by the quotient rule. Hence,
�.a0=a/ � �.b0=b/. �

The appeal to l’Hôpital’s Rule above is worth explaining, as it might seem
that we are making a classical “freshman’s dream” mistake by “going the wrong
way”. But because we are working in a Hardy field containing both a and b, we
know that the function a0=b0 has a limit l 2 R [ f˙1g. Hence, we must have
limx!C1 a.x/=b.x/ D l by l’Hôpital. This fact—that l’Hôpital’s Rule “works
both ways”—is crucial in Hardy field theory and is used often.

For f; gWR ! R, we write f � g if g ultimately has no zeros and
limx!C1 f .x/

g.x/
D 1. If f; g 2 H�, then �.f / D �.g/ iff f � cg for some c 2 R

�.

3.4. Let a; b 2 H� be such that �.a/ � 0 and �.b/ ¤ 0. Then �.a0/ > �.b0=b/.

Proof. We may assume that �.a/ D 0 by replacing a with a C 1 if otherwise. By
l’Hôpital,

ab

b
� ab0 C a0b

b0 ;

and so

a D ab

b
� ab0 C a0b

b0 D a C a0 b

b0 :

Then 1 � 1 C .a0=a/=.b0=b/, yielding �.a0=a/ > �.b0=b/. Finish by observing that
�.a0=a/ D �.a0/ � �.a/, and �.a/ D 0 by assumption. �

Another important tool in Hardy field theory is asymptotic integration. Given
f 2 H�, there need not be g 2 H� such that g0 D f . But for many purposes it
is enough to have g 2 H� such that g0 � f . Of course, there need not be such g

either: Consider R D R and f D 1=x. We do have the following result, which will
be enough for the purposes of this paper.

3.5. If f 2 H� and �.f / < �.1=x/, then there exists g 2 H� such that g0 � f .

Proof. Note that .xf /0 ¤ 0.
Suppose that �.f / � �..xf /0/, that is, �.f =.xf /0/ � 0. By 3.4,

�..f =.xf /0/0/ > �.1=x/, that is, �.x.f =.xf /0/0/ > 0. Put g1 D xf 2=.xf /0.
Basic calculus shows that g0

1=f D 1 C x.f =.xf /0/0; so g0
1 � f .
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Suppose that �.f / < �..xf /0/, equivalently, f 0=f � �1=x. Check that g0
1 ¤ 0.

Put g2 D fg1=g0
1 and check that g0

2 � f . (Hint:

g0
2

f
� 1 D f 0=f

g0
1=g1

� g00
1 =g0

1

g0
1=g1

;

and keep 3.3 in mind.) �

Exercise. With f D .log x/=x and g1 as above, show directly that g0
1 6� f .

3.6. So far, we have used only that H is a Hardy field, not that it arises from the
germs of definable unary functions of an o-minimal expansion of R. Hence, results
established so far hold in any Hardy field. This now begins to change.

Our Hardy field H is “closed under composition”: If f; g 2 H� and f is infinitely
increasing, then the composition g ı f lies in H� as well. Evidently, the sign of
�.g ı f / is the same as that of �.g/. Not all Hardy fields extending R.x/ are closed
under composition, e.g., the function field R.x; ex/, as a set of germs, is a Hardy
field that does not contain ex ıx2 (exercise). Also, H is “closed under compositional
inverse”: If f 2 H and �.f / < 0, then the germ f �1 of the ultimately-defined
compositional inverse of f also belongs to H. (We always use fraction-bar notation
for reciprocals of elements of H�, so there is no ambiguity in the use of �1.) Observe
that

p
x … R.x/, so closure under compositional inverse is also a special property.

Exercise. The map .r; �.f // 7! �.jf jr /W K � �.H�/ ! �.H�/ is well defined.
The ordered group �.H�/ together with this map is an ordered K-vector space. This
is true for any Hardy field that is closed under taking powers from K of positive
elements.

We are now ready to prove a stronger version of Growth Dichotomy
(Theorem 1.1).

3.7. Either R is exponential or �.H�/ D K:�.x/.

Proof. There are two cases to consider.

Case 1. There exists f 2 H� such that �.f 0=f / ¤ �.1=x/ and �.f / ¤ 0.

We show that R is exponential. By replacing f with �f , we take f > 0. By
replacing f with 1=f , we take f to be infinitely increasing. By replacing f with
f �1, we suppose that �.f 0=f / < �.1=x/. By 3.5, there exists g 2 H� such that
g0 � f 0=f . Put h D g ı f �1; then h0 � 1=x. By the mean value theorem, we have

h ı .2x/ � h D x

�
� �h0 ı �
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for some � 2 H such that x < � < 2x. (Exercise: Why is the ultimately-defined
function � definable?) Note that �.x=�/ D 0 D �.�h0 ı �/, the latter by substituting
� into xh0. Thus,

�.h ı .2x/ � h/ D �.x=�/ C �.�h0 ı �/ D �.x=�/ C �.xh0/ D 0:

By 2.2, R is exponential.

Case 2. For all f 2 H�, if �.f 0=f / ¤ �.1=x/, then �.f / D 0.

We show that �.H�/ D K:�.x/. Let f 2 H�.
We show first that Pf D xr for some r 2 K , where Pf is as in 2.3. This is

immediate if �.f / D 0 (for then Pf D 1 D x0), so assume that �.f / ¤ 0. Put
g D .f ı .2x//=f 2 H�. Observe that

x
g0

g
D 2x

f 0 ı .2x/

f ı .2x/
� xf 0

f
:

Since �.f / ¤ 0, we have �.xf 0=f / D 0, and so �.g0=g/ > �.1=x/. By the case
assumption, �.g/ D 0, that is, f ı .2x/ � cf for some c 2 R

�. Now apply 2.3.
To finish the proof, we now let f 2 H� and show that �.f / D �.Pf /. Since

P..Pf /=f / D 1�R>0 (exercise), we are reduced to showing that if Pf D 1�R>0,
then �.f / D 0. By the case assumption, it suffices to show that �.xf 0=f / ¤ 0. By
the mean value theorem,

f ı .2x/

f
� 1 D xf 0 ı �

f
D x

�
� �f 0 ı �

f ı �
� f ı �

f

where � 2 H� and x < � < 2x. It suffices now to show that �..�f 0 ı �/=f ı �/ ¤ 0

(for then �.xf 0=f / ¤ 0 as well). Since Pf .2/ D 1, we have

0 D �

�
f ı .2x/

f
� 1

�

D �

�
x

�

�

C �

�
�f 0 ı �

f ı �

�

C �

�
f ı �

f

�

:

Since �.�/ D �.x/, it suffices now to show that f ı � � f , which follows easily
from monotonicity—either f � f ı � � f ı .2x/ or f � f ı � � f ı .2x/—and
that Pf .2/ D 1 (that is, f ı .2x/ � f ). �

With Growth Dichotomy now established, the next natural step is to study the
two resulting cases. But for the remainder of this paper, we deal for the most part
only with the polynomially bounded case.
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4 Basics of Polynomial Boundedness

Throughout this section, we assume that R is o-minimal and polynomially bounded
with field of exponents K .

We begin with Piecewise Uniform Asymptotics (Theorem 1.2), which we restate
using the notation of the preceding section.

4.1. Let A � R
m and f W A � R ! R be definable such that, for every a 2 A, the

function x 7! f .a; x/ is ultimately nonzero. Then there is a finite S � K such that
f�.f .a; x// W a 2 R

mg � S:�.x/:

Proof. By 3.7, for each a 2 A there exists unique 	.a/ 2 K such that �.f .a; x//

D 	.a/:�.x/ D �.x	.a//. We must show that 	.A/ is finite; for this, it suffices to
show that 	.A/ is definable and has no interior. As the set fa 2 A W �.f .a; x// D 0g
is definable, we reduce to the case that 	.a/ ¤ 0 for all a 2 A. For each a 2 A, the
function x 7! f .a; x/ is ultimately differentiable. By l’Hôpital,

	.a/ D lim
x!C1

x.@f =@x/.a; x/

f .a; x/
:

Thus, the function 	W A ! R is definable, hence so is 	.A/. We next show that 	.A/

has no interior. Suppose otherwise; we derive a contradiction to finish the proof. Let
I be an open interval contained in 	.A/; then K D R, since 	.A/ � K and K is a
subfield of R. For all a 2 A and x > 0 we have

lim
t!C1

f .a; tx/

f .a; t/
D x	.a/;

so .x; a/ 7! x	.a/WR>0 � A ! R is definable. By Definable Choice [31, p. 94],
there is a definable function gW I ! A such that 	.g.y// D y for all y 2 I . Thus,
the restriction of the function xy to R

>0 � I is definable. By dividing xy by some
power function xr with r 2 I , we may assume that 0 2 I . Then for some � > 0

the restriction of xy to R
>0 � .0; �/ is definable. Observe that z D xy if and only

if z1=y D x for all x > 0 and y ¤ 0, so the restriction of xy to R
>0 � .1=�; 1/ is

definable. Then y 7! 2y W .1=�; 1/ ! R is also definable, so limy!C1 2y=yr D c

for some r 2 K and c 2 R
�. But then

c D lim
y!C1

2y

yr
D lim

y!C1
2yC1

.y C 1/r
D lim

y!C1
22y

.1 C .1=y//ryr
D 2c;

contradicting that c ¤ 0. �

The following minor restatement is often useful.

4.2. Let A � R
m and f W A � R

>0 ! R be definable. Then there is a finite S � K

such that for all a 2 A, either f .a; t/ D 0 for all sufficiently small positive t

(depending on a), or limt!0C f .a; t/=tr 2 R
� for some r 2 S .
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(Apply 4.1 to the function .a; t/ 7! f .a; 1=t/W A � R
>0 ! R.)

We need some notation before stating the next result. For x D .x1; : : : ; xm/ 2
R

m, put jxj D supfjx1j ; : : : ; jxmjg. Given A � R
m, y in the closure of A, and

f W A ! R, we write f .x/ D O.jx � yjr / as x ! y if there exist C 2 R
>0 and an

open neighborhood U � R
m of y such that jf .x/j � C jx � yjr for all x 2 A \ U .

If A is unbounded, we write f .x/ D O.jxjr / as x ! 1 if there exist C; M 2 R
>0

such that jf .x/j � C jxjr for all x 2 A with jxj > M . Recall the notation for fibers
of sets from Sect. 2.

4.3 (Uniform Bounds on Orders of Vanishing). Let A � R
mCn and f W A ! R be

definable. Then there exists r 2 K>0 such that for all .x; y/ 2 R
mCn, if y 2 cl.Ax/

and f .x; z/ D O.jy � zjr / as z ! y, then f .x; z/ D 0 for all z 2 Ax near y.

Proof. For all .x; y; t/ 2 R
mCn � .0; 1/, put A.x; y; t/ D fz 2 Ax W jy � zj D tg;

and put

X D
(

.x; y; t/ 2 R
mCn � .0; 1/ W A.x; y; t/ ¤ ; & sup

z2A.x;y;t/

jf .x; z/j < C1
)

:

Define F WRmCn � .0; 1/ ! R by

F.x; y; t/ D
(

supfjf .x; z/j W z 2 A.x; y; t/g; if .x; y; t/ 2 X

0; otherwise:

By 4.2, there exists r 2 K such that for all .x; y/ 2 R
mCn if F.x; y; t/ D O.tr /

as t ! 0C, then F.x; y; t/ D 0 for all sufficiently small positive t (depending on
.x; y/).

Now suppose that .x; y/ 2 R
mCn, y 2 cl.Ax/ and f .x; z/ D O.jy � zjr / as

z ! y. Then f .x; �/ is bounded near y, so F.x; y; t/ D supz2A.x;y;t/ jf .x; z/j
for all sufficiently small t > 0. Then F.x; y; t/ D O.tr / as t ! 0C, and thus
f .x; z/ D 0 for all z 2 Ax sufficiently close to y. �
Remark. The “O-constant” depends on x and y.

4.4. Let U � R
n be open and f W U ! R be definable. Then there exists N 2 N

such that for all x 2 U , if f is C N in an open neighborhood of x and all partial
derivatives of f of order at most N vanish at x, then f vanishes identically on
some open V � U with x 2 V .

Proof. By 4.3 there exists N 2 N such that for all x 2 U , if f .x/ D O.jx � yjN /

as jx � yj ! 0C, then f vanishes identically in a neighborhood of x. Now apply
Taylor’s formula. �

Quasianalyticity. For U � R
n a definable open set, let C 1

df .U / denote the ring of
definable C1 functions f W U ! R.
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4.5. Let U � R
n be definable, open and connected.

(1) If f 2 C 1
df .U / and all partials of f vanish at some x0 2 U , then f D 0.

(2) C 1
df .U / is an integral domain.

Proof. (1). Consider the definable open set A consisting of all x 2 U such that
f �V D 0 for some open V � U with x 2 V . By 4.4, x0 2 A. Let x 2
cl.A/ \ U . All partials of f are continuous on U and vanish identically on A.
Then all partials of f vanish at x. By 4.4, x 2 A. Thus, A is both open and
closed in U , so A D U .

(2). Let f; g 2 C 1
df .U / with fg D 0. Suppose that g.x0/ ¤ 0 for some x0 2 U . By

continuity, g has no zeros in some open neighborhood of x0. Then f vanishes
identically on this neighborhood, so all partials of f vanish at x0. Hence, f D 0

by (1). �

Failure of “Naive QE”

4.6. Let R0 be the reduct of R generated over R by f 2 S
n2N C 1

df .Rn/. Then QE
fails for R0 unless every f 2 S

n2N C 1
df .Rn/ is definable in R.

Proof. Suppose that R0 has QE. Let hWRn ! R be continuous and definable in R0.
We show that h is definable in R. Define gWRn � R ! R by

g.x; y/ D
(

yh.x=y/; if y ¤ 0

0; otherwise:

By QE, there is some F 2 C 1.RnC2/, definable in R0 and not identically equal to
0, such that the graph of g is contained in the zero set of F . By quasianalyticity (and
because g vanishes at the origin), there is a nontrivial homogeneous polynomial P

of degree d > 0 and G 2 C 1.RnC2/ definable in R such that F D P C G and
limjvj!0C G.v/ jvj�d D 0. Let x 2 R

n and t 2 R. We have

0 D F.tx; t; g.tx; t// D F.tx; t; tg.x; 1//Dtd P.x; 1; g.x; 1//CG.tx; t; tg.x; 1//:

Since g.x; 1/ D h.x/, we have P.x; 1; h.x// D �t�d G.tx; t; th.x//. Keeping x

fixed and letting t ! 0, we have P.x; 1; h.x// D 0. As x is arbitrary, the graph
of h is contained in the zero set of the polynomial Q.x; z/ WD P.x; 1; z/, which is
nontrivial by homogeneity of P . Thus, the zero set of Q is a finite union of nonopen
cells definable in R. By continuity, both the set zero set of Q and the graph of h

are closed. By cell decomposition in R0, the graph of h is a finite union of cells
definable in R. �

The above is a minor variant of a result due to van den Dries (generalizing the
“Osgood example”):
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4.7 ([26]). The conclusion of 4.6 holds without assuming polynomial bounds or
o-minimality if every f 2 S

n2N C 1
df .Rn/ is real analytic.

We shall close this section with a result to be used in the proofs of Theorems 1.4
and 1.7; some preliminary work is needed.

4.8. Every power function of R is ;-definable.

Proof. Let r 2 K , and suppose that the function xr is defined by '.c; x; y/ for
some .m C 2/-ary formula ' (in the language of R) and c 2 R

m. The set B of all
b 2 R

m such that '.b; x; y/ defines a solution on R
>0 to the initial value problem

xy0 D ry, y.1/ D 1 is frg-definable. Hence, by uniqueness of solutions to ODEs,
it suffices to show that r is ;-definable. Put

C D fc 2 R
m W '.c; x; y/ defines a function fc WR ! Rg :

Note that C is ;-definable. Let f WRm �R ! R be the function given by f .c; x/ D
fc.x/ if c 2 C and f .c; x/ D 0 otherwise. Note that f is ;-definable. Let S � K

be as in the statement of Piecewise Uniform Asymptotics applied to f . The proof
of Piecewise Uniform Asymptotics shows that S is ;-definable. As S is also finite,
every s 2 S is ;-definable. Hence, r is ;-definable, and we are done. �

4.9 (exercise). Let A be (the underlying set of) an ordered field.

• Define an equivalence relation on A� by identifying x; y 2 A� iff there exists
n 2 N such that 2�n < jy=xj < 2n. Denote the natural quotient map by 
 (or

A if needed); it is called the archimedean valuation on A. The image 
.A�/

is an ordered abelian group by setting 
.x/ C 
.y/ D 
.xy/ and 
.x/ > 0 iff
jxj < 2�n for all n 2 N.

• If x; y 2 A� and jxj � jyj, then 
.y/ � 
.x/. The converse fails.
• If x; y 2 A� and x ¤ �y, then 
.x C y/ � minf
.x/; 
.y/g, with equality if


.x/ ¤ 
.y/.
• If A is a Hardy field, then 
 D � (as defined in Sect. 3).

• If A can be expanded to a model A of Th.R
K

/, then the map

.r; 
.a// 7! 
.jajr /W K � 
.A�/ ! 
.A�/

is well defined (where xr is interpreted in A), and 
.A�/ is an ordered K-vector
space with this map as scalar multiplication. We let r:
.a/ denote the image of
.r; 
.a// under this map.

4.10. Let A 	 B 	 R and A � B. If Y � B� and 
.Y / is K-linearly independent
over 
.A�/, then Y is definably independent with respect to Th.R/ over A.

This is a special case of a result due to van den Dries [30, Theorem C] that
depends on earlier work with Lewenberg [32] as well as 4.8. A complete and self-
contained (modulo 4.8) proof appears in [24].
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5 Expanding by Powers: Proof of Theorem 1.4

Throughout this section, we assume that R is o-minimal and polynomially bounded
with field of exponents K . By 4.8, we suppose that R is an expansion in the syntactic

sense of R
K

, so that the notation xr makes sense in arbitrary models of Th.R/. Let
S � R be such that for every r 2 S the restriction xr�Œ1; 2� is ;-definable. Put
J D K.S/. Note that xr �Œ1; 2� is ;-definable in R for every r 2 J . Let L be the
language of R, LJ be the extension of L by pairwise distinct new unary function
symbols fr for the r 2 J , and T be the extension of Th.R/ by the universal closures
of the following formulas:

P1. For each r 2 J ,

Œ.x D 0_x < 0/ ! fr.x/ D 0�^Œ.0 < x^0 < y/ ! fr.xy/ D fr.x/�fr .y/�;

P2. For each r 2 J >0, 1 < x ! 1 < fr.x/.
P3. For each r; s 2 J , frs.x/ D fr.fs.x// ^ frCs.x/ D fr.x/ � fs.x/.
P4. For each r 2 J , a formula 'r.x; y/ ! y D fr.x/, where 'r is an L-formula

that defines the graph of xr �Œ1; 2� in R.
P5. 0 < x ! f0.x/ D 1 ^ f1.x/ D x.

Evidently, RJ � T by interpreting fr as xr for r 2 J . We are going to show that
T axiomatizes RJ by showing that T is complete. Our first goal is to show that T

admits QE relative to Th.R/. Next is the key technical lemma.

5.1. Suppose that R admits QE and is 8-axiomatizable. Let A ¨ B � T and
B0 
 A be jBjC-saturated. Then there exists D � T with A ¨ D � B such that
D embeds over A into B0.

We have some preliminary work to do, beginning with some easy (proofs are left
to the reader) consequences of ordered field properties and P1–P5.

5.2. Let A � T .

• For all r 2 K , fr�A>0 D xr �A>0.
• For all r 2 J �, fr�A>0 is an automorphism of the multiplicative group A>0,

with compositional inverse f1=r �A>0. If r > 0, then fr is strictly increasing. If
r < 0, then fr is strictly decreasing.

• If a 2 A>0 and s D Pn
iD1 ri si with ri 2 K and si 2 J for i D 1; : : : ; n, then

fs.a/ D Qn
iD1 fri .fsi .a//.

• If 0 < r < s and a > 1, then fr.a/ < fs.a/.
• If r ¤ s and a > 0, then fr.a/ D fs.a/ iff a D 1.
• The map r:
.a/ WD .r; 
.a// 7! 
.fr.jaj//W J �
.A�/ ! 
.A�/ is well defined,

and 
.A�/ is an ordered J -vector space with this map as scalar multiplication.

We may write ar instead of fr.a/ without ambiguity whenever r 2 J and a > 0.
Both notations will be used according to convenience.
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Note that, as K is a subfield of J , we can also regard 
.A�/ as an ordered
K-vector space; we shall have occasion to do so.

Put UnC.A/ D A>0 \ 
�1.0/: Note that if u 2 UnC.A/ then there is some
nonzero integer k such that 1 � u1=k � 2.

Given B � T , X � B and S � J , we say that X is closed under powers from
S if xs 2 X for all x 2 X and s 2 S .

Given an LJ -structure A, let AL denote the reduct in the syntactic sense of A to
L. Note that if A � T , then AL 	 R.

5.3. Let B � T and A � BL. If there exists P � A>0 such that 
.P / D 
.A/

and pr 2 A for all p 2 P and r 2 J , then A is closed under powers from J and
.A; .xr�A/r2J / � T .

Proof. Since T has a universal axiomatization, it suffices to show that A is closed
under powers from J . Let a 2 A>0. (The result is trivial for a � 0 by definition
of fr .) Then there exists u 2 UnC.A/ and p 2 P with a D up. Let r 2 J .
Since pr 2 A, it suffices to show that ur 2 A. We have some k 2 Z

� such that
1 � u1=k � 2. Since A � BL � Th.R/, we have .u1=k/r 2 A by P4. Thus,
ur D ..u1=k/r/k 2 A. �

5.4. Let A;B � T and �WAL ! BL be an embedding. If there exists P � A>0

such that 
.P / D 
.A/ and �.pr/ D �.p/r for all r 2 J and p 2 P , then � is an
embedding A ! B.

Proof. Let a 2 A>0 and r 2 J . We must show that �.ar/ D �.a/r . Since a D up

as in 5.3, it suffices consider the case that 
.a/ D 0. As before, we then have 1 �
a1=k � 2 for some k 2 Z

�. By P4, we have �.ar/ D �..a1=k/rk/ D �.a1=k/rk D
�.a/rk.1=k/ D �.a/r as required. �

Given M 	 R and X � M , let MhXi denote the substructure of M generated
by X .

5.5. Suppose that:

• M;M0;N;N0 � Th.R/;
• M � N and M0 � N0;
• �0WM ! M0 is an isomorphism;
• X � N and X 0 � N 0 are such that �0 extends to an order-preserving bijection

�1W M [ X ! M 0 [ X 0.

Then there is an isomorphism �WMhXi ! M0hX 0i extending �1.

Proof. By o-minimality, the type of an element x 2 N over M is determined by the
cut that it realizes in M , and similarly for x0 2 N 0 over M0. �

Proof of 5.1. In order to reduce clutter, we shall delete the superscripted � from
expressions like 
.A�/ for ordered fields A.

Suppose that R admits QE and is 8-axiomatizable. Note that substructures of
models of Th.R/ are elementary substructures. Let A ¨ B � T and B0 
 A be
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jBjC-saturated. We must find D � T with A ¨ D � B such that D embeds
over A into B0. We proceed by a trivial case distinction: 
B.A/ D 
B.B/ or

B.A/ ¤ 
B.B/. The overall strategy is the same in both cases, but the tactics
are more involved for the latter.

Suppose that 
B.A/ D 
B.B/. Let x 2 B n A. By saturation, choose y 2 B 0 n A

realizing the same cut in A as x. Put C D ALhxi and C0 D ALhyi. Note thatC � BL

and C0 � B0
L. By 5.5, there is an isomorphism �WC ! C0 fixing A pointwise and

sending x to y. Trivially, 
B.C / D 
B.A/ D 
A.A/ D 
B0.C 0/. By 5.3, C and C0
expand to submodels D and D0 of B and B0. By 5.4, � is an LJ -embedding of D
into B0 over A as desired.

Suppose that 
B.B/ ¤ 
B.A/. Take x 2 B>0 with 
B.x/ … 
B.A/. Choose
y 2 B 0 realizing the same cut in A as x. Fix a K-basis E for J such that 1 2 E .
Put C D ALhxe W e 2 Ei and C0 D ALhye W e 2 Ei. Put P D faxr W a 2 A>0 &
r 2 J g and P 0 D fayr W a 2 A>0 & r 2 J g. As A is closed under powers
from J , so are P and P 0. Observe that 
B.P / D 
B.A/ C J:
B.x/ and 
B0.P 0/ D

B.A/ C J:
B.y/. Thus, it suffices now by 5.3 and 5.4 (and basic algebra) to show
that 
B.C / D 
B.A/ C P

e2E K:
B.xe/, 
B0.C 0/ D 
B0.A/ C P
e2E K:
B0.ye/,

and there is an isomorphism �WC ! C0 fixing A pointwise and sending xe to ye

for all e 2 E . Recall that y satisfies the same cut in A as does x. Hence, the same
is true of the pairs .xe; ye/ with e 2 E , because A is closed under powers from J .
It is easy to see that f
B.xe/ W e 2 Eg is K-linearly independent over 
B.A/ and
f
B0.ye/ W e 2 Eg is K-linearly independent over 
B0.A/ D 
B.A/. The rest of the
argument is now routine via 4.10 and 5.5. �

A useful corollary of the proof of 5.1:

5.6. Let A 	 B 	 RJ and A � B. If Y � B� and 
.Y / is J -linearly independent
over 
.A�/, then Y is definably independent (with respect to Th.RJ /) over A.

(In other words, the conclusion of 4.10 holds with RJ in place of R and J in
place of K .)

Proof of 1.4

(1) Suppose that R has QE and is 8-axiomatizable. We must show that the same is
true of RJ . By 5.1 and general model theory (say, 2.3.9 and 4.3.28 of [7]), T

has QE. Let P be the prime submodel of R (recall that R has definable Skolem
functions) and P be its underlying set. As .P >0; � / is archimedean as an ordered
group, we have ar � P for every a 2 P >0 and r 2 J . (For every a 2 P >0 there
exist b 2 Œ1; 2/\P and k 2 Z such that ar D .br/k .) Thus,P expands naturally
to an LJ -structure that embeds into every model of T . Hence, T is complete,
so RJ has QE and is axiomatized by T . Since R has QE, the formulas 'r in
P4 can be taken to be quantifier free, so that all of the formulas of P1–P5 are
quantifier free. Since R is 8-axiomatizable, so is T , hence also RJ .

(2) Suppose that R is model complete. We must show that the same is true of RS .
Let eR be the expansion of R by all ;-definable Skolem functions. Then eR
has QE and is 8-axiomatizable. By Theorem 1.4.1, eRJ has QE. Since R is
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model complete, its ;-definable Skolem functions are both existentially and
universally definable, so a routine syntactic argument involving “de-nesting” of
terms shows that RJ is model complete. For every r 2 J , both r and xr are

existentially and universally definable in R
S

. (There exist m 2 N, polynomials
p; q 2 KŒx1; : : : ; xm� and s 2 Sm such that p.s/ D rq.s/.) Hence, RS is model
complete.

(3) Let eR be as in the previous paragraph. Since eR has QE and is 8-axiomatizable,
the same is true of .eR; .r/r2R/. (Each real number is determined by its position
in .R; </ relative to Q, and each q 2 Q is ;-definable in R.) By Theorem 1.4.1,
.eR; .r/r2R/J has QE and is 8-axiomatizable. By general model theory (or
see [38, 2.15]), every function ;-definable in .eR; .r/r2R/J is given piecewise by
terms.8 Hence, every function definable in RJ is given piecewise by (iterated)
compositions of functions definable in R and powers from J .

(4) We must show that RJ is polynomially bounded with field of exponents J .
Recall that RJ is o-minimal. After passing to an extension by definitions, we
reduce to the case that R has QE and is 8-axiomatizable.

Suppose that RJ is not polynomially bounded; then it is exponential by
Growth Dichotomy. Let B be a proper elementary extension of RJ . There
exists b 2 B such that b > R. As b and eb are definably dependent (where
ex is interpreted in B), there exists by 5.6 some r 2 K and N 2 N such that
eb � N br , contradicting that there exists k 2 N such that ex > Nxr for all
x > k.

Now we show that RJ has field of exponents J . Let s 2 R be such that xs

is definable in RJ . Let B and b be as before. By arguing as above, we have

.bs/ D 
.br/ for some r 2 K . Then 
.bs�r / D 0, so there exists N 2 N such
that bjs�r j � N . Thus, s 2 J , for if not, there exists k 2 N such that xjs�r j > N

for all x > k, contradicting that bjs�r j � N . �

6 Proof of Theorem 1.7

Let R be o-minimal and polynomially bounded with field of exponents K. Let
N 2 N, GWRN C2 ! R be definable in R, and g be a solution on some ray
.a; 1/ to the differential equation y.N C1/ D G.x; y; y0; : : : ; y.N //. Suppose that
g is definable in an o-minimal expansion eR of R. We must show that there exists
r 2 K such that jg.x/j = expN C1.x

r / is ultimately bounded. (Of course, we can
take r 2 N if desired since we are working over R.) This is obvious if eR is
polynomially bounded, so assume otherwise; then it is exponential by Growth
Dichotomy. Thus, working in the Hardy field eH of eR (recall Sect. 3), it suffices to
take g infinitely increasing and show that �.g/ � �.expN C1.x

r // for some r 2 K .

8That is, if gWRn ! R is definable, then there is a finite F � Tn such that the graph g is contained
in the union of the graphs of the f 2 F .
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As this statement is definability-theoretic, we make some convenient assumptions
about the languages L and eL of R and eR: (i) f<; C; �; �g � L � eL; (ii) L

has constants for all real numbers; (iii) eL has no relation symbols other than <;
and (iv) both R and eR have QE and are 8-axiomatizable (after expanding by
all definable Skolem functions). Let H be the Hardy field of R. Note that eH is
an extension of H as an ordered differential field. For an n-ary function symbol
F of eL and f1; : : : ; fn 2 eH, let F.f1; : : : ; fn/ denote the germ of the function
F ı.f1; : : : ; fn/; then F.f1; : : : ; fn/ 2 eH. It follows that H and eH (as ordered rings)
expand naturally to L-structures, with R � H � eH. Let H be the L-substructure of
eH generated by H [ fg.k/ W k � N g; then g 2 H� and R � H � H � eH. We will
show that for every f 2 H� there exists r 2 K such that �.f / � �.expN C1.x

r // to
finish.

We now show that the underlying ring of H is a Hardy field. Let f 2 H�. We
must show that both 1=f and f 0 belong to H. There exist: n 2 N; a1; : : : ; an 2 H;
and F WRnC1CN ! R definable in R such that f D F.a1; : : : ; an; g.0/; : : : ; g.N //.
Since a1; : : : ; an are germs of functions definable in R, we may take n D 1 and
a1 D x by replacing F with

.y1; : : : ; yN C2/ 7! F.a1.y1/; : : : ; an.y1/; y2; : : : ; yN C2/:

The function

.y1; : : : ; yN C2/ 7!
(

1=F.y1; : : : ; yN C2/; F .y1; : : : ; yN C2/ ¤ 0

0; F.y1; : : : ; yN C2/ D 0

is definable in R, so 1=f 2 H. By cell decomposition, there is a C 1-cell C � R
2CN

such that F �C is C 1 and the curve .x; g.0/; : : : ; g.N // ultimately lies in C . If C is
open, then ultimately f 0 D H.x; g.0/; : : : ; g.N //, where

H.y1; : : : ; yN C2/ D rF.y1; : : : ; yN C2/ � .1; y2; : : : ; yN C2; G.y1; : : : ; yN C2//:

Since H is definable in R, we have f 0 2 H. The case that C is not open is left as an
exercise. (Hint: Every C 1-cell is definably C 1-diffeomorphic to an open C 1-cell.)

We now show that H, H and eH are models of Th.R/. By QE and 8-axiomatiz-
ability of R, substructures of models of Th.R/ are elementary substructures, so it
suffices to show that eH � Th.R/; for this, it suffices by 8-axiomatizability of R
to show that every universal eL-sentence true in eR is true in eH. Let '.v1; : : : ; vn/

be a quantifier-free eL-formula such that eR � 8v1 : : : vn'. Let f1; : : : ; fn be unary
functions definable in eR. Then eR � 8x'.f1.x/; : : : ; fn.x//, so eH � '.f1; : : : ; fn/.
Hence, eH � 8v1 : : : vn'.

Now, H is closed under powers from K , so �.H�/ is a K-linear space. As we
already know that �.H�/ D K:�.x/ by Growth Dichotomy, it follows from 4.10
and the previous paragraph that the K-linear dimension of �.H�/ is at least 1 and at
most N C 2.
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Let f0 2 H�. We show there exists r 2 K such that �.f0/ � �.expN C1.x
r //.

(Aside: We shall actually need only that H is a Hardy field extending Q.x/ that is
closed under powers from K and dimK �.H�/ � N C 2.) It suffices to consider the
case that f0 is infinitely increasing.

If �.f 0
0 =f0/ � �.1=x/, then �.log f0/ � �.log x/ by l’Hôpital, so there exists

r 2 K such that �.f0/ � �.xr / D �.exp0.x
r //, and we are done. So assume that

�.f 0
0 =f0/ < �.1=x/. By 3.5 and 3.6, there exists f1 2 H� such that f 0

1 � f 0
0 =f0, that

is, f1 � log f0. Observe that �.f0/ and �.f1/ are K-linearly independent (indeed,
R-linearly independent).

If �.f 0
1 =f1/ � �.1=x/, then by arguing as before there exists r 2 K such that

�.f1/ > �.xr/. By increasing r , we have �.f0/ � �.exr
/ D �.exp1.x

r //, and
we are done. So assume that �.f 0

1 =f1/ < �.1=x/. By arguing as before, there exists
f2 2 H� such that f2 � log f1 � log log f0; then f�.f0/; �.f1/; �.f2/g is K-linearly
independent.

Continuing in this fashion, we obtain m � N C1 and f1; : : : ; fm 2 H� such that
fm � log fm�1 � � � � � logm f0 and �.fm/ � �.xs/ for some s 2 K . Hence, there
exists r 2 K such that �.f0/ � �.expm.xr // � �.expN C1.x

r // as required. (We
leave the details to the reader.) �

7 Suggestions for Further Study

We have only scratched the surface in these notes.
For a proper introduction to Hardy fields, I strongly recommend the papers

[19–22] by Rosenlicht.
With just a little extra work (primarily, pinning down what should be the

definition of power function), the growth dichotomy can be extended to O-
minimal expansions of arbitrary ordered fields; see [11] for details. An even further
extension to o-minimal expansions of arbitrary ordered groups is due to Miller and
Starchenko [15], but its statement and proof are considerably more involved.

The literature on analytic-geometric properties of o-minimal expansions of R is
now quite extensive; [34] is a good start.

See van den Dries and Speissegger [37] for a more definability-theoretic
approach to (parts of) Theorem 1.4, and [35,36] for some other interesting examples
of polynomially bounded o-minimal expansions of R.

See [6] for a more elaborate statement of Theorem 1.7, and [14] for an
exponential analogue.

One might wonder about polynomially (or exponentially) bounded expansions of
R that are not o-minimal, but it turns out that such structures are “almost o-minimal”
in a way that can be made precise; see [3, 13] for details.

We close with just a few open questions.
If K ¤ Q and is a subfield of R, then QE fails for .R; .r/r2K; ..1 C x2/r /r2K/

by 4.7. Does QE fail for R
K

? (Careful!)
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Let R be o-minimal and polynomially bounded with field of exponents K ¤R.

1. Does .R; xr�Œ1; 2�/ have field of exponents K for some r 2 R n K?
2. Does .R; xr�Œ1; 2�/ have field of exponents K for every r 2 R n K?
3. Does .R; .xr�Œ1; 2�/r2RnK/ have field of exponents K?
4. Does .R; exp �Œ0; 1�/ have field of exponents K?

Evidently, (4))(3))(2))(1). Does (1))(2)? Does (2))(3)? Does (3)) (4)? Is
there any proper subfield K of R—in particular, K D Q—for which any of the
above can be answered?
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Abstract I present the method of constructing o-minimal structures based on local
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Introduction

The notion of o-minimal structure was introduced by van den Dries as a convenient
framework for the resolution of Hilbert’s 16th problem [21]. Since then, various
methods have been designed to prove that a given family of functions is definable in
such a structure. The goal of these notes is to summarize one of these methods, and
to recall several situations where it has been used successfully.

Among the techniques involved in proving o-minimality are establishing
quantifier elimination or model completeness; famous examples of these are
the Tarski-Seidenberg theorem for semi-algebraic sets and Gabrielov’s theorem
of the complement for globally subanalytic sets, respectively. Both techniques
lead to o-minimality once finiteness of the number of connected components of
quantifier-free definable sets is established. For example, finiteness properties
proved by Khovanskii imply o-minimality of the structure Rexp via Wilkie’s model
completeness result [25], and they lead to o-minimality of the structure .Ran; exp/

via van den Dries, Macintyre and Marker’s quantifier elimination result [24].
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Van den Dries and Speissegger [23] developed a method to establish model
completeness and o-minimality of the structure generated by real Gevrey functions
(which are a subtle generalization of the functions introduced by Tougeron [20]).
The outline of their method is an adaptation of a classical scheme, based on the
following properties :

1. A nonzero Gevrey function admits a nonzero asymptotic expansion at the origin,
which is a formal power series. This property is usually called quasianalyticity.
Hence a nonzero Gevrey function admits a Newton polyhedron.

2. After a convenient blowing-up, the Newton polyhedron of a given function
becomes simpler. In particular, the function may become analytic in at least one
variable.

3. If a Gevrey function is analytic and regular in one variable, then Weierstrass
preparation holds.

These properties allow one to prove that every existentially definable set can be
described as a finite union of projections of quantifier-free definable sets with “small
frontier”. A generalization of the arguments involved in the proof of Gabrielov’s
theorem of the complement for subanalytic sets then leads to model completeness.

Having in mind to extend the former arguments to other families of functions,
let us examine them more carefully. The important starting point of this strategy
is the quasianalyticity property, which establishes, for every integer n � 0, a kind
of dictionary between the Gevrey functions in n variables and a subalgebra of the
algebraR ŒŒX1; : : : ; Xn��. Hence, the algebraic operations (such as blowings-up) that
simplify the formal series also simplify the corresponding function. This approach
naturally leads us to wonder what the relationship between quasianalyticity and
o-minimality may be.

Second, Weierstrass preparation does not hold in general in the quasianalytic
framework. Fortunately, it turns out that Weierstrass preparation is only a way to
accelerate the simplification process. It can be replaced by a refinement of the
blowing-up process, called (local) normalization. (Throughout this paper, we shall
omit the word “local” in this context, as no other kind of normalization is discussed.)
In a first step, this process is purely formal; that is, it is applied only to formal
power series. It implicitly uses the closure property of the rings of power series
under some classical operations, such as composition and partial differentiation.
The normalization process then transfers to the functions, thanks to quasianalyticity,
under the assumption that we work with quasianalytic classes closed under the same
operations.

This approach, first suggested by van den Dries, has been described in detail
by Speissegger, Wilkie and the author of these notes in [17]. It is applied to
the structures generated by so-called Denjoy-Carleman classes, in order to give a
negative answer to the following questions:

1. Does every o-minimal expansion of the real field admit analytic cell
decomposition?

2. Is there a “largest” o-minimal expansion of the real field?
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In these notes, we give some explanations of the normalization process
mentioned above, its relationship with o-minimality, and its application in various
contexts. The reader should be aware that we do not have in mind a coarse statement
such as “quasianalyticity implies o-minimality”. In Sect. 1, after having recalled a
few classical definitions, we give an explicit example of a function that generates
a quasianalytic algebra but is not definable in any o-minimal expansion of the real
field. The underlying ideas of the generalized version of Gabrielov’s theorem of
the complement are described in Sect. 2. The normalization of formal power series
is explained in Sect. 3. The o-minimality of the structures generated by convenient
quasianalytic classes is proved in Sect. 4. Finally, several applications of the above
techniques are given in Sect. 5.

Finally, let us recall a few classical notations and definitions. Let F be a
collection of functions f WRm ! R, for various m 2 N. The structure generated by
F is the smallest collection SF of subsets of the spaces Rn, n 2 N, which contains
the singletons of R, the diagonals, the graphs of addition, multiplication and of
all functions in F , and which is closed under finite boolean operations, cartesian
products and taking coordinate projections. It is an elementary exercise in predicate
logic to see that a set A � R

n belongs to SF if and only if A is definable (with
parameters) in the first-order expansion RF D �

R; <; C; �; 0; 1; .f /f 2F
�

of the
real field, and we shall in general use the latter terminology. Correspondingly, a map
f W A ! R

n is definable in RF if its graph is definable in RF . The structure RF
is model complete if every definable set is existentially definable; in the geometric
terminology above, this means that SF is also generated by F without using the
complement operation. Finally, the structure RF is o-minimal if every subset of Rn

that is definable in RF has finitely many connected components.
Among the now classical examples of o-minimal structures, let us mention the

real field R;, whose definable sets are exactly the sermialgebraic sets (Tarski-
Seidenberg); the structure Ran generated by all restricted analytic functions [6];
and the structure RPfaff generated by all pfaffian functions [26]. If F is a collection
of functions, the structure generated by all restricted analytic functions and the
elements of F is denoted here by Ran;F .

1 Quasianalyticity Does Not Imply O-minimality

Let O2 denote the algebra of real analytic germs at the origin of R
2. In this

section we give an example of a solution f W .0; "/ ! R, with " > 0 and
limx!0 f .x/ D 0, of a polynomial differential equation such that the algebra
Af D fF .x; f .x// ; F 2 O2g of germs of real functions at 0C is quasianalytic
(and hence the curve f.x; f .x// ; x 2 .0; "/g is non-oscillating), but the structure
RF is not o-minimal. By quasianalytic, we mean here that every nonzero element
of Af has a nonzero asymptotic power series expansion at the origin. By non-
oscillating, we mean that Af is a linearly ordered set of germs.
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In order to construct the function f , we first consider Euler’s classical differential
equation x2y0 D y�x and fix one of its solution gW .0; "/ ! R. It is well known that
g admits the asymptotic expansion

^

g .x/ D P
n�0 nŠxnC1 at the origin. Moreover,

g being a pfaffian function, the structure Rg is o-minimal [26]. Consider now the
function f W .0; "/ ! R defined by f .x/ D g .x/ C exp

�� 1
x

�
sin
�

1
x

�
. Hence f

is obtained from g by adding a flat oscillating term. Despite the oscillating nature
of the perturbation, the algebra Af is quasianalytic: indeed, every nonzero element

F .x; f .x// of Af admits at the origin the asymptotic expansion F.x; Of .x// D
F .x; Og .x//. As it follows from Puiseux’s theorem that every formal power series
Oh .x/ satisfying F

�
x; Oh .x/

� D 0 actually converges, we have F .x; Og .x// ¤ 0.
Hence Af is quasianalytic. One immediately deduces that f is non-oscillating:
for each nonzero element h of Af , there exist c 2 R and n 2 N such that
limx!0C h .x/ =cxn D 1.

We prove that Rf is not o-minimal by constructing an oscillating function using
definable operations. The idea is to “kill” the principal part g of f : indeed, since g

is a solution of the Euler equation, we get

x2f 0 � f C x D � exp

�
� 1

x

�
sin

1

x
I

since f 0 is definable in Rf , it follows that the latter is not o-minimal.
We remark that, while f is a solution of a polynomial differential equation

(exercise), it follows from [26] and the above that f is not definable in the structure
RPfaff generated by the pfaffian functions; in particular, f is not pfaffian.

Remark 1.1. 1. Non-oscillation is implied by, but is obviously not equivalent to,
quasianalyticity. For example, by Khovanskii, the curve f.x; exp .�1=x// ; x > 0g
is non-oscillating; however, the algebra fF .x; exp .�1=x/// ; F 2 O2g is clearly
not quasianalytic.

2. We already mentioned that the structure Rg is o-minimal. However, Wilkie’s
general result on pfaffian functions does not give any information on the possible
model completeness of this structure. Moreover, while the formal series Og is
Gevrey, the function g itself is not a Gevrey function in the terminology of
[23]. Indeed, the o-minimality of Ran;g is not a consequence of [23]; instead,
it was proved by Schaefke, Sanz and the author in [18] based on the construction
discussed here. (We also refer the reader to the notes written by F. Sanz in this
volume.)

3. In the above example, Rf is not o-minimal because some definable operations
(that kill g, but not f ) produce an oscillating result. This suggests two possible
ways to construct a pair of o-minimal expansions of the real field that do not
admit any common o-minimal expansion:

• First method: find a function g with a divergent asymptotic expansion and
a flat oscillating term " such that g and f D g C " vanish under the same
definable operations. Such an example, where f and g are indeed solutions of
the same linear differential equation, is given in [18], and explained without
details in Sect. 5.



Construction of O-minimal Structures from Quasianalytic Classes 75

• Second method: find a “sufficiently transcendental” function g, in the sense
that, say, g does not satisfy any definable relation over Ran (i.e., any globally
subanalytic relation). An example of such a function (or more precisely of a
germ of such a function) is built by Le Gal and the author in [12], and by Le
Gal alone in [11]. In particular, this function is not solution of any (nontrivial)
analytic differential equation. Once such a function g is constructed, we
consider again f D g C ", for some flat oscillating term ".

The example given in this section illustrates the following: the quasianalyticity
of the algebra Af does not imply the o-minimality of the structure Rf . On
an intuitive level, this is not surprising: since o-minimality means finitely many
connected components for every definable set, the algebraic and quasianalytic
properties of Af alone are not sufficient to imply this. Hence we are naturally led
to only consider a family of quasianalytic algebras rich enough for this task. For
instance, one might guess that these algebras need to be closed under the operations
classically involved in differential geometry. Rather than “quasianalyticity implies
o-minimality”, we prefer “quasianalyticity of a sufficiently rich family of algebras
implies o-minimality”.

2 Gabrielov Property, Model Completeness
and O-minimality

2.1 Gabrielov Property

The content of this section, for which the main references are [22, Sect. 2], and
[2, Sect. 3], is independent of the notions and methods mentioned above, such as
quasianalyticity or normalization. We describe a widely used geometric test which
implies model completeness and o-minimality. The proofs given or sketched in this
section are not used in the sequel.

In this section, we have to deal with coordinate projections of sets. Given m � n,
we denote by …n

mWRn ! R
m the projection on the first m coordinates. If � 2

f1; : : : ; ngm is a strictly increasing sequence, we let …n
�WRn ! R

m be the projection
defined by …n

� .x1; : : : ; xn/ D �
x�.1/; : : : ; x�.m/

�
. Hence …n

� is a linear projection
onto an m-dimensional coordinate subspace of Rn. In general, n being clear from
context, we will just write …m for …n

m and …� for …n
�.

We mentioned, in section “Introduction”, the role played by sets with “small
frontier”. We define the frontier of a set A � R

n by fr .A/ D A n A, where A is the
topological closure of A. Roughly speaking, the condition of having small frontier
is intended to avoid classical oscillating phenomena. For example, the frontier of
the oscillating curve :

��
x; sin

�
1

x

��
W x > 0

�
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is the segment f.0; y/ W y 2 Œ�1; 1�g. In the same spirit, a trajectory of a plane vector
field that admits a limit cycle as its !-limit set is an oscillating object whose frontier
(the limit cycle) is not small.

In order to give a precise meaning to this notion of small frontier, we introduce a
notion of dimension. We call manifold a non empty embedded smooth (of class C1)
submanifold of Rk (for some k 2 N) everywhere of the same dimension dim .M /.
The manifolds considered in [22] are analytic. However, all the results of this section
hold in the smooth framework as well. We say that a set S � R

k has dimension if
S is a countable union of manifolds. In that case, we put

dim .S/ D max fdim .M / W M � S is a manifoldg

if S is nonempty, and dim .;/ D �1.

Remark 2.1. 1. Let n � m; if S � R
m has dimension, the same is not necessarily

true for …m .S/ (exercise). However, if S and …m .S/ both have dimension, then
dim .S/ � dim .…m .S//.

2. We have seen above that the frontier of a manifold A may not be small: it may
even happen that dim .fr .A// is greater than dim .A/.

For each n 2 N, we let ƒn be a collection of bounded subsets of Rn, and let
ƒ D .ƒn/n2N. We call the elements of ƒ the ƒ-sets. A set E � R

m is a sub-ƒ-set
if there are n � m and a ƒ-set A 2 ƒn such that E D …m .A/. A ƒ-manifold (resp.
sub-ƒ-manifold) is a ƒ-set (resp. a sub-ƒ-set) that is at the same time a manifold.
For example, in the classical framework of analytic geometry, we would take the
ƒ-sets to be the bounded semianalytic sets.

Definition 2.2. A set A � R
n has the ƒ-Gabrielov property if for each m � n there

are connected sub-ƒ-manifolds B1 � R
nCq1 ; : : : ; Bk � R

nCqk , where q1; : : : ; qk 2
N, such that

…m .A/ D …m .B1/ [ � � � [ …m .Bk/

and for each i D 1; : : : ; k we have:

(G1) fr.Bi / is contained in a closed sub-ƒ-set Di such that Di has dimension and
dim .Di / < dim .Bi /;

(G2) dim .Bi / � m and there is a strictly increasing � 2 f1; : : : ; mgd with d D
dim .Bi / such that …�jBi W Bi ! R

d is an immersion.

We recognize in (G1) the condition of “small frontier”. It is instructive to
compare this with the analytic situation: the Fiber-cutting Lemma [2, Lemma 3.6],
states that, if A � R

n is a bounded semianalytic set, then there are finitely many
smooth semianalytic sets Bi � A such that:

1. …m .A/ D …m .
S

Bi /;
2. The restriction …mjBi W Bi ! R

m is a immersion for every i ;
3. The subspaces …m .TxBi /, for x 2 Bi and every i , have a common complement

in R
m.
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This fiber-cutting lemma implies that all bounded semianalytic sets have the
ƒ-Gabrielov property (where ƒ is the collection of all bounded semianalytic sets)
where, for all i in Definition 2.2, qi D 0, Bi � A, and Di D fr .Bi / is a semianalytic
set. The fact that the sets Di are semianalytic and that dim .Di / < dim .Bi / is not
obvious, but follows from the study of the general geometric properties of these
sets due to Łojaciewicz [13]. It may happen that the knowledge of the geometric
properties of the ƒ-sets (which play in general the role of quantifier free definable
sets) is a priori pretty poor, but it can be improved via a blowing-up process.
Therefore, although the general ƒ-Gabrielov property may look a bit cumbersome,
it offers greater flexibility in the study of various classes of functions.

We can now state the main result of this section, which describes the geometric
test needed for the applications in Sect. 5.

Theorem 2.3 ([22, Corollary 2.9]). Assume that, for every A; B 2 ƒn and
n 2N,

1. frg 2 ƒ1 for all r 2 I and the sets

˚
.x; y; z/ 2 I 3W x C y D z

�
and

˚
.x; y; z/ 2 I 3W xy D z

�

belong to ƒ3;
2. ; and I n belong to ƒn, and for each pair .i; j / with 1 � i < j � n the diagonal

�ij D ˚
x 2 I nW xi D xj

�
as well as �c

ij belong to ƒn;
3. A [ B and A \ B belong to ƒn;
4. I � A and A � I belong to ƒnC1;
5. A has the ƒ-Gabrielov property.

Then the expansion Rƒ D .R; <; 0; 1; C; �; �; ƒ/ of the real field by all ƒ-sets is
model complete and o-minimal.

The main argument in the proof of this theorem is the model completeness of the
expansion Iƒ D .I; .A/A2ƒn;n2N/ of the interval I D Œ�1; 1�; see Sect. 2.2. A few
routine arguments then allow us to conclude in Sect. 2.3.

2.2 Model Completeness of Iƒ

We suppose in this subsection that the family ƒ satisfies hypothesis 2.–5. of
Theorem 2.3. It is worth noting that every sub-ƒ-set has only finitely many
connected components, which are themselves sub-ƒ-sets. Indeed, according to the
ƒ-Gabrielov property, each sub-ƒ-set E D …m .A/ is equal to a finite union
…m .B1/[� � �[…m .Bk/ where the Bi ’s are connected sub-ƒ-sets. We are therefore
not far from being convinced that, in this situation, “model-completeness implies
o-minimality”.

The model completeness of Iƒ is an easy corollary of the next two statements
(see Corollary 2.6 below).
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Lemma 2.4 ([22, Lemma 2.5], [2, Lemma 3.9]). Suppose that for a certain d the
complement of each sub-ƒ-set in I d is a sub-ƒ-set. Let � 2 f1; : : : mgd be strictly
increasing. Let E be a sub-ƒ-set in I m and suppose there exists M 2 N such thatˇ̌
E \ …�1

� .x/
ˇ̌ � M for all x 2 I d : Then the complement Ec of E in I m is also a

sub-ƒ-set.

Proof (Sketch of proof). For simplicity, we may assume that � .i/ D i for each
i , so that …� D …d . For x 2 I d , write Ex for E \ …�1

� .x/. For k 2 N,
the set Ck D ˚

x 2 I d W jEx j � k
�

is a sub-ƒ-set in I d . Hence the set Dk D˚
x 2 I d W jEx j D k

� D Ck n CkC1 is a sub-ƒ-set. Obviously Ec is the union of
the sets …�1

d

�
Dc

k

� n E , for k D 0; : : : ; M . Finally, …�1
d

�
Dc

k

� n E is the set of pairs
.x; y/ 2 I d �I m�d such that y is different from the k elements of Ex . This formula
defines Ec as a sub-ƒ-set. (We leave the details of this proof as an exercise.) �

Theorem 2.5 ([22, Theorem 2.7]). If E � I m is a sub-ƒ-set, then Ec � I m is a
sub-ƒ-set.

Proof. By induction on m (the case m D 0 is clear). Let m > 0 and assume that
the theorem holds for d < m. Let E � I m be a sub-ƒ-set. Hence E is the linear
projection of a ƒ-set B . Thanks to the ƒ-Gabrielov property, we may suppose that
B is a connected sub-ƒ-manifold B � R

n, where m � n, and that B has the
following properties:

1. fr.B/ is contained in a closed sub-ƒ-set D � I n such that D has dimension and
dim .D/ < dim .B/.

2. dim .B/ D d � m, and there exists a strictly increasing � 2 f1; : : : mgd such
that …�jBW B ! R

d is an immersion onto F D …� .B/ D …m
� .E/.

Since …mjB and …�jB have constant rank d we have, in particular, that dim .B/ D
dim .E/ D dim .F / D d . The proof is divided in two cases:

1. The “small” case, where d < m, which leads to the hypothesis of Lemma 2.4.
2. The “large” case, where d D m, where Ec is proved to be the union of the

complement of a sub-ƒ-set contained in …m .D/ (which falls under the “small”
case) and certain connected components of …m .D/c .

Case 1. d < m. We claim there exists M 2 N such that
ˇ
ˇ
ˇ
�
…m

�

��1
.x/ \ E

ˇ
ˇ
ˇ � ˇ

ˇ…�1
� .x/ \ B

ˇ
ˇ � M

for all x 2 I d : The only non-obvious inequality is the one on the right. Note that
…�jB W B ! R

d is a local homeomorphism. Put Bx D …�1
� .x/ \ B for x 2 I d .

We divide I d into two sets: a “small” set G D …� .D/, which is a closed sub-ƒ-
set of dimension less than d , and Gc . Since every neighborhood of every point of
G contains some points of Gc , it is enough to prove the result for x 2 Gc . For
such an x, it is enough to notice that the map …�jB\…�1

�
.Gc /W B \ …�1

� .Gc/ !
Gc is proper (hence, being a local homeomorphism, it is a topological covering
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map). Indeed, if K � Gc is compact and .uk/k 2 B \ …�1
� .K/ converges to

u 2 I n, then clearly u 2 …�1
� .K/, and u 2 B (otherwise, u would belong to frB ,

so …� .u/ 2 G; contradicting …� .u/ 2 K). Hence jBx j takes a constant finite value
on each component of Gc . By the inductive assumption, Gc is a sub-ƒ-set, which
has therefore only finitely many connected components. The claim is proved, and
Case 1 is a consequence of Lemma 2.4.

Case 2. d D m. The projection …mjB is a local homeomorphism; hence …m .B/

is open in R
m: Since …m .D/ is a (closed) sub-ƒ-set of dimension less than m,

.…m .D//c is a sub-ƒ-set by Case 1. Now note that

Ec D .…m .B//c D .…m .B [ D//c [ .…m .D/ n .…m .B/ \ …m .D/// :

Morover, since .…m .B [ D//c D .…m .B//c \ .…m .D//c , …m .B/ is open and
B [ D is compact, it follows that .…m .B [ D//c is open and closed in .…m .D//c

and is, therefore, a sub-ƒ-set. Since

dim .…m .B/ \ …m .D// < m;

we now conclude by Case 1. �

Corollary 2.6. The structure Iƒ is model complete. Its definable sets are exactly
the sub-ƒ-sets contained in I n, for n 2 N.

Proof. It is clear that the sub-ƒ-sets are existentially definable in Iƒ. So it suffices
to prove that every subset of I n definable in Iƒ is a sub-ƒ-set: it follows from
Theorem 2.5 that the collection Sƒn of sub-ƒ-sets of I n, for n 2 N, is a boolean
algebra. Moreover, the hypotheses of Theorem 2.3 imply that each Sƒn contains
the diagonals �ij , for 1 � i < j � n, and that, if A 2 Sƒn, then A � I and I � A

belong to SƒnC1. Finally, if B 2 SƒnC1, then …n .B/ 2 Sƒn. �

2.3 From Model Completeness to O-minimality

We can now finish the proof of Theorem 2.3. For n 2 N, the map �nWRn ! I n

is defined by �n.x1; : : : ; xn/ D �
x1=

q
1 C x2

1; : : : ; xn=
p

1 C x2
n

�
. Let †n be the

collection of all sets A � R
n such that �n .A/ is a sub-ƒ-set. The sets of †n are

clearly existentially definable in Rƒ: In order to prove the model completeness (and
hence the o-minimality, because of the finiteness property of sub-ƒ-sets) of Rƒ, it
remains to prove that the basic relations of Rƒ are definable in the structure R† D
.R; .A/A2†n;n2N/.

Corollary 2.6 implies that every set A � R
n that is definable in R† actually

belongs to †n. Since classical arguments show that the graphs of addition and
multiplication in R

3 belong to †3, the proof is done.
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Corollary 2.7. Under the hyotheses of Theorem 2.3, a set A � R
n is definable in

Rƒ if and only if �n .A/ is a sub-ƒ-set. �

3 Normalization of Formal Power Series

In this section, we explain the main steps of a normalization algorithm, the goal
of which is to simplify formal power series via certain transformations. This
process is mostly based on blowings-up. While inspired by Hironaka’s theorem
of resolution of singularities [9], our purpose (namely, to prove o-minimality and
model completeness for certain quasianalytic classes) does not need the complete
strength of the latter; the algorithm presented here is much simpler. For example,
whereas the codimension of the centers of blowings-up may vary in the general
method, it will always be equal to 2 in our process.

The material of this section mostly comes from [17, Sect. 2]. Our goal is not
to repeat, or rephrase, the details of this paper. It is to make its reading easier by
describing the main ideas in small dimensions (n D 2; 3). The method developed in
[17] consists in associating, to each power series, an invariant that strictly decreases
at each step and that is minimal exactly for the so-called normal power series (see
Definition 3.1 below). Note that a complete proof of Hironaka’s theorem controlled
by such an invariant can be found in [3].

The role of our invariant is to measure “how far a series is from being normal”.
We do not give the formal definition of this invariant, which is a bit intricate. We pre-
fer to explain, in a more intuitive way, how the series are simplified by blowings-up.

We recall in a first subsection the geometric definition of blowing-up. Although
this definition is too general for these notes, it throws light on the terminology of
this section, which would be purely technical and arid without it. We explain in
the next subsection the normalization procedure in two variables. Most of the ideas
underlying the process in any dimension already appear in this case. In view of the
geometric applications of Sect. 4, the closure properties of the algebras of power
series under some specific operations are emphasized. Then the general statement
is given, without proof, in the next subsection. Finally, the normalization process
in three variables is described in the last subsection. The explanations given in this
case should make the formalism of [17] more natural.

In order to define what is actually meant by a normal series, we introduce the
following notation. Let X D .X1; : : : ; Xn/ and r D .r1; : : : ; rn/ 2 N

n. We write Xr

for X
r1

1 � � � Xrn
n .

Definition 3.1. A series f 2 R ŒŒX�� is called normal if f .X/ D Xr � U .X/ with
r 2 N

n and U 2 R ŒŒX�� is a unit.
A finite set ff1; : : : ; fl g � R ŒŒX�� of series is normal if fk .X/ D Xrk � U .X/,

with rk 2 N
n and Uk is a unit for each k, and if the set of monomials fXr1; : : : ; Xrl g

is linearly ordered by divisibility.
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Remark 3.2. Consider a C1 germ f at the origin ofRn such that f .x/ D xr �U .x/,
where x D .x1; : : : ; xn/ 2 R

n, r D .r1; : : : ; rn/ 2 N
n and U is a C1 germ at the

origin of Rn such that U .0/ ¤ 0. Then the zero set of f is the germ at 0 of the
intersection of all sets fxi D 0g such that ri ¤ 0. This explains the terminology
“normal”, which has its origin in the geometric terminology “normal crossings”.

3.1 Geometric Definition of Blowing-Up

We recall the definition of blowing-up as found in [2, Sect. 4] (among many other
possible references; see also F. Cano’s notes in this volume).

3.1.1 Blowing-Up of an Open V � R
m with Center f0g

Let Pm .R/ be the real projective space of dimension m. Consider an open
neighborhood V of 0 in R

m. The blowing-up of V with center f0g is the mapping
� W V 0 ! V , where

V 0 D f.x; `/ 2 V � Pm�1 .R/ W x 2 `g

defined by � .x; `/ D x. Hence ��1 .0/ D Pm�1 .R/. This proper map restricts to a
homeomorphism V nPm�1 .R/ ! V nf0g. In order to express � in local coordinates,
we introduce the affine coordinates x D .x1; : : : ; xm/ of Rm, and the homogeneous
coordinates � D Œ�1; : : : ; �m� of Pm�1 .R/. Then

V 0 D ˚
.x; �/ 2 V � Pm�1 .R/ W xi �j D xj �i for i; j D 1; : : : ; m

�

can be covered by the coordinate charts V 0
i D f.x; �/ 2 V 0W �i ¤ 0g, i D 1; : : : ; m,

with coordinates .xi1; : : : ; xim/ defined for each i by

xii D xi ; and xij D �j

�i

for j ¤ i:

In these local coordinates, � is given by

�W .xi1; : : : ; xim/ 7�! .x1; : : : ; xm/ ; with xj D
(

xii xij if j ¤ i;

xi i if j D i:
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3.1.2 Blowing-Up of an Open Set V � W � R
m � R

n�m with Center
f0g � W � R

n

Suppose that n > m and that W is an open subset of Rn�m. We still consider an
open neighborhood V of 0 2 R

m. The blowing-up of V � W with center f0g � W

is the mapping � � idW V 0 � W ! V � W , where �W V 0 ! V is the blowing-up of
V with center f0g.

3.1.3 Blowing-Up of a Manifold with Center a Submanifold

Let M be a real analytic manifold of dimension n and Y be a closed analytic
submanifold of M of codimension m. Let U � M be an analytic chart with
coordinates given by an analytic isomorphism 'W U ! V � W , where V; W are
open neighborhoods of the origins in R

n;Rn�m respectively, such that ' .Y \ U / D
f0g � W . Let �0W V 0 ! V be the blowing-up of V with center f0g. The blowing-up
of M with center Y is a proper analytic mapping �W M 0 ! M such that:

1. � restricts to an analytic isomorphism M 0 n ��1 .Y / ! M n Y ;
2. There is an analytic isomorphism ' 0W ��1.U / ! V 0 � W such that the following

diagram commutes :

��1.U /
'0

��

�

��

V 0 � W

�0�id

��
U

'
�� V � W

These two conditions define � uniquely, up to an isomorphism of M 0 commuting
with � .

Example 3.3. 1. Blowing-up of R3 with a codimension 3 center. The blowing-up of
R

3 with center f0g is the mapping

�W V 0 D f.x; `/ 2 V � P2 .K/ W x 2 `g ! R
3

defined by � .x; `/ D x. Denote by .x; y; z/ the affine coordinates of R3, and
ŒX; Y; Z� the homogeneous coordinates of P2 .R/. Consider, for example, the
chart V1 D f..x; y; z/ ; ŒX; Y; Z�/ 2 V 0W X ¤ 0g, equipped with the coordinate
system .u1; v1; w1/ defined by

u1 D x; v1 D Y

X
; w1 D Z

X
:

Then � is given in these coordinates by
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� .u1; v1; w1/ D .u1; u1v1; u1w1/ D .x; y; z/ :

Obviously, if .u2; v2; w2/ are the coordinates in the chart

V2 D ˚
..x; y; z/ ; ŒX; Y; Z�/ 2 V 0W Y ¤ 0

�
;

then � .u2; v2; w2/ D .u2v2; v2; w2v2/, and if .u3; v3; w3/ are the coordinates
in the chart V3 D f..x; y; z/ ; ŒX; Y; Z�/ 2 V 0W Z ¤ 0g, then � .u3; v3; w3/ D
.u3w3; v3w3; w3/.

2. Blowing-up of R3 with a codimension 2 center. Let Y � R
3 be the axis given by

the equations fx D 0; y D 0g. The blowing-up of R3 with center Y is actually
the blowing-up � of R2 � R with center f0g � R. In the chart

V1 � R D ˚
...x; y/ ; ŒX; Y �/ ; z/ W ..x; y/ ; ŒX; Y �/ 2 V 0W X ¤ 0

�
;

equipped with the coordinate system .u1; v1; w1/ defined by

u1 D x; v1 D Y

X
; w1 D z;

the map � is given by

� .u1; v1; w1/ D .u1; u1v1; w1/ D .x; y; z/ :

In the chart

V2 � R D ˚
...x; y/ ; ŒX; Y �/ ; z/ W ..x; y/ ; ŒX; Y �/ 2 V 0W Y ¤ 0

�
;

� is given by
�.u2; v2; w2/ D .u2v2; v2; w2/ D .x; y; z/ :

The origin of the first chart may be translated. Instead of working in a neigh-
borhood of the point v1 D 0 of the projective space P1 .R/, we may prefer to
work in a neighborhood of the point v1 D �, for � 2 R. So we introduce the
coordinate v1 defined by v1 D �Cv1, and the blowing-up � is expressed in these
coordinates by

� .u1; v1; w1/ D .u1; u1 .� C v1/ ; w1/ :

If we want to work in a neighborhood of the “point at infinity” of the first chart,
it actually means that we work at the origin of the second chart.

3. Blowing-up of R
n with a codimension 2 center. The formulas above extend

obviously to the blowing-up � of R
n with a center given by the equations˚

xi D 0; xj D 0
�

for given 1 � i < j � n. To each point of the projective space
obtained by blowing-up with center the origin in the plane

˚
xi ; xj

�
corresponds

a local analytic expression of � . In the following, these expressions will be
called blow-up substitutions. These substitutions, which describe the action of
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the blowing-up � on formal series (and then on C1 germs in Sect. 4), are the
R-algebra homomorphisms bi;j

� WR ŒŒX�� ! R ŒŒX��, � 2 R [ f1g, defined by

bi;j

� .Xk/ D
(

Xi

�
� C Xj

�
if k D j

Xk otherwise

for � 2 R, and

bi;j1 .Xk/ D
(

XiXk if k D i

Xk otherwise.

4. The blowing-up of an analytic manifold with center a codimension 2 submanifold
is expressed by the formulas of the previous example in a coordinate system '

such that ' .Y \ U / D f0g � W , with the notations of Sect. 3.1.3.

Remark 3.4. As was mentioned at the beginning of this section, the only blowings-
up involved in our normalization process here have codimension 2 centers.

3.2 Normalization in Two Variables

Consider a nonzero series f .X; Y / 2 R ŒŒX; Y ��. Write f .X; Y / D P1
iD0 Xpi

Ui .X/ Y i , where Ui 2 R ŒŒX�� are units and pi 2 N, for i 2 N. Let p D
min fpi ; i 2 Ng. After factoring out the monomial Xp, we may suppose that
f .X; Y / is regular of order d in Y , that is, ordY f .0; Y / D d with d 2 N.
The property of the algebra R ŒŒX; Y �� involved here is the closure under monomial
division.

If ordY f .0; Y / D 0, then f is a unit and is, therefore, normal. In order to
lower ordY f .0; Y /, we use the blow-up substitutions representing the charts of the
blowing-up of R2 with center the origin (see Sect. 3.1). These substitutions are the
R-algebra homomorphisms R ŒŒX; Y �� ! R ŒŒX; Y �� defined by:

b� .X/ D X and b� .Y / D X .� C Y / ; for � 2 R;

and
b1 .X/ D XY and b1 .Y / D Y:

The blowing-up of the series f is represented by the all b�f , with � 2 R [ f1g;
we therefore want to show that each b�f is, in some sense, simpler than f .

It is easy to see that ordY f .0; Y / does not always decrease (even up to factoring
out a monomial) under blow-up substitutions. Consider for example f .X; Y / D
Y 2 C X2Y C X3, which satisfies ordY f .X; Y / D 2. Then

b0f .X; Y / D f .XY; Y / D X2Y 2 C X3Y C X3

D X2
�
Y 2 C XY C X

� D X2 Qf .X; Y /
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and ordY
Qf .0; Y / D 2. The order does not decrease, but we notice that the

valuation of the coefficients in X is decreasing. This example suggests a definition
of an invariant that involves not only the order in Y; but also the valuation of the
coefficients with respect to X .

Consider now the example

g .X; Y / D .Y � a0 .X//d ; a0 .X/ D X .� C a1 .X// ;

where a1.X/ 2 R ŒŒX�� and � 2 R. Then

b�g .X; Y / D Xd .Y � a1 .X//d :

Since a1 .X/ has no reason to be “simpler” than a0 .X/, there is no obvious invariant
that is decreasing under the transformation b�.

We therefore need to introduce a prior transformation that prevents a series
f .X; Y / with ordY f .0; Y / D d from having a root of multiplicity d , and that
does not increase the “complexity” of f . This transformation is classically called
the Tschirnhausen transformation. Since ordY f .0; Y / D d , @d�1f =@Y d�1 .X; Y /

satisfies the hypothesis of the implicit function theorem: there exists ˛ .X/ 2
R ŒŒX�� such that ˛ .0/ D 0 and @d�1f =@Y d�1 .X; ˛ .X// D 0. Let g .X; Y / D
f .X; ˛ .X/ C Y /. According to Taylor’s formula, wet get

g .X; Y / D
d�2X

kD0

@kf

@Y k
.X; ˛ .X// Y k C Y d U .X; Y / ;

where U .X; Y / 2 R ŒŒX; Y �� is a unit, because ordY g .0; Y / D d . Hence we may
now suppose that

f .X; Y / D Y d U .X; Y / C
X

k2K

Xrk Uk .X/ Y k;

where K � f0; : : : ; d � 2g, each rk 2 N, and U .X; Y / 2 R ŒŒX; Y �� and all
Uk .X/ 2 R ŒŒX�� are units. We note that several closure properties of the algebras of
power series have been used in the above transformations: closure under translation
(namely Y ! Y � ˛ .X/, for ˛ .X/ 2 R ŒŒX�� such that ˛ .0/ D 0), partial
derivatives, and composition.

If K D ;, the series f is normal. Otherwise, rk > 0 for all k 2 K . Furthermore,
after replacing X by XdŠ (a power transformation), we may assume that rk is
divisible by d � k for each k 2 K . In order to understand how a blowing-up with
center f0g may simplify the series, we consider the maximal integer l 2 K such
that:

rl

d � l
� rk

d � k
; for all k 2 K:
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We claim that the pair .d; rl/ is now lowered lexicographically by every blow-up
substitution (after possibly factoring out some power of X ). In order to prove this,
we distinguish three cases represented, respectively, by (a) b1, (b) b� for � ¤ 0,
and (c) b0. The inequality rk � d � k for each k 2 K is used in the three cases. The
role of Tschirnhausen’s transformation is essential for case (b).

1. Effect of the substitution b1. We obtain

b1f .X; Y / D Y d U .XY; Y / C
X

k2K

Xrk Uk .XY / Y kCrk

D Y d

 

U .XY; Y / C
X

k2K

Xrk U .XY / Y rk�.d�k/

!

:

Hence b1f is normal.
2. Effect of the substitution b�, � ¤ 0. We have

b�f .X; Y / D Xd g.X; Y /;

where

g.X; Y / D .� C Y /d U.X; X.� C Y // C
X

k2K

Xrk�.d�k/Uk.X/.� C Y /k

D �
Y d C Y d�1d�d�1

�
U.X; X.� C Y // C lower order terms.

The goal of Tschirnhausen’s transformation is to guarantee that the coefficient
of Y d�1 in f .X; Y / is zero. Hence the coefficient of Y d�1 in this expansion of
g .X; Y / is a unit, so that ordY g .0; Y / � d � 1.

3. Effect of the substitution b0. We have

b0f .X; Y / D Xd Y d U .X; XY / C
X

k2K

XrkCkUk .X/ Y k

D Xd

 

Y d U .X; XY / C
X

k2K

Xrk�.d�k/Uk .X/ Y k

!

:

So ordY b0f .0; Y / � d ; note moreover that

rl � .d � l/

d � l
D rl � 1 � rk � 1 � rk � .d � k/

d � k

for all k 2 K , so l D l .f / D l .g/, and rl .g/ D rl .f / � .d � l/ < rl .f /.

Consequently, the complete normalization of f .X; Y / is achieved by the
application of finitely many translations, power transformations, and blowings-up.
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Remark 3.5. 1. The closure properties involved in this process are closure under:
monomial division, partial derivatives, solutions of implicit equations, compo-
sition and power substitution, and of course the usual algebraic operations. The
statements of Sect. 4 will be established for quasianalytic classes closed under
these operations.

2. Weierstrass preparation is not involved in the above normalization process. It
is replaced by Taylor’s formula. This remark is useful in the quasianalytic
framework in which Weierstrass preparation does not hold.

3.3 Statement of the Normalization Theorem in Several
Variables

Notation 3.6. Let X D .X1; : : : ; Xn/, and set X 0 D .X1; : : : ; Xn�1/ if n > 1. For
r D .r1; : : : ; rn/ 2 N

n, write Xr for X
r1

1 � � � Xrn
n . Given r; s 2 N

n, we write r � s if
ri � si for each i . Obviously r � s if and only if Xs is divisible by Xr .

This general normalization process in n variables mostly follows the lines
described in Sect. 3.2, extended by an induction on n:

1. Up to a linear transformation, we may suppose ordY f .0; Xn/ D d < 1.
2. A Tschirnhausen transformation leads to a series f .X/ such that

@d�1f =@Xd�1
n

�
X 0; 0

� D 0:

3. Taylor’s formula allows us to work with an expansion of f in Xn up to the order
d . By induction on n, the collection of coefficients of Xk

n in this expansion, which
belong to R ŒŒX 0��, may be assumed being normal.

4. A power transformation then increases the exponents of the principal monomials
of the coefficients, so that they all become divisible by dŠ. This step is an essential
preparation to the next one.

5. Convenient blowings-up with codimension 2 centers simplify the coefficients,
progressively leading to a series f .X; Y / satisfying ordY f .0; Y / < d .

With respect to normalization in two variables, the main extra difficulty is the choice
of the center of each blowing-up.

We note here that, in the third step above, we need to normalize simultaneously
several series instead of a single one. This little technicality is solved by the
following elementary result:

Lemma 3.7 ([2, Lemma 4.7]). Let f1; : : : ; fl 2 R ŒŒX��.

1. The product f1 � � � fl is normal if and only if each fk is normal.
2. Assume that all fk , for k D 1; : : : ; l , and all fk � fk0 , for 0 � k < k0 � l , are

normal. Then ff1; : : : ; flg is normal.
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List of elementary substitutions. In order to state the main result of this section,
we sum up the substitutions involved in the normalization process.

(a) Power substitution: they are used in Step 4 above, as a necessary preparation
to blow-up substitutions. For 1 � i � n and an integer q > 0 we let
pC

i;q; p�
i;qWR ŒŒX�� ! R ŒŒX�� be the R-algebra homomorphisms defined by

pC
i;q

�
Xj

� D
(

X
q
i if j D i;

Xj otherwise,
p�

i;q

�
Xj

� D
(

�X
q
i if j D i;

Xj otherwise.

(b) Translation substitution: it is used in Step 2 above for the Tschirnhausen
transformation. For 1 � i � n and ˛ 2 R ŒŒX1; : : : ; Xi�1�� such that ˛ .0/ D 0,
we let t˛ WR ŒŒX�� ! R ŒŒX�� be the algebra homomorphism given by

t˛
�
Xj

� D
(

Xi C ˛ .X1; : : : ; Xi�1/ if j D i;

Xj otherwise:

(c) Linear substitution: this transformation is involved in Step 1 to turn a series
regular in one variable. For i > 0 and c D .c1; : : : ; ci�1/ 2 R

i�1, we let
li;c W R ŒŒX�� ! R ŒŒX�� be the R-algebra homomorphism given by

li;c
�
Xj

� D
(

Xj C cj Xi if 1 � j < i;

Xj otherwise.

(d) Blow-up substitution: these transformations are involved in Step 5 to lower
the order of the series or of its coefficients in the last variable. For 1 � i <

j � n and � 2 R, we let bi;j

� ; bi;j1 WR ŒŒX�� ! R ŒŒX�� be the R-algebra
homomorphisms defined by

bi;j

� .Xk/ D
(

Xi

�
� C Xj

�
if k D j;

Xk otherwise,

and

bi;j1 .Xk/ D
(

XiXj if k D i;

Xk otherwise.

Note that bi;j

� affects the j -th variable, while bi;j1 affects the i -th variable.

Definition 3.8. An admissible substitution � is any one of the following collections
of R-homomorphisms R ŒŒX�� ! R ŒŒX��:

1. � D fli;cg for some 1 < i � n and c 2 R
i�1 (a linear substitution);

2. � D ft˛g for some 1 < i � n and ˛ 2 R ŒŒX 0�� with ˛ .0/ D 0 (a translation
substitution);
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3. � D
n
pC

i;q; p�
i;q

o
for some 1 < i � n and integer q > 0 (a power substitution);

4. � D bi;j D
n
bi;j

� W � 2 R [ f1g
o

for some 1 � i < j � n (a blow-up

substitution).

Remark 3.9. If � is an admissible substitution and f 2 R ŒŒX��, then �f is a
(possibly infinite) collection of series. It is easy to see that f 2 R ŒŒX�� is a unit
if and only if every member of �f is a unit. Moreover, if f 2 R ŒŒX�� is normal
and � is a power substitution or a blow-up substitution, then every member of �f is
normal.

One can define the height hn .f / of a series f 2 R ŒŒX��, which measures
“how far from normal” f is. The normalization is based on the analysis of hn .f /.
Actually, hn .f / belongs to .N [ f1g/�n equipped with the lexicographic ordering,
where �n only depends on n: A proof of the following result is given in [17, Sect. 2]:

Theorem 3.10. Let n � 1.

1. If hn .f / D 0, then f is normal.
2. If hn .f / > 0, then there is an admissible substitution � such that hn .g/ <

hn .f / is for each g 2 �f .

Remark 3.11. The action of an admissible substitution � extends on a collection
of series. Hence, given a series f 2 R ŒŒX��, there exists a finite sequence of
f�1; : : : ; �N g of admissible substitutions such that each element of �N ı � � � ı �1 .f /

is normal.

3.4 Normalization in Three Variables

In this subsection, we illustrate the normalization algorithm for a series in three
variables X; Y; Z. (Note that X does not have the same meaning as in the
previous subsection; now, X is a single variable.) We suppose true the statement
of Theorem 3.10 for elements of R ŒŒX; Y ��. Let f 2 R ŒŒX; Y; Z��. We explain the
main steps of the normalization of the series f .

Transformation into a regular series. It is well known that there exists c 2 R
2

such that ordZ .l3;cf .0; 0; Z// < 1.

Tschirnhausen’s transformation. We suppose from now on that

ordZf .0; 0; Z/ D d < 1:

We have already explained the role of this transformation in Sect. 3.2; it has the
exact same purpose in many variables. Since @d�1f =@Zd�1 .0; 0; 0/ D 0 and
@d f =@Zd .0; 0; 0/ ¤ 0, the equation @d�1f =@Zd�1 .X; Y; Z/ D 0 admits a
unique solution Z D ˛ .X; Y / 2 R ŒŒX; Y �� such that ˛ .0; 0/ D 0. The series
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taf 2 R ŒŒX; Y; Z�� satisfies @d�1f =@Zd�1 .X; Y; 0/ D 0; so we suppose from now
on that @d�1f =@Zd�1 .X; Y; 0/ D 0. It follows from Taylor’s formula that

f .X; Y; Z/ D
d�2X

kD0

1

kŠ

@kf

@Zk
.X; Y; 0/ Zk C Zd U .X; Y; Z/

D
d�2X

kD0

fk .X; Y / Zk C Zd U .X; Y; Z/ ;

where fk .0; 0/ D 0 for k D 0; : : : ; d � 2 and U .0; 0; 0/ ¤ 0 (U is a unit). This
expansion could be called a “quasi-Weierstrass preparation” of f . Note that, if f is
an actual polynomial in Z, the Tschirnhausen transformation is nothing other than
the classical “completion of the d -th power” used in the resolution of polynomial
equations.

Normalization of the coefficients. We set

K D fk 2 f0; : : : d � 2g W fk ¤ 0g :

The normalization of a given series (and hence of several series thanks to
Lemma 3.7) in two variables has been explained in Sect. 3.2. It corresponds to
the induction hypothesis made on n in the general process. Hence we may suppose
that the collection ffkgk2K is normal. Moreover, after two power substitutionsn
pC

1;d Š; p�
1;d Š

o
,
n
pC

2;d Š; p�
2;d Š

o
(where the indices 1 and 2 stand for the variables X

and Y ) we may suppose that

f .X; Y; Z/ D Zd U .X; Y; Z/ C
X

k2K

Xrk Y sk Uk .X; Y / Zk;

where U and Uk , for k 2 K , are units, and the exponents rk; sk , for k 2 K , are
divisible by d � j for all j 2 K . Therefore

.Xrk Y sk Uk .X; Y //
1=.d�k/ 2 R ŒŒX; Y ��

for all k 2 K , that is, the units of R ŒŒX; Y �� admit a p-th root for each p 2 N. By
another application of the normalization in two variables, we may suppose that the
collection

˚
.Xrk Y sk Uk .X; Y //1=.d�k/ W k 2 K

�
is normal.

Lowering the order by blowing-up. Lowering ordZf .0; 0; Z/ by a single blow-
ing-up is in general hopeless. We have to lower, by successive blowings-up (with
codimension 2 centers), the degree of the dominant monomial Xrl Y sl of some
coefficient in the expansion of f . More precisely, from a practical point of view,
these blowings-up will always involve the variable Z and one of the variables X

and Y .
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Let us recall that the collection f.rk= .d � k/ ; sk= .d � k//gk2K is linearly
ordered (with respect to the partial order .p; q/ � .r; s/ if and only if p � r and
q � s). Let l D l .f / 2 K be maximal such that

	 rl

d � l
;

sl

d � l



�
	 rk

d � k
;

sk

d � k



; 8k 2 K:

One of the exponents rl or sl is nonzero (otherwise we would have ordZf .0; 0; Z/ <

d ). We may then suppose sl ¤ 0. Let us examine the effect of the admissible
substitution b2;3 on the series f (where the indices 2 and 3 represent the variables
Y and Z, respectively), by considering all the substitutions b2;3

� , for � 2 R [ f1g.
The following will be used in all cases below: for all k 2 K , since sk= .d � k/ �

sl= .d � l/ > 0, we have sk � d � k.

(a) Effect of b2;31 . We claim that this substitution transforms f into a normal series.
Indeed,

b2;31 f .X; Y; Z/ D Zd U .X; YZ; Z/ C
X

k2K

Xrk Y sk Uk .X; YZ/ ZkCsk

D Zd V .X; Y; Z/ ;

where V .X; Y; Z/ D U .X; YZ; Z/ CP
k2K Xrk Y sk Uk .X; YZ/ Zsk�.d�k/ is

a unit, because no monomial in the latter sum is a constant.
(b) Effect of b2;3

� for � ¤ 0. We claim that, after factoring out a monomial, we have
ordZb�f .0; 0; Z/ < ordZf .0; 0; Z/. Actually, the following computation
shows that, for all but finitely many � 2 R, the series b2;3

� f .X; Y; Z/ is normal:

b2;3
� f .X; Y; Z/ D Y d .� C Z/d U .X; Y; Y .� C Z//

C
X

k2K

Xrk Y skCk .� C Z/k Uk .X; Y /

D Y d g .X; Y; Z/ ;

where

g.X; Y; Z/ D Zd U .X; Y; Y .� C Z// C Zd�1d�U .X; Y; Y .� C Z// C � � � I

in particular, ordZg .0; 0; Z/ � d � 1. We note that the existence of a
nonvanishing coefficient of Zd�1 in this expansion is a consequence of the
hypothesis @d�1f =@Zd�1 .X; Y; 0/ D 0, which was obtained by Tschirn-
hausen’s transformation.

(c) Effect of b2;3
0 . This substitution transforms f into the product of a monomial

and a series g 2 R ŒŒX; Y; Z�� with l D l .f / D l .g/ and a lower exponent sl .
The series g is then “closer than f to being normal”. More precisely, we have
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b2;3
0 f .X; Y; Z/ D Y d Zd U .X; Y; XY / C

X

k2K

Xrk Y skCkUk .X; Y / Zk

D Y d g .X; Y; Z/ ;

where g.X; Y; Z/ D Zd U .X; Y; XY / C P
k2K Xrk Y sk�.d�k/Uk .X; Y / Zk .

Moreover, since sk= .d � k/ � sl= .d � l/, we have sk= .d � k/ � 1 �
sl= .d � l/ � 1, and hence

.sk � .d � k// = .d � k/ � .sl � .d � l// = .d � l/

for all k 2 K . This implies that l .g/ D l .f /.

Continuation of the process. This step is straightforward. Let g be the series
obtained after one of the above blow-up substitutions. Then:

1. If g is normal, we are done.
2. If ordZg .0; 0; Z/ < ordZf .0; 0; Z/, we apply the complete process (Tschirn-

hausen’s transformation, etc.) to g.
3. If ordZg .0; 0; Z/ D ordZf .0; 0; Z/ and sl .g/ < sl .f /, we apply repeatedly

the blowing-up b2;3, until the series g obtained are either normal, or satisfy
ordZg .0; 0; Z/ < ordZf .0; 0; Z/, or satisfy sl .g/ D 0. In the last case, we
notice that rk= .d � k/ � rl= .d � l/ for all k 2 K , and we proceed with the
blowing-up b1;3.

Remark 3.12. In this section, the comment “up to factoring out a monomial”
appears several times. The reader can check that, indeed, this operation does not
affect the process.

4 Quasianalyticity, Model Completeness and O-minimality

After studying normalization on the formal side, we now have to work in the
geometric framework. We consider quasianalytic classes of (germs of) functions.
We show that, under the closure assumptions that were emphasized in Remark 3.5,
these classes generate a model complete and o-minimal expansion of the real field.

In a first subsection, we introduce the quasianalytic framework, and give the list
of hypotheses which allow us to transfer the formal normalization process to germs
and functions. This process leads to a crucial geometric result, usually referred to
as uniformization. In the second subsection, we explain how this result, combined
with a few classical geometric tools, leads to a version of Gabrielov’s theorem of
the complement. The results of Sect. 2 then allow us to conclude.

Notation 4.1. For each n 2 N, we write x D .x1; : : : ; xn/ for the affine coordinates
of Rn and set x0 D .x1; : : : ; xn�1/ if n > 1. For r D .r1; : : : ; rn/ 2 N

n we put
xr D x

r1

1 � � � xrn
n .
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4.1 Uniformization of C-sets

For every compact box

B D Œa1; b1� � � � � � Œan; bn� ;

with ai < bi for i D 1; : : : ; n and n 2 N, we fix an R-algebra CB of functions
f W B ! R such that the following hold:

(C1) CB contains the functions .x1; : : : ; xn/ 7! xi and, for every f 2 CB , the
restriction of f to int .B/ is C1;

(C2) If B 0 � R
m is a compact box and g1; : : : ; gn 2 CB0 are such that g .B 0/ �

B , where g D .g1; : : : ; gn/, then for every f 2 CB the function y 7!
f .g1.y/; : : : ; gn.y// belongs to CB0 ;

(C3) For every compact box B 0 � B we have f jB 0 2 CB0 for all f 2 CB , and
for every f 2 CB there is a compact box B 0 � R

n and g 2 CB0 such that
B � int .B 0/ and gjB D f .

It is important to note that (C1) and (C3) imply that every f 2 CB extends to a
C1 function f W U ! R for some open neighborhood U of B (depending on f ).
Therefore, for each i D 1; : : : ; n we denote by @f =@xi the restriction @f =@xi . We
also assume:

(C4) @f =@xi 2 CB for every f 2 CB and each i D 1; : : : ; n.

Next, we complete this list of conditions satisfied by the functions f 2 CB by a
list of conditions satisfied by the germs of the elements of CB .

Notation 4.2. For every polyradius r D .r1; : : : ; rn/ 2 .0; 1/n, we put

Ir D .�r1; r1/ � � � � � .�rn; rn/ and Ir D cl .Ir / :

For " > 0, we simply write " for the polyradius ."; : : : ; "/. We write Cn;r D CIr
.

We denote by Cn the collection of all germs at the origin of the functions inS
r2.0;1/n Cn;r . Each Cn is an R-algebra. Finally, we letbW Cn ! R ŒŒX�� be the map

that sends each f 2 Cn to its Taylor series bf at the origin, and we denote by bCn the
image ofb in R ŒŒX��.

We make the following extra assumptions:

(C5) bW Cn ! bCn is an R-algebra isomorphism (quasianalyticity);
(C6) If n > 1 and f 2 Cn is such that f .0/ D 0 and .@f =@xn/ .0/ ¤ 0, there is an

˛ 2 Cn�1 with ˛ .0/ D 0 such that f .x0; ˛ .x0// D 0;
(C7) If f 2 Cn and i � n are such that bf .X/ D Xi G .X/ for some G 2 R ŒŒX��,

then f D xi g for some g 2 Cn such that G Dbg.

We can now adapt the language of analytic geometry to the quasianalytic
framework.
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Definition 4.3. 1. A set A � R
n is called a basic C-set if there are r 2 .0; 1/n and

f; g1; : : : ; gk 2 Cn;r such that

A D fx 2 Ir W f .x/ D 0; g1 .x/ > 0; : : : ; gk .x/ > 0g :

2. A finite union of basic C-sets is called a C-set. We call M � R
n a C-manifold if

there is an r 2 .0; 1/n such that

• M is a basic C-set contained in Ir ;
• There are f1; : : : ; fk 2 Cn;r such that M is a submanifold of Ir of

dimension n � k on which f1; : : : ; fk vanish identically, and the gradients
rf1 .z/ ; : : : ; rfk .z/ are linearly independent at each z 2 M .

3. Let A � R
n. The set A � R

n is called C-semianalytic at a point a 2 R
n if there

is an r 2 .0; 1/n such that .A � a/ \ Ir is a C-set. A is C-semianalytic if A is
C-semianalytic at every point a 2 R

n. In this situation, if A is a manifold, we call
A a C-semianalytic manifold.

Remark 4.4. 1. Property (C7) has a simple but important consequence. Let f 2 Cn

be such thatbf 2 R ŒŒX�� is normal. Then there exist r 2 N and U .X/ 2 R ŒŒX�� a
unit, such that bf .X/ D XrU .X/. Hence there exists g 2 Cn such that g .0/ ¤ 0

and f .x/ D xr g .x/.
2. The C-semianalytic sets are going to play the role of the ƒ-sets of Sect. 2.

Notation 4.5. 1. For r 2 .0; 1/n, f D �
f1; : : : ; f	

� 2 .Cn;r /
	, S � Ir and a sign

condition 
 2 f�1; 0; 1g	, we put

BS .f; 
/ D ˚
x 2 S W sgnf1 .x/ D 
1; : : : ; sgnf	 .x/ D 
	

�
:

In the following, we use the notations of Sect. 2.1.
2. Each germ f 2 Cn admits a representative in Cn;r , for some r 2 .0; 1/n, which

will be denoted by the same letter f . Given g D .g1; : : : ; gk/ 2 .Cn/k , we say
that r 2 .0; 1/n is g-small if gi admits a representative in Cn;r for i D 1; : : : ; k.

Definition 4.6. Let r 2 .0; 1/n. A set M � Ir is C-trivial if one of the following
holds:

1. M D BIr ..x1; : : : ; xn/ ; 
/ for some 
 2 f�1; 0; 1gn;
2. There are a permutation � of f1; : : : ; ng, a C-trivial N � Is and a g 2 Cn�1;s ,

where s D �
r�.1/; : : : ; r�.n�1/

�
, such that g .Is/ � ��r�.n/; r�.n/

�
and …� .M / D

graph .gjN /.

A C-semianalytic manifold M � R
n is called trivial if M D N C a for some

C-trivial manifold N � R
n and some a 2 R

n (thus every trivial C-semianalytic
manifold is bounded and connected).

Remark 4.7. We note that a trivial C-manifold M is a bounded and connected C-
manifold such that fr .M / DM n M is a C-set, has dimension, and dim .frM / <
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dim .M /; this can easily be proved by induction on n. We recognize the “small
frontier” condition mentioned Sect. 2.

The next statement is the first step towards obtaining the Gabrielov property.

Proposition 4.8 ([17, Proposition 3.8]). Let r 2 .0; 1/n and f 2 .Cn;r /
	. Then

there is a neighborhood W � Ir of 0 with the following property:

(�) for every sign condition 
 2 f�1; 0; 1g	, there is an l 2 N, and for each
m D 1; : : : ; l there are nk � n, rk 2 .0; 1/nk and C-trivial manifolds Nk � Irk

such that
BW .f; 
/ D …n .N1/ [ � � � [ …n .Nl/

and, for each k, the set …n .Nk/ is a manifold and …njNk W Nk ! …n .Nk/ is a
diffeomorphism.

Remark 4.9. The complete Gabrielov property Definition 2.2 requires a statement
like (�) not only for C-semianalytic sets, but also for their linear projections.

Proof (Proof of Proposition 4.8). We may assume that fj ¤ 0 for each j D
1; : : : ; 	. Hence g D f1 � � � f	 ¤ 0 and, by quasianalyticity of Cn, we havebg ¤ 0.

The proof is done by induction on the pair .n; hn .bg//, where hn is the invariant
defined in [17] and mentioned in Sect. 3. If bg is normal, then the statement is an
easy consequence of Remark 4.4. Otherwise, there exists an admissible substitution
� such that hn .b'/ < hn .bg/ for everyb' 2 �bg. In these notes, we only illustrate the
proof in the case where � is a translation substitution.

Let ˛ 2 Ci�1, with 1 < i � n and ˛ .0/ D 0, be such that � D ft˛g. Let
s 2 .0; 1/n be both .t˛f /-small and t˛-small and such that t˛ .Is/ � Ir . By the
inductive hypothesis, there is a neighborhood V � Is of 0 such that .�/ holds with
t˛f , s and V in place of f , r and W . Then W D �˛ .V / is a neighborhood of 0,
and we claim that .�/ holds with this W .

To see this, we let 
 2 f�1; 0; 1g	. Let Mk � R
mk , for k D 1; : : : ; p, be the

C-trivial manifolds obtained for this 
 from the inductive hypothesis applied to t˛f .
For each k, we put

Nk D f.x<i ; t; x>i ; xi / W x 2 Mk and t D xi C ˛ .x<i /g ;

where x<i D .x1; : : : ; xi�1/ and x>i D �
xiC1; : : : ; xmk

�
. Each Nk is a C-trivial

manifold and BW .f; 
/ D Sp

kD1 …n .Nk/. Moreover, since t˛jIs W Is ! t˛ .Is/

is a diffeomorphism, it follows that …n .Nk/ D t˛ .…n .Mk// is a manifold and
…njNkW Nk ! …n .Nk/ is a diffeomorphism, as required. �

4.2 Towards the Gabrielov Property

We want to establish the o-minimality and model completeness of structures
generated by quasianalytic classes satisfying hypothesis (C1)–(C7) (see the precise
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statement in Sect. 4.3). This goal is achieved with the methods of Sect. 2.
In particular, we have to establish the Gabrielov property in the quasianalytic
framework. Roughly speaking, we have to prove the statement (�) of Proposition 4.8
for linear projections of bounded C-semianalytic sets. The following statements are
proved in [17].

4.2.1 The General Statements

The following proposition is an easy consequence of Proposition 4.8.

Proposition 4.10 ([17, Corollary 4.4]). Let A � R
n be bounded and C-

semianalytic. Then there are ni � n and trivial C-semianalytic manifolds Ni � R
ni ,

for i D 1; : : : ; k, such that

A D …n .N1/ [ � � � [ …n .Nk/

and, for each i , the set …n .Ni/ is a manifold and …njNi W Ni ! …n .Ni/ is a
diffeomorphism. In particular, A has dimension.

Next, let M � R
n be a C-manifold of dimension m � n. For every strictly

increasing sequence � 2 f1; : : : ; ngm (see notations in Sect. 2), we put

M� D fx 2 M W …�jTxM has rank mg :

It is clear that M� is an open subset of M and is, in fact, a C-manifold. Moreover,
we have

M D
[

fM�W � 2 f1; : : : ; ngm is strictly increasingg :

Let k � m and � 2 f1; : : : ; ngm be strictly increasing. We let m .k/ 2 f0; : : : ; mg
be maximal such that � .m .k// � k.

The following well-known statement of analytic geometry holds as well in our
quasianalytic framework.

Lemma 4.11 (Fiber Cutting Lemma) [17, Lemma 4.5]. Let n � m > k � 0. Let
M � R

n be a C-manifold of dimension m. Assume that M D M� for some given
strictly increasing � 2 f1; : : : ; ngm and that …�jM has constant rank m .k/. Then
there is a C-set A � M such that dim .A/ < m and …k .M / D …k .A/.

This lemma allows us to prove:

Lemma 4.12 ([17, Lemma 4.6]). Let M � R
n be a C-manifold of dimension m

and k � m. Then there are trivial C-semianalytic manifolds Ni � R
ni , satisfying

dim .Ni/ � k and ni � n for i D 1; : : : ; K , and there are bounded C-semianalytic
sets Aj � R

pj , with dim
�
Aj

�
< m and pj � n for j D 1; : : : ; L, such that

…k .M / D …k .N1/ [ � � � [ …k .NK/ [ …k .A1/ [ � � � [ …k .AL/



Construction of O-minimal Structures from Quasianalytic Classes 97

and, for each i , there is a strictly increasing � 2 f1; : : : ; kgdim.Ni / such that
…�jNi W Ni ! R

dim.Ni / is an immersion.

We obtain the Gabrielov property from the following:

Corollary 4.13 ([17, Proposition 4.7]). Let A � R
n be a bounded C-semianalytic

set and k � n. Then there are trivial C-semianalytic manifolds Ni � R
ni , with

ni � n for i D 1; : : : ; J , such that

…k .A/ D …k .N1/ [ � � � [ …k .NJ /

and, for each i , d D dim .Ni/ � k and there exists a strictly increasing � 2
f1; : : : ; kgd such that …�jNi W Ni ! R

d is an immersion.

4.2.2 Study in Small Dimension

As before, we do not repeat or rephrase the detailed proof given in [17, Sect. 4]. We
merely illustrate the arguments of Lemma 4.12 (and Fiber Cutting Lemma 4.11) in
dimension 3, under some simplifying hypotheses.

We consider a 2-dimensional C-manifold M � R
3 and its projections …k .M /

for k D 1; 2. We define

rk .M / D max frk .…kjTxM / W x 2 M g :

Note that the case rk .M / D 0 is obvious.

Case k D 2. Then …k D …2 denotes the projection on the .x1; x2/-plane. We
suppose r2 .M / D 2. Let M0 D fx 2 M W rk .…2jTxM / < 2g. Hence M n M0 is an
open subset of M that obviously satisfies the statement of Lemma 4.12. In general,
M0 is not a C-manifold, but is a bounded C-set. According to Proposition 4.10, there
exist finitely many integers � � 3 and C-manifolds N � R

� such that …3jN W N !
…3 .N / � M0 is a diffeomorphism. Hence, for all a 2 N , we have rk

�
…�

2jTaN

� �
rk
	
…2jT…�

3
.a/M0



< r2 .M /. So r2 .N / < 2, and we leave the proof of Lemma 4.12,

with N in place of M , as an exercise.

Case k D 1. Then …k D …1 denotes the projection on the x1-axis. We suppose
r1 .M / D 1. Hence …1jM W M ! …1 .M / is not a diffeomorphism anymore,
and we cannot conclude as easily as before. We denote by …1;2 the projection
on the .x1; x2/-plane of coordinates, and by …1;3 the projection on the .x1; x3/-
plane of coordinates. Let M1;2 D fx 2 M W rk .…1;2jTxM / D 2g and M1;3 D
fx 2 M W rk .…1;3jTxM / D 2g. These two sets are open in M . Moreover,

r1 .M n .M1;2 [ M1;3// D 0;
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so it is enough to prove Lemma 4.12 on M1;2 [ M1;3. We claim that there exists a
C-set A � M1;2 such that …1 .A/ D …1 .M1;2/ and dim .A/ < 2 (and similarly for
M2;3): consider r > 0 and f; g1; : : : ; gk 2 Cn;r such that

M1;2 D fx 2 Ir W f .x/ D 0; g1 .x/ > 0; : : : ; gk .x/ > 0g :

Let g be the product of all gj , j D 1; : : : ; k, and all .xi � ri / jIr and .ri � xi / jIr ,
i D 1; 2; 3. Note that g is strictly positive on all of M1;2 and identically zero on
fr .M1;2/. For each a 2 …1 .M1;2/, the fiber Ma D …�1

1 .a/ \ M1;2 is either empty
or a C-manifold of dimension 1. Let �2WR3 ! R be the linear projection on the
x2-axis. Since …2jM1;2 W M1;2 ! R

2 is an immersion and …1jMa is constant, the map
�2jMa is an immersion. If follows that, if C is a connected component of Ma, then
�2 .C / is open (and bounded) in R, which implies that fr .C / ¤ ;.

The last step in the proof is the Fiber Cutting Lemma 4.11. The function gjMa

has critical points on each connected component of Ma, since g is positive on Ma

and vanishes identically on fr .Ma/. Since Ma is a C-manifold, it follows from
quasianalyticity (by the same arguments as in the analytic setting) that the set of
critical points of gjMa has empty interior in Ma. Let

A D fx 2 M1;2W x is a critical point of gjMa; a D …1 .x/g :

Then …1 .A/ D …1 .M1;2/. Being a C-set, A has dimension. Since A has empty
interior in M1;2, dim .A/ < 2 as required.

4.3 O-minimality and Model Completeness

We can now state the final result of this section: let F D S
n2N Cn;1.

Theorem 4.14. The structure RF is model complete and o-minimal.

The proof is an application of the techniques of Sect. 2: for n 2 N, we consider
the collection ƒn D fX � I nW X is C-semianalyticg. It is easy to check that if A �
I n is a C-semianalytic set, then each Ni obtained from Proposition 4.13 can be taken
to be a subset of I ni . Hence every ƒ-set has the ƒ-Gabrielov property.

5 Examples and Perspectives

We describe in this last section three o-minimal structures obtained by the above
methods. These examples illustrate several possible applications of Theorem 4.14.
Let us summarize roughly these various points of view.
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1. Certain algebras of functions are known to be quasianalytic. Such is the case
for the algebras studied by Denjoy [7] and Carleman [5]; hence it remains, for
our purposes, to prove that they also satisfy the closure properties (C1)–(C7) of
Sect. 4.1.

2. We may also work in the opposite direction. Consider a real function H for
which we suspect o-minimality (as well as model completeness and polynomial
boundedness). A possible strategy is to consider the smallest collection A .H/

of algebras of real functions containing H (we should speak actually of germs
of functions) and closed under the operations (C1)–(C7), and to prove that these
algebras are quasianalytic.

3. In order to build o-minimal structures that satisfy a given property (such as “not
having smooth cell decomposition”), we look for an appropriate function H

adapted to this property (such as a function that is not piecewise analytic) and
such that the algebras A .H/ are quasianalytic.

5.1 Denjoy-Carleman Classes

These families of functions have been studied in [17] from the point of view of
o-minimality, and in [4] from the point of view of resolution of singularities.

Consider a sequence M D .M0; M1; : : :/ of real numbers such that 1 � M0 �
M1 � � � � , and assume that M is logarithmically convex (or log-convex for short),
i.e., M 2

i � Mi�1MiC1 for all i > 0. To every compact box B D Œa1; b1� � � � � �
Œan; bn�, with ai � bi for i D 1; : : : n, we associate the collection C0

B .M / of all
functions f W B ! R for which there exist an open neighborhood U of B , a C1
function gW U ! R such that gjB D f , and a constant A > 0 (depending of f )
such that

ˇ̌
ˇg.˛/ .x/

ˇ̌
ˇ � Aj˛jC1 � Mj˛j; for all x 2 U and ˛ 2 N

n;

where j˛j D ˛1 C � � � C ˛n. We call C0
B .M / the Denjoy-Carleman class on B

associated to M . Notice that if Mi D i Š for all i � 0, then C0
B .M / is the class of

real-valued functions on B that extend analytically to an open neighborhood of B .
A classical result (see [10] for example) states that, under the hypothesis

nX

iD0

Mi

MiC1

D 1; (5.1)

the algebra C0
B .M / is quasianalytic: for any f 2 C0

B .M / and any x 2 B , the

Taylor expansion bf x of f at x determines f among all functions in C0
B .M /.

Hence a possible way to prove the o-minimality of the structure generated by
the algebras C0

B .M / is to prove the closure properties (C1)–(C7). Unfortunately,
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C0
B .M / is in general not closed under differentiation. Thus we introduce the classes

CB .M / D S1
j D0 C0

B

�
M .j /

�
where M .j / D �

Mj ; Mj C1; : : :
�
; these classes are

obviously closed under differentiation and still quasianalytic.
However, to obtain closure under the other operations, we need a stronger

assumption on the sequence M . More precisely, we assume that M is strictly log-
convex, which means that the sequence .Mi =iŠ/ is log-convex. We can now state
the main result about these classes, as an immediate application of Theorem 4.14:
for each n 2 N and f 2 CŒ�1;1�n .M /, we define ef WRn ! R by ef .x/ D f .x/ if
x 2 Œ�1; 1�n and ef .x/ D 0 otherwise. We let RC.M/ be the expansion of the real
field by all ef for f 2 CŒ�1;1�n .M / and n 2 N.

Theorem 5.1. If M is strongly log-convex and satisfies (5.1), then the structure
RC.M/ is model complete, o-minimal, polynomially bounded and admits C1 cell
decomposition.

Some of the motivations for [17] came from van den Dries: he conjectured that

1. There is no “largest” o-minimal expansion of the real field;
2. There exist o-minimal expansions of the real field that do not admit analytic cell

decomposition.

Let us explain how Theorem 5.1 leads to these statements. As a consequence of
a deep result proved by Mandelbrojt [15], it is known that, given a C1 function
f W U ! R, where U is an open neighborhood of Œ�1; 1�n and n 2 N, there
exist strongly log-convex sequences M and N satisfying (5.1), and functions
f1 2 C0

Œ�1;1�n
.M / and f2 2 C0

Œ�1;1�n
.N / such that f .x/ D f1 .x/ C f2 .x/ for

all x 2 Œ�1; 1�n (a complete proof of this statement is given in the appendix of
[17], following indications of [10, Chap. V]; it is based on a detailed analysis of the
relationship between the lacunae of the Fourier spectrum of a periodic function and
its quasianalyticity).

Hence, if the C1 function f is oscillating, we see that the structures RC.M/

and RC.N / cannot admit any o-minimal common expansion. The first statement is
proved.

In order to prove the second statement, consider a C1 function f W Œ�1; 1� !
R whose Taylor series at every x 2 Œ�1; 1� is divergent (actually, the set of such
functions is second category in the sense of Baire, see for example [8, 4.3, p. 301]).
Hence one of the two summands f1 and f2 of Mandelbrojt’s theorem must have a
divergent Taylor series at every x belonging to some open interval I � Œ�1; 1�. The
corresponding o-minimal structure does not admit analytic cell decomposition.

Remark 5.2. In a recent paper [11], Le Gal gives a new proof of these statements
that completely avoids Mandelbrot’s theorem. His proof is based on a generalization
of the ideas explained in Sect. 5.3 below.
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5.2 Differential Equations and Quasianalytic Classes

Since this topic is developed in F. Sanz’s course included in this volume, we do not
give many details here. We prefer to focus on a simple (though nontrivial) example
as an introduction to the general result.

Consider the differential equation x2y0 D y � x, y 2 R, with an irregular
singular point at the origin. This equation is usually called Euler’s equation. In
a neighborhood of the origin, this equation admits solutions H W .0; "/ ! R or
H W .�"; 0/ ! R, for " > 0. These functions are pfaffian, hence they are all
definable in the same common o-minimal expansion of the real field [26]. However,
these results do not imply anything about the model completeness of the structures
RH for a fixed such H . In order to deal with this question, we establish o-minimality
in a way that does not make reference to [26]. Let us begin by listing some basic
properties of H :

1. For x > 0, the graph of such an H belongs to the so-called node part of the phase
portrait. Every such H is analytic on .0; "/ and admits a C1 extension on Œ0; "/,
with H .0/ D 0. Moreover, every such H admits the same asymptotic expansion
at the origin, which is the divergent Euler power series

P
n�0 nŠxnC1.

2. For x < 0, only one solution, denoted by H0, admits a C1 extension on
.�"; 0�. The graph of H0 is called a separatrix curve of the phase portrait,
since it separates the dynamics inside the so-called saddle part of the phase
portrait. Again, H0 is analytic on .�"; 0/, and admits the Euler power series as
an asymptotic expansion at the origin.

3. For x < 0, the other solutions can be written as

H .x/ D H0 .x/ C C exp .�1=x/ ;

for C 2 R n f0g. Hence they diverge to ˙1 as x goes to 0.

More involved is the following observation: the series bH .x/ D P
n�0 nŠxnC1 is

a Gevrey series of order 1. This means that its Borel transform

BbH .�/ D
X

n�0

nŠ

nŠ
�n D 1

1 � �

is analytic at the origin. In this case, the function BbH is meromorphic on C and
bounded outside any neighborhood of � D 1, with a simple pole at � D 1. Thus,
we can compute its Laplace transform in every direction d but the real positive axis,
according to the formula

eH d .z/ D LdBbH .z/ D
Z

d

exp .�z�/
d�

1 � �
:
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The classical theory of Borel-Laplace transforms says that the function eH d is
defined on an open sector Sd based at the origin, bisected by d , and with opening
equal to � . Moreover, eH d is a solution of Euler’s differential equation and admits
the Euler series as a Gevrey asymptotic expansion at the origin. (We refer the reader
to Balser [1] for details on Gevrey functions.)

We remark that the functions eH d , for d ¤ R�, have complex (non real) values
when restricted to the positive axis. Therefore, the only real solution of Euler’s
equation obtained by this Laplace-Borel process is eHR�

D H0, which corresponds
to the separatrix.

It turns out that such real functions, obtained via a Borel-Laplace process, are
definable in the Gevrey structure RG introduced by van den Dries and Speissegger
in [23]. They prove that RG is o-minimal, model complete and polynomially
bounded. This result is mostly based on the quasianalyticity of the algebras of real
Gevrey functions they consider.

We can deduce—without any reference to pfaffian results—that the structure RH0

is o-minimal and polynomially bounded. What about its possible model complete-
ness? Based on the fact that H0 satisfies x2H 0

0 .x/ D H0 .x/ � x and, therefore,
that H 0

0 is existentially definable in RH0 , there is a possible way to prove the
model completeness of RH0 , along the following lines: at some point of their proof,
van den Dries and Speissegger use a version of Weierstrass preparation. We can
replace this tool by the normalization process of Sect. 4. Each step of this process
needs the introduction of functions or sets that are existentially definable in RH0 :
Taylor’s formula, the implicit function theorem, monomial division, etc. Moreover
the next step, which leads from normalization to the ƒ-Gabrielov property, is mostly
based on the Fiber-cutting Lemma, which also introduces existentially definable
sets. These “book-keeping” observations lead to an explicit version of the process
described in these notes (see [17] for the details), which in turn implies the model
completeness of RH0 .

Finally, what can we say for the structures RH when H ¤ H0?

1. Consider first the solutions H W .0; "/ ! R of the node part of the saddle-node.
For such H , we consider the smallest collection A .H/ of algebras containing
H and closed under the operations (C1)–(C7) of Sect. 4, and we prove that these
algebras are quasianalytic (see Sanz’s notes in this volume for details). Hence
Theorem 4.14 implies that the corresponding structure RH is o-minimal, model
complete and polynomially bounded.

2. We already mentioned that the solutions H W .�"; 0/ ! R of the saddle part of
the phase portrait can be written as H .x/ D H0 C C exp .�1=x/. Although it is
proved in [23] that the structure RH0;exp is o-minimal and model complete, this
does not imply that RH is model complete. As of today this question is still open.
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5.3 O-minimal Structures Without Smooth Cell Decomposition

Many attempts to prove the existence of such a structure were inspired by the
construction of a Hardy field that contains nonsmooth elements. But it is not that
easy in general to prove that the methods used in the Hardy field framework extend
to the o-minimal setting. This goal was achieved in [12], using a slight variation of
Theorem 4.14.

In this section, we first recall one of the possible classical constructions of a
Hardy field that contains germs of not ultimately C1 functions. Then we show how
some of the ideas of this construction may be adapted to the o-minimal context.

5.3.1 A Hardy Field Containing Elements That Are Not C1

Recall that a Hardy field is a differential field of germs at C1 of continuous real
valued functions; for an introduction to Hardy fields, we refer the reader to [16].
Hence, if the germ of a function belongs to a Hardy field there exists, for each
integer k, a neighborhood of C1 in which this function is Ck . But this does not
imply that this function is C1 in a neighborhood of C1.

One of the ideas of such a construction is the following well known fact: the
germ at C1 of a function f WRC ! R generates a Hardy field provided that every
element of R Œf; f 0; f 00; : : :� (the ring of differential polynomials in f ) is ultimately
never zero (and thus its germ at C1 is invertible). Here the function f will be
defined as the sum of two functions f .x/ D F .x/ C e�xg .x/, where

1. F is a non-oscillatory analytic function at infinity. More precisely, every nonzero
differential polynomial in F is equivalent at C1 to a monomial cx�p , with
c ¤ 0 and p 2 N;

2. g .x/ D �
sin2 x

�x
, for x 2 RC.

Let us explain how F may be defined. Consider a sequence .ai / of real numbers
that are algebraically independent over Q and such that the radius of convergence of
the series

P
ai zi is positive. Thanks to Lindemann’s theorem, such a sequence can

be obtained by considering the sequence bi D exp .pi /, where pi is the i -th prime
number, and defining ai D exp .pi / =Ni , where the Ni are integers big enough
to guarantee the convergence of the series. Finally, let F .x/ D P1

iD1 ai x
�i . In

addition, another classical result of Hardy fields due to Rosenlicht [19] allows us
to choose F such that every nonzero differential polynomial in F admits a nonzero
principal part.

On the other hand, it can be proved (by straightforward computation) that the
germ of g at C1 admits, for every positive integer k, a Ck representative, but that
g is not ultimately C1. Moreover, for every m 2 N and every polynomial q 2
R ŒX0; X1; : : : ; Xm�, we have
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q
	
f; f 0; : : : ; f .m/



D q

	
F; : : : ; F .m/




C
NX

j D1

e�jxQj

	
F; f; F 0; f 0; : : : ; F .m/; f .m/




for finitely many polynomials Q1; : : : ; QN . Hence the left-hand side is, at infinity,
a flat oscillating perturbation of the differential polynomial q

�
F; F 0; : : : ; F .m/

�
.

Since the latter polynomial admits a nonflat principal part at C1, the same follows
for q

�
f; f 0; : : : ; f .m/

�
. Therefore, the germ of f at C1 generates a Hardy field.

Moreover, f is not ultimately C1, since g .x/ D ex .F .x/ C f .x// is not. This
finishes the construction.

Remark 5.3. Let us point out some interesting aspects of the above example. Two
goals need to be achieved simultaneously:

1. The non-oscillation of every differential polynomial in f . The dominant part F

of the sum f .x/ D F .x/ C e�xg .x/ is designed for this purpose;
2. The fact that f is not ultimately C1. This property is satisfied thanks to the

behavior of the flat perturbation e�xg .x/.

More precisely, the non-oscillatory behavior of F has to “resist” any polynomial
differential operation. This differential transcendence property is guaranteed by the
algebraic independence of the coefficients ai . Actually, this is mostly a property of
the formal power series

P
bi zi , which is finally transformed into a convergent series

after the division of the coefficients bi by convenient integers.
Having in mind the construction of an o-minimal structure, we wonder if the

non-oscillation property “resists” not only the differential polynomial operations,
but also any definable operation. We shall see in the next section that this is indeed
the case. Finally, in order for the function f to generate an o-minimal structure, we
also need to know that f has correspondingly good behavior at every point of its
domain other than C1.

Thus, in order to guarantee good local behavior of the function at every point,
the construction given in [12] of an o-minimal structure without smooth cell
decomposition is based on a somewhat different approach. As explained in the
next section, the two previous goals are achieved through a non-oscillatory function
whose germ at 0 is not C1, and which has polynomial behavior everywhere else.

5.3.2 An O-minimal Structure Without Smooth Cell Decomposition

The main object of the construction proposed in [12] is a function H WR ! R

satisfying the following properties:

1. The germ of H at 0 admits, for every non-negative integer k, a Ck representative
(we will say that H is weakly C1 for short);
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2. The restriction of H to the complement of any neighborhood of 0 is piecewise
given by finitely many polynomials (piecewise polynomial for short);

3. The coefficients of the Taylor expansion of H at 0 are algebraically independent
over Q;

4. The germ of H at 0 is not C1.

We then prove:

Theorem 5.4. Consider a function H WR ! R that satisfies properties 1., 2. and
3.. Then the structure RH is o-minimal and polynomially bounded.

Remark 5.5. 1. This result can be made more precise as follows: if H denotes the
collection of all derivatives H .i/ of H (defined in a neighborhood Ii of 0), then
the structure RH is model-complete.

2. If the function H satisfies the extra hypothesis 4., then the structure RH is
an o-minimal expansion of the real field that does not admit smooth cell
decomposition.

Construction of the function H . Let us explain the main steps of the construction.
Consider, as in Sect. 5.3.1, a sequence .ai / of real numbers algebraically inde-
pendent over Q. The following operation is the main difference with the previous
construction of a Hardy field with nonsmooth elements. We do not demand the seriesP

ai x
i to have a positive radius of convergence; indeed, we are not interested at all

in the possible convergence of this series.
We adapt instead a construction due to Borel, which states that, given any power

series bH .x/ 2 R ŒŒx��, there exists a C1 function H WR ! R whose Taylor
expansion at 0 2 R is the series bH .x/ (see for example [14]). Of course, the
main point in this section is precisely to avoid C1 functions. Therefore we build
H in the following way. For every integer i , let Pi be the polynomial Pi .x/ D
.1 � x/i .1 C x/i . For " 2 Œ0; 1�, we define

v"
i .x/ D

(
xi Pi

�
x
"

�
is x 2 .�"; "/ ;

0 otherwise.

The functions v"
i satisfy two main properties, where I" WD .�"; "/ and k � k"

m denotes
the mth Whitney norm on I":

1. For 0 � m � i , we have v"
i 2 Cm .I /,

�
v"

i

�.m/
.0/ D 0 and

�
�v"

i

�
�"

m
! 0 when

" ! 0;
2.
�
v"

i

�.i/
.0/ D i Š.

We now define, by induction on i 2 N (see [12] for details), numbers "i > 0 and
bi 2 R, such that "i ! 0 and the functions hi D Pi

kD0 bkv"k

k satisfy

�
hi�1 C biv

"
i

�.i/
.0/ D i Šai and

�
�bi v

"i
i

�
�"i

i�1
<

1

2i
:
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Therefore, for any m � 0, the series
P

bi v
"i

i is k � k"m
m -uniformly convergent in I"m .

It defines a weakly C1 function H on .�1; 1/ that is not C1 on the sequence "i .

From algebraic transcendence to quasianalyticity. The algebraic independence
of the coefficients of the Taylor series of H at the origin implies actually much more
than the differential transcendence of H . It implies, indeed, that the elements of the
smallest collection of algebras of germs at 0, containing the germ of H and closed
under the operations (C1)–(C7), are quasianalytic.

More precisely, we introduce, for every n 2 N, the algebra Wn of weakly C1
germs at the origin of Rn, and we let A .H/ be the smallest collection of algebras
An .H/ � Wn, n 2 N, satisfying the following conditions:

1. The germ of H belongs to A1.H/, and the germs of all polynomials in n

variables belong to An.H/;
2. If f 2 An.H/, and if fi denotes the restriction of f to the hyperplane xi D 0,

for i D 1; : : : : ; n, then the germ which continuously extends .f � fi /=xi at
0 2 R

m belongs to An.H/;
3. If g1; : : : ; gm 2 An.H/ and f 2 Am.H/, then f .g1 � g1.0/; : : : ; gm � gm.0//

blongs to An.H/;
4. If n > 1 and f 2 An.H/, let g.x/ D f .x/ � f .0/ � xn@f =@xn.0/ C xn , so that

@g=@xn.0/ D 1. Then the germ ' 2 Wn�1 defined by g.x; '.x// D 0 belongs to
An�1.H/.

We then prove:

Theorem 5.6. Consider a weakly C1 function H WR ! R such that the coefficients
of its Taylor expansion at 0 are algebraically independent over Q. Then the algebras
An .H/ are quasianalytic.

This result guarantees good behavior, in the spirit of Theorem 4.14, of the
algebras of definable germs at the origin. The good behavior of the algebras of
germs at any other point is a consequence of the piecewise polynomial nature of H

outside the origin. The adaptation of Theorem 4.14 to this context is explained in
detail in [12, Sect. 3].

Let us conclude this section by saying a few words on the proof of Theorem 5.6.
The operations (C1)–(C7) are expressed in [12] in a language of operators acting on
the algebras of weakly C1 germs. More precisely, an elementary operator is one of
the following, where n; m denote non-negative integers:

1. The sum and the product acting on Wn � Wn;
2. The natural embedding Wn ! WnC1;
3. For any c 2 R, the constant operator W1 ! W0 defined by f 7! c;
4. For 1 � i � n, the coordinate operators W1 ! Wn defined by f 7! xi ;
5. The monomial division operators Wn ! Wn defined by f 7! Di .f /, where

i 2 f1; : : : ; ng, Di .f / is the germ at 0 2 R
n of the continuous extension of

.f � fi / =xi and fi denotes the restriction of f to the hyperplane fxi D 0g;



Construction of O-minimal Structures from Quasianalytic Classes 107

6. The composition operators Wm � Wm
n ! Wn defined by

.f; g1; : : : ; gm/ 7�! f .g � g1 .0/ ; : : : ; gm � gm .0// I

7. The implicit function operators Wn ! Wn�1 defined, for n > 1, by f 7! ',
where ' 2 Wn�1 is the germ characterized by ' .0/ D 0 and g .x0; ' .x0// D 0,
with x0 D .x1; : : : ; xn�1/ and

g D f � f .0/ � xn@f =@xn .0/ C xn:

An operator is a finite composition of elementary operators. Note, for instance,
that partial differentiation with respect to a coordinate is an operator. Moreover,
given a germ H 2 W1 and a positive n, for every element g 2 An .H/ there exists
(at least) one operator L such that L .H/ D g.

The main tool in the proof of Theorem 5.6 is to consider, for every operator
L acting on Wn1 � � � � � Wns , the corresponding formal operator bL acting on
R ŒŒx1; : : : ; xn1 �� � � � � � R ŒŒx1; : : : ; xns ��, defined in the same way as a finite
composition of elementary formal operators. Indeed, the algebras An .H/ are
quasianalytic provided that 1L .H/ D 0 implies L .H/ D 0, for every operator L.

Why is the algebraic independence of the coefficients of the series bH required?
Roughly speaking, the idea is to “forbid” bH to belong to the kernel of any nonzero
formal operator, and to deduce the quasianalyticity of the algebras An .H/ from the
implications

bL
	
bH



D 0 H) bL D 0 H) L D 0:

The second implication is proved in [12] and called quasianalyticity for op-
erators. The first one holds for some operators (we have already mentioned in
Sect. 5.3.1 that such a series bH is differentially transcendental), but is obviously
wrong in general: for example, the Schwarz operators @2=@xi @xj � @2=@xj @xi

vanishes identically over the rings of formal power series. However, the following
related result is proved in [12]:

Lemma 5.7. Consider a formal series bH .x/ D P
Hi x

i 2 R ŒŒx�� whose coeffi-
cients are algebraically independent over Q, and let bL be a formal operator such
thatbL�bH � D 0. Then there exists an integer N � 0 such that

bL �h1x1 C � � � C hN xN C xN C1bg .x/
� D 0

for all bg .x/ 2 R ŒŒx��.

Thus, the formal operator

cMWbg .x/ 7! bL �h1xN C � � � C hN xN C xN C1bg .x/
�

is identically zero. Because of the quasianalyticity property for operators mentioned
above, the operator M, which acts on W1, is also identically 0. In particular, if
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g 2 W1 is defined by

H .x/ D h1x C � � � C hN xN C xN C1g .x/ ;

we have L .H/ D 0. Hence the quasianalyticity of the algebras An .H/ is proved.
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Before being able to do something reasonable, we have to specify the type of
problem we have in mind. Then we have to rule out those objects arising from the
problem (solutions, trajectories, leaves, accumulation sets, . . . ) that are apparently
poorly-behaved enough to produce an infinite number of connected components
when manipulated by the usual geometric constructions. We keep the remaining
objects and study to what extent they really do have good geometric or topological
finiteness properties. In the best case, we would like to know whether they are
definable in some o-minimal expansion of the real field (see [31] for an introduction
to o-minimal structures). In particular, we investigate whether the sets generated by
those transcendental objects by standard boolean operations, cartesian products and
projections have only finitely many connected components.

One example for which this program can be achieved quite satisfactorily is
the case of pfaffian sets. They arise from pfaffian systems or codimension-one
foliations with singularities, expressed locally by a differentiable integrable one-
form with real analytic coefficients. The objects to study are (bounded) leaves of
these foliations. We rule out those leaves that do not satisfy the so-called Rolle
condition (see [18]). A Rolle leaf has the following non-oscillatory property: Its
intersection with any relatively compact semi-analytic curve has only finitely many
connected components.

More than that, it turns out that Rolle leaves have all the good finiteness
properties that we expect: all of them are definable in some o-minimal expansion
of the real field [14, 28, 29].

In these notes, we are dealing with the “dual problem” in terms of the dimensions:
we consider one-dimensional foliations with singularities, locally expressed by
a real analytic vector field and the transcendental objects are trajectories of the
vector field (also called orbits or integral curves). This time we have to rule out
those trajectories that are oscillatory in the sense that they intersect some relatively
compact analytic hypersurface infinitely many times (the non-oscillatory condition
for trajectories is the dual of the corresponding non-oscillation property related to
Rolle leaves).

Of course, if the ambient space has dimension two, Rolle leaves and
non-oscillatory trajectories are essentially the same thing. But we will see in these
notes that non-oscillatory trajectories are more complicated in higher dimensions
from the point of view of definability: contrary to Rolle leaves, they may not all
be definable in the same o-minimal structure (see Example 6.8 below), nor does
the non-oscillation property suffice for o-minimality for individual trajectories
(see Example 6.19 below).

A leaf of a one-dimensional foliation is locally an analytic curve at each of its
points. We are interested in what happens at its accumulation points. In considering
non-oscillatory trajectories, we skip the situation where they accumulate to a limit
cycle or more generally a polycycle. This is a very important situation that is crucial
for understanding the dynamics of planar polynomial or real analytic vector fields.
Yet, the interesting objects arising from this situation (the natural problem) is not the
spiraling one-dimensional leaves accumulating to the polycycle themselves, but the
Poincaré first return map associated to a small (half) transversal to the polycycle.
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Fig. 1 General setting

This map itself is susceptible to having tame, finiteness or o-minimal properties;
see, for example [12].

Non-oscillatory trajectories cannot accumulate to several points in the ambient
space and our problem is a local one. Thus, the general setting that we consider in
these notes is this (Fig. 1):

M is a real analytic smooth manifold, p is a point in M , X is a real analytic vector field
in a neighborhood of p with X.p/ D 0 and � W Œ0; 1Œ! M is an integral curve (i.e.,
d�

dt
.t / D X.�.t// for any t � 0) such that p is the unique !-limit point

!.�/ D lim
t!1

�.t/ D p:

Almost all properties studied in these notes only depend on the image j� j of � and
not on the particular parametrization. In this way, we can (although we rarely do)
replace the vector field X by the (singular) 1-dimensional foliation LX generated
by X . Also, we are only interested in asymptotic properties of � at p, that is, in the
germ of j� j near the point p.

Before going into the study of tame and o-minimal properties of non-oscillatory
trajectories, we want to treat the vague question of “how bad” or “how good” can
� behave asymptotically when it approaches its limit point without making too
many further assumptions on � . More ambitiously, we want to study the problem
of describing the local dynamics of real analytic vector fields in neighborhoods
of singular points. The attempt to tackle this question, especially for the three
dimensional case, has led quite recently to some partial but interesting results
where many different techniques in the theory of dynamical systems, real geometry,
reduction of singularities and asymptotic expansions are involved. A considerable
part of these notes is devoted to a presentation of several aspects of these themes
of research. Many details and definitions are included, so that these notes could
be useful for beginners in the research of o-minimal properties of solutions of
differential equations but without a deep background on geometry of dynamical
systems or reduction of singularities.
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The plan of these notes is the following. In Sect. 2 we motivate several concepts
and definitions by reviewing the well known two-dimensional case. In Sect. 3 we
introduce properly all the concepts and review some of its properties. In the next
two sections we deal with the study of trajectories of a three-dimensional vector
field accumulating to a singular point with the aim of finding a common qualitative
behavior of a whole “package” of similar trajectories: Sect. 4 deals with oscillatory
trajectories and the existence of twister axes and Sect. 5 deals with the existence
of linked and separated packages of non-oscillatory trajectories. Finally, Sect. 6 is
devoted to a general theorem about o-minimality of non-oscillatory trajectories in
any dimension under certain conditions.

We have striven to make the text self-contained, but we do assume that the
reader is familiar with the basic foundations of dynamical systems and differential
equations; see, for example, the classical book of Hartman [8] or the more
elementary book [19]. At those parts of the text where we need more specific results,
such as the Theorem of the Center Manifold or summability of formal solutions of
ODEs, we provide appropriate references. Also, we assume that the reader has a
sufficient background on real analytic geometry (Hironaka’s notes [10] are a very
good source; we recommend also of Bierstone and Milman [2]). For o-minimal
geometry, we recommend the book of van den Dries [31].

2 Dimension Two

Fix a trajectory � W Œ0; 1Œ! R
2 of a real analytic vector field X on some

neighborhood of 0 2 R
2 such that !.�/ D 0.

Proposition 2.1 (Dichotomy in dimension 2). Exactly one of the following holds
(see Fig. 2):

• � has a well defined tangent at 0; that is, there exists the limit

lim
t!1

�.t/

jj �.t/ jj :

• � spirals around 0; that is, if we write �.t/ D r.t/ei�.t/ in polar coordinates,
where r.t/ Djj �.t/ jj, �.t/ D arg.�.t//, then

lim
t!1 �.t/ D ˙1:

There is an equivalent definition of spiraling for trajectories of analytic vector
fields which will be convenient for us later. Recall that given a half-line ` at 0 (not
containing the origin), the “local sides” of ` in R

2 can be roughly defined as the two
connected components of the complement of ` in a sufficiently small open sector in
the plane with the origin as the vertex whose interior contains `.
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Fig. 2 Dichotomy in dimension 2

Fig. 3 Definition of spiraling

Claim. The trajectory � spirals around 0 if and only if, for any half-line ` at 0,
� intersects infinitely many times ` and, for sufficiently large t (depending on `),
always transversally and in the same “direction”, that is, passing from a given side
to the other side of ` (see Fig. 3).

Proof of the claim: It is easy and standard. The “if” part is even true for parametrized
analytic curves � W Œ0; 1Œ! R

2 n f0g: the hypothesis implies that if we fix �0 2 R

there exists a sequence ftng in R going to C1 with ftng D ft = �.t/ � �0 mod 2�Zg
and, moreover, we can suppose that d�

dt
.tn/ > 0 for every n. Thus, since � is

continuous, �.tnC1/ � �.tn/ � 2� 8n and then limt!1 �.t/ D C1. For the “only
if” part we need the hypothesis that � is a trajectory of an analytic vector field.
It goes as follows. From limt!1 �.t/ D ˙1 we infer that � intersects infinitely
many times any given half-line `. In order to prove that this intersection is ultimately
transversal and in the same “direction” we can use the analytic parametrization
� 7! �ei�0 , � 2�0; "Œ of ` and the function �.�/ D< ei.�0C �

2 /; X.�ei�0/ > where
X is the vector field and <; > denotes the usual scalar product in R

2. It extends
analytically to � 2� � "; "Œ and it is not identically zero (otherwise ` would be a
trajectory of X ). On the other hand, � vanishes at the corresponding value � of a
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point where � does not intersect transversally `. Also, � has a sign at any transversal
intersection point p which depends only in which local side of ` you came from
when � crosses ` through p. Thus, if � changes the transit of sides between two
intersection points, � vanishes at the corresponding � of some intermediate point.
These considerations prove that � crosses ` ultimately transversally and always in
the same “direction”. �

Proof of Proposition 2.1.- Write the vector field X locally at 0 as X D a.x; y/ @
@x

C
b.x; y/ @

@y
where a; b are analytic in a neighborhood of the origin. Given a trajectory

� of X accumulating to 0, if we write in polar coordinates r.t/ Djj �.t/ jj and
�.t/=r.t/ D ei�.t/ 2 S

1, with � I �0; 1Œ! R continuous, the functions r.t/; �.t/

satisfy the system of differential equations

Pr D rk.A.�/ C O.r//

P� D rk�1.B.�/ C O.r//: (2.1)

Here k is the multiplicity of X at the origin (the minimum of the orders of a and b)
and A, B are 2�-periodic functions. Moreover, A; B are not both identically zero
(they are defined by the formulas

xak C ybk D rkC1A.�/; �yak C xbk D rkC1B.�/

where ak , bk are the homogeneous parts of a; b, respectively, of degree k). We need
to show that either limt!1 �.t/ exists in R (� has a tangent) or limt!1 �.t/ D ˙1
(� spirals). We have two cases to consider.

Dicritical case: B.�/ � 0. Both equations in the system (2.1) can be divided by rk

and then, after division, the new system is such that the points .r; �/ D .0; �0/ for
which A.�0/ ¤ 0 are non singular. On the other hand, � is, up to reparametrization,
part of a trajectory of this divided system, since the induced foliation over the half
space fr > 0g by the original system or by the divided one is exactly the same. The
conclusion is that limt!1 �.t/ exists and � has a tangent.

Non-dicritical case: B.�/ 6� 0. The function B has finitely many zeros modulo
2�Z, say 0 � �1 < � � � < �n < 2� . Since r.t/ goes to zero while t goes to infinity,
for any " > 0 sufficiently small there exists t" � 0 such that �.t/ is monotone for
every t � t" for which �.t/ belongs to [j Ij;" C2�Z where Ij;" D Œ�j �1 C"; �j �"�,
j D 1; : : : ; n (and where we set �0 D �n). Moreover, the sign of the derivative of
�.t/ inside each interval Ij;" C 2�l depends only on j and not on " or l . We have
only two cases:

1. If �.t/ is increasing (or decreasing) in every Ij;" for j D 1; : : : ; n then either the
graph of � is included in one of the strips R>0 � .��j � "; �j C "ŒC2�l/ or �

diverges to C1 (or �1). Since " is arbitrarily small, we conclude the result in
this case.
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Fig. 4 Opposed monotonicity between strips implies existence of tangent

2. If �.t/ has different monotonicity when it takes values in Ij;" or Ij C1;" for some
j then � can not pass from the strip R>0 � .Œ�j �1 C "; �j � "� C 2�l/ to R>0 �
.Œ�j C "; �j C1 � "� C 2�l/ or viceversa. This implies that �.t/ remains bounded
when t goes to infinity (see Fig. 4). Since it can not have any value of Ij;" C 2�Z

as an accumulation value by monotonicity, if we make " ! 0, we conclude that
limt!1 �.t/ exists and it belongs to f�1; : : : ; �ng C 2�Z. �

If there exists a trajectory � with !.�/ D 0 having a tangent then any other
trajectory � 0 with !.� 0/ D 0 has also a tangent at the origin (otherwise, � 0 would
be a spiraling trajectory and it would intersect infinitely many times the trajectory
� , which is not possible). Thus, the dichotomy stated in Proposition 2.1 is not just
for single trajectories but for the whole set of trajectories of a given vector field that
accumulate to the origin. One can go one step further in the spiraling case in the
sense that a spiraling trajectory forces that any other trajectory in a neighborhood
also accumulates to the origin. Let us state this result as follows:

Proposition 2.2. If � is a spiraling trajectory of an analytic vector field X at the
origin 0 2 R

2 then there exists a neighborhood U of 0, positively invariant for X

such that any trajectory of X issued of a point in U n f0g accumulates to the origin
and spirals around it.

Proof. Take a half-line ` through the origin and a neighborhood QU sufficiently small
such that X is transverse to ` \ QU and 0 is the only singularity of X inside QU .
Let �.t1/; �.t2/ 2 ` two consecutive points where � intersects `. The C 1-piecewise
curve C given by � jŒt1;t2� and the segment Œ�.t1/; �.t2/� 	 ` is a Jordan curve. Let
U be the bounded connected component of R2 n C. It contains the origin. First, t2
being greater than t1, we must have �.t2/ is closer to zero than �.t1/ (see Fig. 5).
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Fig. 5 Spiraling dynamics
in dimension 2

On the other hand, a trajectory � 0 issued of a point in U can not cross C forwards,
so it remains in U and U is positively invariant. For such a trajectory � 0, the omega-
limit set !.� 0/ is a compact connected invariant set contained in U . It can not be
a periodic orbit of X (otherwise, since this orbit must contain a singularity in its
interior, it circumscribes 0 and then, C lying outside the orbit, � must intersect it,
which is impossible). Hence !.� 0/ D 0 and so � 0 spirals around the origin. �

Returning to our original purpose, the only trajectories (accumulating to a single
singular point) of analytic vector fields in dimension two susceptible to form
moderate geometry are those having a well defined tangent in their limit point. These
class of trajectories contains any relatively compact semi-analytic curve. Can we say
more about trajectories with a tangent? Do they really form a moderate geometry?
The answer is yes: they have all good properties that we expect from analytic or
semi-analytic curves.

First of all, we have the following important consequence of having a tangent.

Proposition 2.3. A trajectory � with a well defined tangent at 0 2 R
2 is non-

oscillatory; that is, given an analytic curve C at the origin, � is either contained in
C or it intersects C only finitely many times.

Proof. Suppose that � intersects infinitely many times a (local) connected compo-
nent C 0 of C n f0g but it is not contained in C 0. We can see C 0 as an embedded
smooth one-dimensional submanifold of R2 which is closed in an open sector S

around the origin bisected by the tangent direction of C 0 and of opening less than
2� . Thus S n C 0 have two connected components, the “local sides” of C 0. We can
moreover suppose that � has the same tangent direction at the origin as the curve
C 0 so that � jŒt0;1Œ remains inside S for t0 sufficiently large. Now, using the same
kind of arguments that in the proof of the claim above, we find an infinite number of
points in C 0 where C 0 is tangent to the vector field X : either � intersects tangentially
C 0 at infinitely many points or it intersects transversally changing the sides between
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Fig. 6 Oscillation with
tangent creates tangent points

two consecutive hits (see Fig. 6). But then, since the set of points of C 0 where
X is tangent to C 0 is a semi-analytic subset of C 0, if this set contains infinitely
many points it coincides with C 0 and C 0 itself is invariant by the vector field. This
contradicts the fact that � intersects C 0. �

We summarize in the following statement all that we can say about finiteness
properties of trajectories of vector fields in the plane.

Theorem 2.4 (Finiteness properties of trajectories in dimension 2). A trajectory
� of an analytic vector field such that !.�/ D 0 2 R

2 is non-oscillatory if and only
if it has a well defined tangent. Moreover, there exists an o-minimal expansion of the
real field in which every such trajectory is definable.

The last sentence on this theorem is much more involved. It can be obtained
using the remark that, in dimension two, a non-oscillatory trajectory of an analytic
vector field is also a Rolle’s leaf of the generated foliation. After that, the result
follows from the o-minimality of the structure generated by Rolle’s leaves, as we
have mentioned in the introduction.

3 Definitions and Generalities

In this section we review briefly well known concepts and results concerning
blowing-ups and vector fields that we will need throughout these notes. As well,
we investigate some new concepts about trajectories in general suggested by the
study of the two-dimensional case in the precedent section.
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3.1 Blowing-Ups

The orientable blowing-up at 0 2 R
n is the map

� W R � S
n�1 ! R

n

.r; �/ 7! r�:

It is a local diffeomorphism outside the exceptional divisor f0g � S
n�1 which is

mapped to the origin. This map is not injective but 2-to-1 outside the divisor. In order
to obtain an isomorphism outside the divisor, we have two options. If we want to
maintain orientability, we consider the restriction

�C W R�0 � S
n�1 ! R

n

so that our new ambient space is not longer an analytic manifold but and analytic
manifold with boundary. If we want to avoid borders, we consider the standard
(projective) blowing-up at 0 2 R

n defined as the map � W QRn ! R
n obtained from

� by identifying points in R � S
n�1 according to the rule

.r; �/ 
 .r 0; �0/ ,
8
<

:

r D r 0 and � D �0
or

r D �r 0 and � D ��0

The quotient space QRn is a real analytic n-dimensional manifold. It is covered by
affine charts .Uk; xk D .xk

1 ; : : : ; xk
n //, k D 1; : : : ; n (that is, the range of xk is the

whole affine space Rn) characterized by the fact that the blowing-up � is written in
Uk as

�.xk/ D .xk
1 xk

k ; : : : ; xk
k�1x

k
k ; xk

k ; xk
kC1x

k
k ; : : : ; xk

nxk
k /:

The exceptional divisor of the blowing-up � is E D ��1.0/ ' P
n�1
R

which is given
in the chart Uk by the equation E D fxk

k D 0g.
The projective blowing-up is more suitable if we want to define it in other ground

fields different from the real one or if we want to extend it to other real manifolds.
More precisely, if M is an n-dimensional manifold and p 2 M , we define the
blowing-up of M at the point p by means of local charts as follows. Let � W U ! R

n

be a local chart of M centered at p and let V D �.U /. Consider the disjoint union
manifold M n fpg [ ��1.V / and let QM be the quotient space of this union by the
identification

q 
 ��1.�.q//; q 2 U n fpg:
We have that QM is an analytic n-dimensional manifold and we define the blowing-up
as the map �p W QM ! M given by �p.q/ D q if q 2 M nfpg 	 QM and �p.E/ D p.
The definition of the blowing-up at p depends on the particular choice of the chart.
However, if �p W QM ! M , � 0

p W QM 0 ! M are two different such blowing-ups,

then there exists a diffeomorphism � W QM ! QM 0 such that � 0
p ı � D �p; thus we

can (and we will) identify them.
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Let Y D fx1 D � � � D xr D 0g 	 R
n with r � 2. We define the (orientable,

respectively projective) blowing-up of Rn with center Y as the map

�Y D �r � idY W QRr � Y ! R
r � Y D R

n

where �r is the (orientable, respectively projective) blowing-up of Rr at the origin.
Finally, let M be a real analytic manifold and Y 	 M a closed embedded smooth

analytic submanifold of pure codimension r � 2. Let p 2 Y . Choose an affine
coordinate chart � W U ! R

n of M at p for which Y \ U D ��1.fx1 D � � � D
xr D 0g/. Then, by definition, a (local) blowing-up of M with center Y at the point
p is the composition

�U
Y W QRr � �.Y \ U /

�! R
n �! U

i
,! M

where i is the inclusion and � is the projective blowing-up in R
n with center

�.Y \ U /.1

3.2 Vector Fields Under Blowing-Ups

Let X be an analytic vector field in a real analytic manifold M and let p 2 M be a
singular point of X . Let �p W QM ! M be the blowing-up at p. It is not difficult to
see using the charts of the blowing-up that there exists a vector field QX on QM , called
the total transform of X by �p , such that

.�p/� QX D X:

If the multiplicity of X at p is at least two then the exceptional divisor
E D ��1

p .p/ is contained in the singular locus of QX . Usually, we do not want to
have a singular locus of codimension 1. We can proceed locally as follows. If q 2 E ,
there is a chart of QM at q in which E has the local equation fx D 0g and there is a
natural number s � 0 such that QX D xsX 0 where X 0 is not identically zero at E .
This vector field X 0 is called the strict transform of X (by �p) at the point q. It is
not defined in the whole manifold QM .

If we want to work with global objects, it is convenient to consider the
1-dimensional foliation L0 generated by the strict transform X 0 at any point which
is well defined in QM . The foliation L0 is called the strict transform (by �p) of LX ,
the 1-dimensional foliation in M generated by X . Two cases can occur:

1Of course, we can define more general concepts of blowing-ups such as the (global) blowing-up
of M with center Y if Y is closed, or even only assuming that Y is a closed analytic set, possibly
with singularities (see [10]). However, we will not use these generalizations in this work.
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Fig. 7 Existence of tangent

1. The divisor E is invariant by L0 (called non-dicritical case). In this case, leaves
of LX , except for the singular leave fpg, correspond isomorphically to leaves of
L0 that do not intersect E .

2. The divisor E is generically transversal to L0 (called dicritical case). In this case,
leaves of L, except the singular leave fpg, correspond to leaves of the restriction
of L0 to QM n E and, generically, these leaves can be analytically continued
through the point fpg (and then they are semianalytic sets in M at the point p).

Similar concepts of total and strict transform of a vector field X exist for the
(local) blowing-up with an analytic smooth center which is invariant for X .

3.3 Parameterized Curves

Let p 2 M and let � W Œ0; C1Œ! M be a parameterized analytic curve such that
�.t/ ¤ p 8t and such that its !-limit set

!.�/ WD
\

t�0

�.Œt; C1Œ/

is reduced to the single point p. Denote by j � j	 M the image set of � .

3.3.1 Existence of Tangent

We say that � has a tangent at p if, denoting by �1 W M1 ! M the blowing-up with
center p, the lifting parameterized curve �1 D ��1

1 ı� W Œ0; C1Œ! M1 has a single
!-limit point p1 2 E1 D ��1

1 .p/ (see Fig. 7). We say also that p1 is the tangent of
� at p. It is a well defined point (up to isomorphisms between different blowing-ups
as we have explained in the Sect. 3.1).
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Fig. 8 Iterated tangents

3.3.2 Iterated Tangents

We say that � has all iterated tangents if, recursively, � has a tangent at p, equal to
p1, then the lifting curve �1 of � has a tangent at p1, equal to p2, etc. (see Fig. 8). The
sequence of points IT.�/ D fpngn�0, with p0 D p, is called the sequence of iterated
tangents of � . As in the case of the tangent, it is well defined up to equivalencies
between point blowing-ups.

3.3.3 Limit of Tangents

We say that � has the limit of tangents if there is an analytic coordinate chart of M

at p so that we can suppose that M D R
n and p is the origin and the following limit

exists

lim
t!1

P�.t/

jj P�.t/ jj 2 S
n�1;

where the dot denotes the derivative with respect to the parameter t . It is worth to
mention that this definition does not depend on the coordinate chart.

3.3.4 Oscillation

We say that � is non-oscillatory at p (with respect to the analytic sets) if for any
given local analytic hypersurface H of M at p, there exists t0 � 0 such that either
�.Œt0; 1Œ/ 	 H or �.Œt0; 1Œ/ \ H D ; (see Fig. 9). Equivalently, we can (and we
will) use the following definition: for any germ f of analytic function at p, either
f ı � � 0 or f ı � is invertible in the ring of germs of continuous real functions at
t D C1.
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Fig. 9 Oscillating
parameterized curve

3.3.5 Flat Contact

A subset 	 	 M is said to be an analytic half-branch at p if there exists a real
analytic map ˛ W� � "; "Œ! M with ˛.0/ D p and an open neighborhood U of p in
M such that

	 \ U D ˛.�0; "Œ/:

Equivalently, the germ of 	 at p is the germ of a connected component of C n fpg
where C is a one-dimensional semi-analytic set in some neighborhood of p in M

and p 2 C . The local parametrization ˛ of 	 can be supposed to be a Puiseux’s
parametrization; that is, written in some analytic coordinates at p in the form

˛.s/ D .˛1.s/; : : : ; ˛n�1.s/; sk/;

where k � 1 is a natural number and ˛j is analytic in � � "; "Œ with ˛j .0/ D
0, for j D 1; : : : ; n � 1. The minimum such k is called the multiplicity of 	 at
p. We will say that 	 is not singular at p if, in some analytic coordinates .x D
.x1; : : : ; xn�1/; z/ centered at p, we have (as germs)

	 D fx1 D x2 D � � � D xn�1 D 0; z > 0g:
Equivalently, the multiplicity of 	 is k D 1.

If �1 W M1 ! M is the blowing-up at the point p, 	1 D ��1.	/ is called
the strict transform of 	 by �1. It is not difficult to see using a parametrization ˛

that 	1 intersects the exceptional divisor in a single point p1, called the tangent
of 	 at p, and that 	1 is an analytic half branch at p1. Continuing in this way, we
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define the sequence IT .	/ D fpngn�0 of iterated tangents and the sequence of strict
transforms f	ngn�0 of 	 (with p0 D p and 	0 D 	). There is a classical result in
resolution of singularities of curves (see for instance [34]) that asserts that there is
n0 such that, for any n � n0, the point pn in the sequence of iterated tangents of 	 is
a regular point of the exceptional divisor and the strict transform 	n is non singular
at pn.

We say that a parameterized curve � with a single !-limit point p 2 M has a
flat contact with an analytic half branch 	 at p if � has all the iterated tangents and
IT .�/ D IT .	/.

Remarks 3.1. (1) Having all iterated tangents does not imply flat contact: consider
for instance the mentioned example of the graph of x 7! x

p
2, x > 0, for

which the sequence of iterated tangents does not correspond to the one of a real
analytic curve.

(2) The name “flat contact” is motivated by the following property whose proof is
left to the reader. Suppose that 	 is not singular at p, that is

	 D fx1 D x2 D � � � D xn�1 D 0; z > 0g

in some coordinates. Write � in these coordinates as �.t/ D .x.t/; z.t//. Then
� has flat contact with 	 iff, for any N 2 N, we have

lim
t!1

jjx.t/ jj
jz.t/ jN D 0:

(3) If � has flat contact with an analytic half-branch at p then there are exactly
two germs of analytic half-branches at p with respect to which � has flat
contact. To see this, we can suppose, after resolution of singularities as we
have explained before, that 	 is non singular. This means that the germ of 	

is one of the two connected components of the germ of C n fpg where C is an
axis of some system of coordinates. By definition, � has flat contact with both
components. Using Łojasiewicz’s regular separation property [15], these are the
only analytic half branches with this property.

Remark 3.2. Notice that all the concepts defined above: existence of tangent,
iterated tangents, limit of tangents, non-oscillation, flat contact, depend only on the
germ of the set j � j at the point p and not on the particular parametrization or the
origin t D 0 of such a parametrization.

We summarize the relations between these properties in the following
proposition.

Proposition 3.3. Let � W Œ0; 1Œ! M be an analytic parameterized curve with
!.�/ D fpg. Then:

(i) j � j is an analytic half-branch at p ) � is non-oscillatory ) � has the
iterated tangents ) � has a tangent.
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(ii) � has the limit of tangents ) � has a tangent.
(iii) If � is a trajectory of an analytic vector field on a neighborhood of p then � is

non-oscillatory ) � has a limit of tangents.
(iv) If � is a trajectory of an analytic vector field on a neighborhood of p and,

moreover, n D 2, then the properties: non-oscillatory, having a tangent, having
iterated tangents and having a limit of tangents are all equivalent for � .

Parts (ii) and (iii) are concerned with the concept of existence of limit of tangents
which is not going to be used in the sequel; the proof of them, as well as examples
showing that the reciprocal implication in (ii) is not true or that the hypothesis of
being a trajectory in (iii) can not be dropped, can be seen in [25].

Notice that part (iv) has been already proved in Sect. 2. The hypothesis of �

being a trajectory is essential: take for instance the graph of the function x 7!
exp.�1=x/ sin.1=x/, for x > 0, as a parameterized curve in the plane having the
property of iterated tangents but oscillating.

For part (i), the first implication is a classical result in real analytic geometry;
the reciprocal of the first implication is not true in general, even for trajectories:
consider the graph of the function x 7! x

p
2, for x > 0, (the image of) a non-

oscillatory trajectory of the vector field X D �.x@=@x C p
2y@=@y/ which is not

an analytic half branch.
The third implication in (i) is obvious and, again, the reciprocal implication is not

true, even for trajectories of analytic vector fields (in dimension higher than two, by
part (iv)); the reader is encouraged to look for his own examples.

In what follows, we give the details of the proof of the second implication of
part (i); that is, non-oscillatory ) iterated tangents. In the next section, we study in
which manner the reciprocal of this implication is not true for trajectories of analytic
vector fields in dimension three.

Suppose that � has not the property of iterated tangents. Then there exists a
sequence of blowing-ups �k W Mk ! Mk�1, k D 1; : : : ; r at points pk�1 2 Mk�1

(with M0 D M , p0 D p) such that the lifting �k D ��1
k ı �k�1 has a single

limit point pk 2 Mk for k D 1; : : : ; r � 1 but �r D ��1
r ı �r�1 has at least two

different !-limit points p0; p00 2 Mr . Without loss of generality we can suppose
that M0 D R

n and that there exists a chart � W U ! R
n of Mr centered at p0 such

that the composition �1 ı � � � ı �r ı ��1 W Rn ! R
n is a polynomial map. Since

p0 2 !.�r/, the image of �r intersects any neighborhood of Mr at p0; on the other
hand, since p00 is also a !-limit point, �r leaves eventually any sufficiently small
such neighborhood. So, there exists ı > 0 such that �r intersects infinitely many
times the hypersurface in U

Hr D ��1.fx2
1 C x2

2 C � � � C x2
n D ıg/:

By Tarski’s Theorem ([30]), H D �1 ı � � � ı �r.Hr/ is a semialgebraic hypersurface
in R

n and so it is contained in an analytic hypersurface of M with respect to which
� is oscillating. �
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We finish this section with the following result

Proposition 3.4. Suppose that � is a trajectory of an analytic vector field on M

such that !.�/ D p and that � has a flat contact with an analytic half-branch 	 .
Then 	 is an invariant curve of X .

Proof. By the theorem of resolution of curves, we can suppose that 	 is non singular
at p. We can also assume that there exists a transversal divisor E invariant for X .
In local coordinates .x D .x1; : : : ; xn�1/; z/ we can write 	 D fx D 0; z > 0g,
E D fz D 0g and

X D
n�1X

iD1

Œai .z/ C
n�1X

j D1

xj aij .x; z/�
@

@xi

C za.x; z/
@

@z
:

The branch 	 is invariant if and only if ai � 0 for i D 1; : : : ; n � 1. Suppose that
this is not the case. Then, there exists N � 0 such that ai .z/ D zN bi.z/ and one of
the bi satisfies bi .0/ ¤ 0. At the tangent point pN , we can choose the standard chart
of the blowing up .y D .y1; : : : ; yn�1/; z0/ such that the composition �1 ı � � � �N is
written as

x D zN y; z D z0:

A simple calculation shows that the strict transform of X at pN is given by

X 0
N D

n�1X

iD1

Œbi .z
0/ C

n�1X

j D1

yj bij .zN y; z0/�
@

@yi

C z0a.zN y; z0/
@

@z0

where the bij are analytic at the origin. We obtain by the hypothesis about the
bi that pN is not a singular point for X 0

N . But this is a contradiction with the
fact that the lifting �N of � is a trajectory of X 0

N (up to re-parametrization)
and !.�N / D pN . �

4 Oscillation, Spiraling, Twisters

In this section we restrict ourselves to the situation of dim M D 3. The source for
the contents of this section is the paper [3].

4.1 The Results

We have already seen that, in dimension two, a trajectory of an analytic vector field
having a tangent is non-oscillatory, that these two properties are in fact equivalent
and imply the existence of all iterated tangents (among other stronger properties
such as o-minimality). This equivalence is not longer true in dimension three or
higher: oscillation and iterated tangents can coexist for trajectories of analytic
vector fields.
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γ

Fig. 10 Oscillating
trajectories with iterated
tangents

Example 4.1. Consider the following polynomial vector field in R
3

X D .�x � y/
@

@x
C .�y C x/

@

@y
� z2 @

@z
:

A trajectory � of X issued of a point in the half space fz > 0g can be explicitly
parameterized by the coordinate z as

z 7! .C exp.�1=z/ exp.i=z/; z/;

where C is a real non zero constant and where we have identified R
3 to C � R in

the usual sense. Then any such � satisfies !.�/ D 0 2 R
3, has flat contact with the

analytic half axis fx D y D 0; z > 0g (by Remark 3.1, (2)) and is oscillating with
respect to any plane containing the axis (see Fig. 10).

In the example above oscillation can be somehow described in terms of
“spiraling” around the vertical axis. The following results from [3] assert that,
essentially, this is always the case for oscillating trajectories in dimension three if
we have iterated tangents.

Theorem 4.2 (Existence of spiraling axis). Let � be a trajectory of a real analytic
vector field in a three dimensional manifold M such that !.�/ D p 2 M and
suppose that � has iterated tangents at p and it is oscillating. Then there exists
a (unique) analytic half branch 	 at p such that � has flat contact with 	 and �

spirals around 	 (see Fig. 11). The half branch 	 is called the spiraling axis for � .
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Fig. 11 Existence of the
spiraling axis 	

Fig. 12 Twister axis

Theorem 4.3 (Twister axis). Suppose that an analytic half branch 	 is the
spiraling axis for some trajectory � and assume that 	 6	 Sing.X/. Then there
exists an open subanalytic 2 set V of M containing the germ of 	 at p which is
positively invariant for X and satisfies the property that any trajectory issued of a
point in V accumulates to p and spirals around 	 (see Fig. 12). When this behavior
occurs we say that 	 is a twister axis and that V is a twister domain of X at p.

For further use, given an analytic vector field X in a neighborhood of some point
p 2 M and an analytic half-branch 	 at p (not necessarily a spiraling axis), we
will say that 	 is non-degenerated (for X ) if (the germ of) 	 is not contained in the
singular locus Sing X of X .

2Following carefully the details of the proof of Theorem 4.3 in [3], one can suppose, furthermore,
that the twister domain V is semi-analytic.
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T

W

ΓFig. 13 Definition of
semi-analytic triangle over 	

The second result, Theorem 4.3, can be viewed as the analogous in dimension
three to Proposition 2.2: the existence of a spiraling trajectory forces the rest of
trajectories in certain domain to spiral. In this sense, a twister axis is for the vector
field what René Thom has called a “centre organisateur de la dynamique”.

Before starting the proof of these theorems, we need to give a precise meaning
to the phrase “� spirals around an analytic half branch 	”. The concept of spiraling
trajectory in dimension three generalizes the one of spiraling trajectory in dimension
two, namely the definition formulated in the claim after Proposition 2.1 in Sect. 2.
We start with the definition of what we call semi-analytic triangles over 	 which
play the role of half lines in dimension two.

Definition 4.4. Let 	 D ˛.�0; 1Œ/ be an analytic half branch at some point p of a
three dimensional manifold M . A semi-analytic triangle (over 	) is a pair .W; T /

(see Fig. 13) where, for some 0 < " < 1,

• W is an open semi-analytic set containing 	" D ˛.�0; "Œ/.
• T is a smooth connected semi-analytic embedded surface of W n 	" with 	" 	

@T D T n T .
• The triplet .W; T; 	"/ is homeomorphic to

.R2��0; "Œ;RC��0; "Œ; f0g��0; "Œ/:

We remark that, given a semi-analytic triangle .W; T /, there exists an open
neighborhood V of T in W which is divided by T into two connected components,
V C; V �, called the local sides of T in W .

Definition 4.5. Given a parameterized curve � with !.�/ D p and an analytic half
branch 	 at p, we say that � spirals around 	 or that 	 is the spiraling axis for � if
for any semi-analytic triangle .W; T / over 	 there exists t0 � 0 with the properties:
�.t/ 2 W for any t � t0 and � jŒt0;1Œ intersects T infinitely many times transversally
and passing from one given local side of T to the other.
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4.2 Some Technical Properties of Semi-analytic Triangles

The proofs of Theorems 4.2 and 4.3 involve some known facts about the geometry
of semi-analytic sets, applied to semi-analytic triangles. In what follows, we
formulate these facts and will be content to indicate just the key arguments in order
to prove them.

Let 	 be an analytic half branch at p 2 M given in some coordinates .x; y; z/
by a Puiseux’s parametrization

t 7! .x.t/; y.t/; tn/; t 2�0; 1Œ;

where n � 1 and x.t/; y.t/ are analytic functions at t D 0. Consider the sequence
fWkgk�0 of semi-analytic open sets

Wk D
�

.x; y; z/ = .x � x.z//2 C .y � y.z//2 < zkn; 0 < z <
1

k

�

:

They are “sharper and sharper” and “smaller and smaller” while k ! 1.

Proposition 4.6. The sequence fWkg has the following properties.

1. Each Wk is an open neighborhood of the germ 	0 of 	 at p and for any open
semi-analytic neighborhood W of 	0 there exists k0 such that Wk0 	 W .

2. If A 	 M is a semi-analytic set and 	0 6	 A then there exists k0 such that
Wk \ A D ; for any k � k0.

3. Let A 	 M be a semi-analytic set of dimension two such that 	0 	 A. There
exists k0 � 0 such that, if R1; : : : ; Rs are the connected components of Wk0 \
.A n .	 \ Wk0//, then, for any k � k0,

• The pair .Wk; Ri / is a semi-analytic triangle over 	 for i D 1; : : : ; s.
• For i; j 2 f1; : : : ; sg, we have either Ri D Rj or

.Wk; Ri ; Rj ; 	 \ Wk/ Štop .R2 � R
C;RC � f0g � R

C;R� � f0g � R
C;

f.0; 0/g � R
C/:

(We will say simply that the two triangles .Wk; Ri /, .Wk; Rj / are compatible).

Parts (1) and (2) are quite standard. They use the regular separation property
of semi-analytic sets [15]. Part (3) is a bit more involved and uses semi-analytic
stratifications adapted to the semi-analytic sets Wk , A, A, 	 that satisfy good regular
Whitney’s conditions [9]. A complete proof of Proposition 4.6 can be seen in [25].

Corollary 4.7. If � spirals around 	 then � has flat contact with 	 . Therefore,
there is at most one spiraling axis of a given trajectory of an analytic vector field in
a three dimensional manifold.
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Proof. By Definition 4.5, for any k � 0 there exists tk � 0 such that � jŒtk ;1Œ

is ultimately contained in Wk ; by (1) in Proposition 4.6, using resolution of
singularities, we can suppose that 	 is non singular and then Remark 3.1, (2) gives
he result. �

Corollary 4.8. The concept of axial spiralling is stable by blowing-up points:
suppose that � spirals around 	 at p and let � W M 0 ! M be the blowing-up
with center at p. If � 0, 	 0 denote the strict transform of � , 	 by � respectively then
� 0 spirals around 	 0 at p0 2 M 0, the tangent point of � .

Proof. The curve � 0, considered as a trajectory of an analytic vector field up to
re-parametrization, is oscillating and has iterated tangents. By Theorem 4.2, it has
an spiraling axis and, by Corollary 4.7, this spiralling axis is 	 0. �

4.3 Outline of the Proof of Theorem 4.2

In this paragraph we sketch the proof of Theorem 4.2, complete details can
be viewed in the reference [3]. We fix an oscillating trajectory � in dimension three
with iterated tangents and we have to prove that it has a spiralling axis. There are
two parts in this theorem. First, the existence of an analytic half branch 	 such that
� has flat contact with 	 and, second, that 	 is actually an spiralling axis according
to Definition 4.5.

4.3.1 Existence of �

Let H be an analytic hypersurface at p 2 M with respect to which � is oscillating,
that is, j � j6	 H and ].j � j \H/ D 1. (Notice that we are implicitly assuming
that H has real dimension two as an analytic set.) Let ff D 0g be a reduced local
equation for H where f is analytic in some neighborhood of p in M . We can
suppose, taking irreducible components, that the germ of f at p is irreducible.

Consider the set Z D H \ fdf .X/ D 0g, called the locus of (generalized)
tangencies. It is the set of points in H where either H or X is singular or X

is tangent to H . We can suppose that Z (its germ at p) is an analytic set of
dimension one: otherwise, either H is singular at any point (which is prevented
by the hypothesis of irreducibility of f ), or H is everywhere tangent to X

(which is prevented by the fact that the trajectory � intersects H but it is not
completely contained inside H ). Thus, Z consists of several analytic half branches
Z1; Z2; : : : ; Zr .

After a blowing-up � W QM ! M at the origin, we re-localize the problem at
the tangent point p1 of � . Consider the strict transform X 0 of X at p1 and the strict
transform H 0 D ��1.H n f0g/ of the surface H . It is easy to observe that the new



Course on Non-oscillatory Trajectories 133

Fig. 14 Behavior of tangencies after blowing-up

locus of generalized tangencies Z.1/ at the point p1 is given by the strict transform
of several of the branches Zi1; : : : ; Zis and, perhaps, the curve Y , intersection of H 0
with the exceptional divisor (see Fig. 14).

We claim that � has flat contact with one of the branches Zj . If this is not
the case, after several blowing-ups, by the previous remark about the behavior of
the locus of tangencies, restricting to a ball centered at the corresponding tangent
point of � , we can assume the following situation: M D R

3, � accumulates to the
origin and is contained in a connected component 
 of the complement in R

3 of a
union E of coordinate planes (the created divisors) and the locus of tangencies Z

is contained in E . Thus, since Z contains the singularities of H , H \ 
 is a non-
singular surface closed in 
. We conclude, since 
 is simply connected, that every
connected component of H \ 
 separates 
 in two connected components (called
the sides of the component).

Now we can use the ubiquitous Rolle’s argument. Take H1 one of the components
of H \ 
 having infinitely many intersection points with j � j. Since � intersects
transversally H1, it passes from one side to the other side of H1. Take two
consecutive points p; q 2j � j \H1 and � W Œ0; 1� ! H1 a C 1-path connecting
them (see Fig. 15). Since X “points” in opposite directions at p and q it must be
tangent at some point of Im.�/, obtaining then the desired contradiction.

4.3.2 � is a Spiraling Axis for �

We have to prove that � spirals around 	 according to Definition 4.5. We use the
properties stated in Proposition 4.6 about the family of semi-analytic neighborhoods
fWkg of the germ 	0 of 	 at p 2 M .
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Fig. 15 Rolle’s argument
applied to the component H1

Let .W; T / be a semi-analytic triangle over 	 . Property (1), says that there exists
k such that Wk 	 W . Also, � stays inside Wk for t � 0 since it has flat contact
with 	 . On the other hand, property (3) (for A D H [ T ) implies that there exists a
connected component R of H \ Wk n 	 such that

1. .Wk; R/ is a semi-analytic triangle.
2. .Wk; R/ and .Wk; T \ Wk/ are compatible.
3. � intersects R infinitely many times.

We can, moreover, suppose that X is transversal to R and T (because for some k big
enough Wk does not intersect other branches of tangencies between X and H or T

but 	). Thus � intersects transversally R infinitely many times. We have to show that
it intersects also T transversally infinitely many times and always from one given
side to the other side of T in Wk . The arguments are the usual topological ones
that we have already used for the spiraling in dimension two. Take two consecutive
intersection points �.t1/; �.t2/ 2 R so that the arc C D��.t1/; �.t2/Œ	 Wk n R.
We know also that �.t1 C "/; �.t2 � "/ are in opposite sides of R inside Wk for
" sufficiently small. On the other hand, .W n R/ n .T [ 	/ has two connected
components 
1; 
2 and each of them contains a different side of R in W . Thus
C \T ¤ ; which proves that � intersects infinitely many times T since it intersects
infinitely many times R. Moreover, each side of R or T is contained in exactly one
of the components 
1; 
2 and this gives us the desired conclusion that � passes
from one given side to the other of T . This finishes the proof of Theorem 4.2. �

Using similar arguments as above with semi-analytic triangles we can prove the
following corollaries (see [3, 4] for details).

Corollary 4.9 (Characteristic property of spiraling). Let � be a trajectory of an
analytic vector field in a three dimensional manifold M such that !.�/ D p and let
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	 be an analytic half-branch at p. Then � spirals around 	 if and only if for any
semi-analytic set S of dimension 2 we have

	0 	 S , ].j � j \S/ D 1: (4.1)

Corollary 4.10 (Spiralling around a non-singular axis). Suppose that 	 is non
singular and given in local coordinates at p by 	 D fx D y D 0; z > 0g. Put
cylindric coordinates x C iy D rei� and write �.t/ D .r.t/ei�.t/; z.t// with t � 0

in these coordinates. Then � spirals around 	 if and only if we have the properties

lim
t!1

r.t/

z.t/N
D 0 8N � 0 and lim

t!1 �.t/ D ˙1:

4.4 Outline of the Proof of Theorem 4.3

4.4.1 Vector Fields in Pre-final Situation

First we analyze a “reduced” situation of the theorem.
Let X be an analytic vector field in a neighborhood of a point p in a three

dimensional manifold and let 	 be an analytic half-branch at p which is invariant
and non-degenerated for X (	 6	 SingX ), not necessarily a spiraling axis.

Definition 4.11. (1) We will say that X is in pre-final situation (with respect to 	

if there are coordinates .x; y; z/ at p such that 	 D fx D y D 0; z > 0g and
the vector field X is written as

X D
qX

iD0

zi Li .x; y/ C zqC1Y � zqC1 @

@z
(4.2)

where

• q � 1,
• Li .x; y/ D .ai x C biy/ @

@x
C .ci x C di y/ @

@y
is a linear vector field,

• L0.x; y/ is not nilpotent,
• Y D A.x; y; z/ @

@x
CB.x; y; z/ @

@y
is a family of two-dimensional vector fields

tangent to the fibers fz D cstg and A.0; 0; z/ � B.0; 0; z/ � 0.

(2) We will say that X is in final situation (with respect to 	) if, furthermore,
we have that either every Lk D ak.x @

@x
C y @

@y
/ is radial or the first Lk ,

k 2 f0; : : : ; qg, which is not radial has different eigenvalues (has not a two-
dimensional Jordan block).

Notice that, in particular, 	 is a non-singular half-branch and then spiraling
around 	 can be detected by using cylindrical coordinates .x; y; z/ D .rei� ; z/ as in
Corollary 4.10. On the other hand, since 	 is non-degenerated, 	 is the image of a
trajectory that accumulates to the singular point p.
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The Example 4.1 in the beginning of this section is a vector field in pre-final
situation with respect to the z-axis. As we have shown, the z-axis is in this case a
twister axis and the half-space fz > 0g is a twister domain.

The rest of this paragraph is devoted to the proof of the following particular case
of Theorem 4.3.

Proposition 4.12. Suppose that X is in pre-final situation and that 	 is an
spiralling axis for some trajectory �0, then there exists ı > 0 such that the open
set Dı D fx2 C y2 < ı; 0 < z < ıg is a twister domain for X ; that is, Dı is
positively invariant and any trajectory issued of a point in Dı n 	 accumulates to p

and spirals around 	 .

Proof. First, we claim that the eigenvalues of L0 are (non-zero) complex conjugate
numbers. Suppose, otherwise, that the eigenvalues of L0 were two distinct real
numbers � ¤ . Choose the coordinates such that L0 D �x @

@x
C y @

@y
. If we

write in cylindric coordinates

�0.t/ D .x.t/; y.t/; z.t// D .r.t/ei�.t/; z.t//

then we would have the equation for �

P�.t/ D . � �/ sin �.t/ cos �.t/ C O.z.t// C O.r.t//;

and thus, the function �.t/ would change its monotonicity from increasing to
decreasing between the strips Œ�l C "; �lC1 � "� where �l D �l=2, l D 0; 1; 2; 3

mod � and " > 0. This prevents � to diverge to C1 or �1 and thus �0 would not
spiral.

Notice that, due to the component �zqC1@=@z in (4.2), any trajectory in a given
domain of the form Dı can be parameterized by z. This means that trajectories of
X are in one to one correspondence with the solutions of the following system of
ordinary differential equations

.S/ zqC1

 
dx
d z
dy

d z

!

D �
qX

j D0

zj Lj

�
x

y

�

� zqC1

�
A.x; y; z/
B.x; y; z/

�

(this time we consider Lj as the matrix
�aj bj

cj dj

�
). In particular, we write �0.z/ D

.x0.z/; y0.z/; z/ where .x0.z/; y0.z// is a solution of (S). By the hypothesis that �0

spirals around 	 , we have that x0; y0 are defined for any 0 < z < ı and, if we put
x0.z/ C iy0.z/ D r0.z/ei�0.z/ then r0.z/=zn ! 0 8n and �0.z/ ! ˙1 when z ! 0.

We consider two cases.

Case Spec L0 D f�; �g with � ¤ � (non real eigenvalues).- First, the reader can
check that, after a suitable change of coordinates

.x; y/ .x; y/.P0 C zP1 C � � � C zqPq/;



Course on Non-oscillatory Trajectories 137

where Pi is a two-by-two matrix with P0 invertible, we can suppose that all Lj ,

j D 0; : : : ; q, are of the form

�
aj �bj

bj aj

�

. The hypotheses of non-real eigenvalues

means with this notation b0 ¤ 0. If we put � D r2 D x2 C y2, from the system of
equations (S) we obtain

.S�/
zqC1

2

d�

d z
D ��.a0 C a1z C � � � C aqzq/ C zqC1O.�/:

A priori, we have the following possibilities:

(i) The first coefficient ak different from zero is positive.
(ii) a0 D a1 D � � � D aq�1 D 0; aq < 0.

(iii) a0 D a1 D � � � D aq D 0.
(iv) For some 0 � s � q � 1, as < 0 and aj D 0 for 0 � j � s � 1.

If we were in case (i), d�

d z is negative along any trajectory if z sufficiently small; in
particular, the function �0.z/ D x0.z/2 C y0.z/2 would not have limit equal to 0

when z tends to 0, contradicting the hypothesis !.�0/ D 0. If we were in case (ii),
�0.z/ > C zN for certain constants C; N > 0 which would contradict the fact that �0

has flat contact with 	 . If we were in case (iii) we could prove also that �0.z/ does
not tend to 0 when z ! 0.

Thus, we are necessarily in case (iv). Notice that in this case q � 1. We obtain
from equation .S�/ that there exists some C > 0 such that, if 0 < � < ı with ı

sufficiently small,

0 <
1

�

d�

d z
<

C

zsC1
:

This, in turn, implies two things. On one hand, Dı is positively invariant since X

is transversal to the border of Dı in the positive half space fz > 0g and points into
the interior of Dı ; on the other hand, for any solution z 7! �.z/ of equation .S�/

there exists K > 0 with 0 < �.z/ < K exp.� C
szq /. Thus, any trajectory � inside

Dı , being parameterized for any 0 < z < ı accumulates to the origin and has flat
contact with 	 by Remark 3.1.2. Moreover, since the equation for the angle function
� D arctan y=x is

.S�/ zqC1 d�

d z
D b0 C O.z/;

we have �.z/ ! ˙1 when z ! 0. Using Corollary 4.10, any trajectory issued of a
point in Dı spirals around 	 .

Case Spec L0 D f�g, a single non-zero real eigenvalue.- Notice first that � < 0,
otherwise no trajectory of X in the half-space fz > 0g can accumulate to the
origin. Moreover, using similar arguments as above, for ı > 0 sufficiently small,
Dı is positively invariant and any trajectory � inside this domain has flat contact
with 	 . In order to prove that � spirals around 	 it suffices to prove that it is
oscillating and then apply Theorem 4.3. Contrary to the previous case, the linear
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part L0 of the vector field alone is not responsible here for the oscillation of those
trajectories. We present here a proof that uses some dynamical arguments based on
classical results from the theory of Center Manifolds; in the next section we will
sketch another proof which only uses some algebraic manipulations of the system
of ordinary differential equations (S).

Let � W M 0 ! M be the polar local blowing-up with center Y D fx D y D 0g.
Every trajectory � in Dı (except 	 itself, of course) has a lifting Q� in M 0 ' S

1 �
R � Y which is a trajectory of the total transform QX of X by � . Since !.�/ D 0,
we have !. Q�/ 	 E D ��1.0/ ' S

1. It suffices to show that !. Q�/ D E . We have
that E is invariant by QX and either entirely composed by singularities (when L0 is
diagonalizable) or with only two singular points (when L0 is not diagonalizable). On
the other hand, from the hypothesis and taking the appropriate charts of the blowing-
up, one can prove that the cylinder C D ��1.Y / ' S

1 � R is a global center
manifold along E; that is, an invariant manifold for X whose tangent space at any
point q of E is the (generalized) eigenspace corresponding to the zero eigenvalue of
the linear part of QX at q.3 The general theory (see [6, 13] for a proof) says that for
any trajectory Q� of QX there exists a unique trajectory �Q� , called the accompanying
trajectory, inside C to which Q� is exponentially close in terms of the parametrization
by time, i.e., for some A; a > 0, we have

jj Q�.t/ � �Q� .t/ jj� A exp.�at/: (4.3)

Now, the accompanying trajectory �Q�0
of the lifting Q�0 of �0 must accumulates to

the whole E since �0 is spiraling. This implies that any other trajectory inside
C , in a sufficiently small neighborhood of E , also accumulates to the whole E .
This forces any trajectory Q� to accumulate to the whole E , as we wanted to prove
(see Fig. 16). �

4.5 Stability of Spiraling by Blowing-Ups

In order to prove Theorem 4.3 in the general case, the strategy is the following: given
a vector field X and 	 a non-degenerated spiraling axis of X for some trajectory �0

at some point p, we want to reduce to the situation of a vector field in pre-final
situation by means of analytic transformations that preserve the spiraling behavior.
Then we will construct a twister domain for X at p as the image of some twister
domain of the vector field in pre-final situation of the form Dı by the map obtained
by the composition of those transformations. In what follows we precise the kind

3Rigorously, this is only the case if E � Sing. QX/; otherwise, we have to say, more correctly, that
C is a normally hyperbolic invariant set of QX (see [11, 27]). The conclusions about accompanying
trajectories are, however, the same.
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Fig. 16 Spiraling and accompanying trajectories

of transformations needed to achieve this reduction. For the most part of the time,
they are blowing-ups with center either a point or a local analytic curve; eventually,
we will need some real ramifications over surfaces which does not intersect the
spiraling axis.

Definition 4.13. Let 	 be an analytic half-branch at some point p in a three
dimensional manifold M . A map � W QM ! M is said to be a basic 	-admissible
morphism if it is of one of the following forms:

• � is the blowing-up at p.
• A local blowing-up along a curve: there exists a one-dimensional smooth analytic

submanifold Y 	 M with Y \ 	 and a chart .U; .x; y; z// centered at p such
that Y \ U is a coordinate axis and � is the composite of the blowing-up �Y W
QM ! U with center Y \ U and the open immersion U ,! M .

• A q-ramification: there exists a chart .U; .x; y; z// at p, with 	 	 fz > 0g, and
q 2 N�1 such that � is the composition of the ramification .x; y; z/ 7! .x; y; zq/

by the open immersion U ,! M .

Evidently, Q	 D ��1.	/ is an analytic half-branch at some Qp 2 QM , called the (strict)
transform of 	 by � . A 	-admissible morphism is a composition of basic admissible
morphisms for 	 and its successive transforms.

The following proposition is a consequence of the characteristic property of
spiraling, Corollary 4.9, and other arguments in subanalytic geometry similar to
those used in the proof of Theorem 4.2 (notice that the blowing-up with a smooth
closed center is a proper map [10]).

Proposition 4.14. Suppose that � is a trajectory of an analytic vector field X on
M such that !.�/ D p and suppose that � spirals around an analytic half-branch
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	 . Let � W QM ! M be a basic 	-admissible morphism. Then Q� D ��1 ı � satisfies
the properties:

1. !. Q�/ D Qp 2 QM .
2. j Q� j is a leave of a 1-dimensional foliation on QM ; hence, up to re-parametriz-

ation, it is a trajectory of an analytic vector field QX on a neighborhood of Qp
(called the strict transform of X by �).

3. Q� spirals around Q	.

Moreover, 	 is a twister axis for X if and only if Q	 is a twister axis for QX .

4.5.1 General Case

The reduction to the pre-final situation is given in several steps.

Step 1. By blowing-up points, using resolution of singularities of curves, we can
suppose that 	 is non-singular. So we assume that p is the origin of R3 and that, in
some local coordinates, 	 D fx D y D 0; z > 0g.

Step 2. We can suppose that the linear part D0X of the vector field at the origin is
not zero. In order to prove this, write

X D a
@

@x
C b

@

@y
C c

@

@z

and put q C 1 D ordz.c.0; 0; z//. Then q is finite since 	 is non-degenerated.
If D0X � 0, we consider the blowing-up �1 at the origin and take standard
coordinates .x1; y1; z1/ at the tangent point p1 of 	 such that

x D x1z1; y D y1z1; z D z1: (4.4)

As we have explained in the Sect. 3.2, there exists s1 > 0 such that ��
1 X D X1 D

zs1

1 X 0
1 where X 0

1 is the strict transform. We have that the number q C 1 drops strictly
for X 0

1. Thus, after a finite number of steps we can assume D0X 6� 0.

Step 3. With the same notations as above, we can suppose that q � 1. To see this,
if q D 0 then 	 is tangent to an eigenvector of the linear part D0X with non-zero
eigenvalue �. Necessarily � < 0 since the existence of �0 implies that 	 is itself a
trajectory accumulating to the origin.

By a point blowing-up and coordinates at the tangent point p1 of 	 as in
(4.4), the linear part transforms into

D0X.x; y; z/ D0X.x1; y1; z1/ C x1

@

@x1

C y1

@

@y1

:

After several of these blowing-ups, D0X has two positive eigenvalues and a negative
eigenvalue. This means that X has a hyperbolic singularity at the origin. By the



Course on Non-oscillatory Trajectories 141

Fig. 17 Hyperbolic saddles
has no spiraling axis

classical Hartman-Grobman theorem, the dynamics is topologically the same as a
linear saddle in R

3 with a two-dimensional stable variety and a one-dimensional
unstable variety. This prevents the existence of �0 since 	 is the only trajectory of
X accumulating to the origin contained in the same side of the unstable manifold as
	 (see Fig. 17).

Step 4. We can suppose that the coefficient of @=@z for the vector field is just
�zqC1. This is justified by the following computations. Take coordinates as in (4.4)
at the tangent point of 	 after blowing-up the origin. The total transform equals the
strict transform of X since its multiplicity is equal to 1. The monomials transform
according to the rules

zr um@=@v zrCm�1
1 um

1 @=@v1; zr um@=@z zrCm
1 um

1 @=@z1;

where we have used the notation u; v 2 fx; yg. After finitely many transformations
of this type we can write

X D U �
�

L0.x; y/ C zL1.x; y/ C � � � C zqLq.x; y/ � zqC1

�
@

@z
C Y

�	

; (4.5)

where Lj .x; y/ is a linear vector field in the variables .x; y/, U.0; 0; 0/ ¤ 0 and
Y D A.x; y; z/@=@x C B.x; y; z/@=@y with Y.0; 0; z/ � 0.

Step 5. The vector field in (4.5) is already in pre-final situation if the linear
part L0.x; y/ is non-nilpotent. Suppose otherwise that L0.x; y/ D y@=@x (by
hypothesis L0 6� 0). Write also, for j � 1,

Lj .x; y/ D .aj x C bj y/
@

@x
C .cj x C dj y/

@

@y
:
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If c1 D 0, we consider the blowing-up � with center the local invariant curve Z D
fy D z D 0g and we obtain, for the standard coordinates x D x1; y D y1z1; z D z1,
that the strict transform of 	 is 	1 D fx1 D y1 D 0; z1 > 0g and

��X D z1ŒL
0
0.x1; y1/ C � � � C zq0

1 Lq0.x1; y1/ � zq0C1
1

�
@

@z1

C Y 0
1

�

where L0
0 D .a1x1 C y1/ @

@x1
C .c2x1 C d1y1/

@
@y1

and q0 D q � 1. The conclusion is
that either L0

0 is non-nilpotent or the exponent q drops. We win after finitely many
blow-ups of this kind.

If c1 ¤ 0, we first consider the ramification over the plane fz D 0g:

� W R3 ! R
3; .x0; y0; z0/ 7! .x0; y0; z02/:

Then 	 0 D fx0 D y0 D 0; z0 > 0g D ��1.	/ is the strict transform of 	 by �, a non-
degenerated spiraling axis for the trajectory ��1 ı �0 of the transform X 0 D ��X .
Now we consider the blowing-up � with center the local curve Z0 D fy0 D z0 D 0g
which is invariant for X 0 and does not intersect 	 0. In coordinates x0 D x1; y0 D
y1z1; z0 D z1, we can write ��X 0 D z1X1, where

X1 D y1

@

@x1

C c1x1

@

@y1

C O.z1/ � 1

2
z2q
1

�
@

@z1

C Y1

�

:

Despite the fact that the exponent q increases in this case, we arrive to a
non-nilpotent linear part, i.e., the vector field in (4.5) in pre-final situation with
respect to 	 .

4.5.2 Spiraling in Final Situation

The steps explained in the previous Sect. 4.5.1 can be considered as a special case
of a reduction of singularities of the vector field X : after several transformations,
the singularity of X at the point signaled by the invariant half-branch 	 has a non-
nilpotent linear (more correctly we have to say that it is a local uniformization along
	 , see [5] and Theorem 5.9 below).

We can, nevertheless, continue this process of reduction of singularities along 	

in order to obtain a better description of the singularity of the transformed vector
field, not just a non-nilpotent linear part. Namely, we can obtain a vector field in
final situation as we have defined in Definition 4.11.2. The reason for considering
this final situation instead of the pre-final one is that we can decide whether 	 is
a twister axis of the vector field just by looking at the linear coefficients Lj of
the expression (4.2) and we do not need to assume the previous existence of the
trajectory �0 spiraling around 	 .
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We summarize these commentaries in the two following results. In both
statement, let X be an analytic vector field in a neighborhood of some point p

in a three dimensional manifold M and let 	 be an analytic half-branch at p which
is invariant and non-degenerated for X .

Proposition 4.15. There exists a 	-admissible morphism � W QM ! M such that
the strict transform QX of X by � is in final situation with respect to the strict
transform Q	 of 	 .

Proposition 4.16. Suppose that X is in final situation with respect to 	 and written
as (5.7) with the corresponding properties of the linear terms Lj . Then 	 is a
spiraling axis (and thus a twister axis) if and only if the following properties hold:

1. q � 1,
2. There is a first non radial term Lk with k 2 f0; : : : ; qg and for this term

Spec.Lk/ D f�; �g with � ¤ �,
3. There exists 0 � l � q � 1 with Spec.Ll / D f; g and Re./ ¤ 0 and for the

first such Ll we have Re./ < 0.

Details of the proof of these results can be seen in [4]. For Proposition 4.15,
one uses similar arguments as the ones described in Steps 1–4 of the Sect. 4.5.1.
For Proposition 4.16, one uses some of the arguments in the theory of dynamical
systems already sketched in the proof of Proposition 4.12 (compare also with
Proposition 5.13 bellow).

5 Non-oscillatory Trajectories: Linked and Separated
Packages

Theorem 4.3 describe non-degenerated spiraling axis as “centers” of a domain
where the dynamics of the vector field is qualitatively well understood. In this
section we identify other type of interesting “organizer centers” of the dynamics.
Namely, they appear when the analytic axis became a purely formal non-convergent
curve. The interpretation for this formal axis is that it represents a whole package
of trajectories sharing the same iterated tangents and having similar asymptotic
behavior.

5.1 Example of Euler’s Equation

In this paragraph we analyze a classical example in dimension two and then we
generalize it in dimension three. We will discover new asymptotic behavior for
non-oscillatory trajectories that we will describe in general in the next paragraphs.
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(E0) x2dy/dx=y (E1) x2dy/dx=y-x

Γ
Γ

Fig. 18 Euler’s Equation

5.1.1 Euler’s Equation in Dimension Two

Consider the vector field

X0 D �
�

x2 @

@x
C y

@

@y

�

in R
2 or, equivalently, the linear ordinary differential equation .E0/ x2 dy

dx
D y.

Solutions of this equation are given by y.x/ D Ce�1=x , where C 2 R. We conclude
that all trajectories of X0 in fx > 0g has flat contact with the analytic half-branch
fy D 0; x > 0g, which can be consider as a organizer center. A slight perturbation
gives Euler’s equation:

X1 D �
�

x2 @

@x
C .y � x/

@

@y

�

$ .E1/ x2 dy

dx
D y � x:

Solutions of .E1/ are of the form y.x/ D y0.x/ C Ce�1=x , C 2 R where
y0.x/ is a particular solution. The phase portrait of X1 is very similar to that of
X0 (see Fig. 18) and, moreover, any trajectory in fx > 0g accumulates to the
origin, is non-oscillatory and has the same sequence of iterated tangents. This
sequence corresponds to the unique invariant formal curve of X1; i.e., the graph
b	 D .x;bf .x// of the (well known) unique formal solution of Euler’s equation .E1/:

bf .x/ D x C 1Šx2 C 2Šx3 C � � � C nŠxnC1 C � � � 2 RŒŒx��: (5.1)

More precisely, after the blowing-up at the origin, in the chart .x1; y1/ such that
x D x1; y D x1y1, the lifting of trajectories of fx > 0g go to the unique singular
point p1 D .0; 1/ on the domain of this chart. The strict transform ofb	

b	1 D
 

x1;bf 1.x1/ D
bf .x1/

x1

!
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is a formal curve centered at p1 where the situation repeats. In this way, the sequence
of iterated tangents IT .b	/ can be defined and, for any trajectory � of X1 in fx > 0g
we have IT .b	/ D IT .�/. On the other hand, it is easy to check that there is no
invariant analytic curve of X1 contained in fx > 0g (the only analytic invariant
curve is the y-axis).

In general, a formal curve b	 of a real analytic manifold M centered at a point
p 2 M is a Puiseux’s parametrization of the form

b	 D .bx1.z/; : : : ;bxn�1.z/; zr /; (5.2)

in some coordinates .x1; : : : ; xn�1; z/ at p, where r 2 N and bxj .z/ a formal
power series with bxj .z/ D 0. One can define the sequence of iterated tangents
IT .b	/ D fpkg of b	 similarly as in the case of an analytic half-branch, just
by blowing-up points, taking the strict transforms of the series and defining the
corresponding tangent as the point defined in coordinates by the independent values
of these transformed series. The formal curve 	 is called not singular at p if we can
chose r D 1 in the parametrization (5.2).

Definition 5.1. Let � W Œ0; 1Œ! M be an analytic parameterized curve with
!.�/ D fpg. We say that � has flat contact with b	 if � has iterated tangents and
IT .�/ D IT .b	/.

We have a similar result as Proposition 3.4 for formal curves.

Proposition 5.2. If � has flat contact with b	 and � is a trajectory of an analytic
vector field X then b	 is (formally) invariant for X .

Here, formally invariant means that if we write

X D a1

@

@x1

C � � � C an�1

@

@xn�1

C b
@

@z

then the vectors of power series .a1.b	.z//; : : : ; an�1.b	.z//; b.b	.z/// and
.bx0

1.z/; : : : ;bx0
n�1.z/; rzr�1/ are colinear (in the vector space of n-uples of power

series over the fractional field of RŒŒz��.

5.1.2 Euler’s Equation in Dimension Three

Now we construct an example, similar to Euler’s equation, in dimension three, by a
perturbation of Example 4.1.

Example 5.3. Consider the following algebraic vector field in R
3

X D .�x � y C z/
@

@x
C .�y C x/

@

@y
� z2 @

@z
:



146 F.S. Sánchez

Γ
Γ

Fig. 19 Perturbation of the example of spiraling dynamics

Although we can not give explicit expressions for the trajectories of this example
as in the Example 4.1, we can easily obtain the following qualitative properties for
any trajectory � in the half-space fz > 0g (see Fig. 19):

1. � accumulates to the origin and has iterated tangents. The calculations are similar
to those that we have sketched for Euler’s equation in the plane. More precisely,
one can see that there is a unique formal series solution .x; y/ D .bf 1.z/bf 2.z// 2
RŒŒz��2 of the system of ODEs associated to the vector field:

8

<̂

:̂

z2 dx

d z
D x C y � z

z2 dy

d z
D y � x

(5.3)

and that any trajectory in fz > 0g has the same sequence of iterated tangents as
the formal curveb	 D .bf 1.z/;bf 2.z/; z/.

2. � is non-oscillatory: if it was oscillating, since it has iterated tangents, it
would have flat contact with an analytic half-branch 	 (the spiraling axis)
by Theorem 4.2; but then we would have IT .	/ D IT .b	/ and the series
bf 1.z/;bf 2.z/, completely determined by the sequence of iterated tangents, would
be convergent series, which is not the case (see below for a proof).

3. Given two different trajectories �; � 0 on fz > 0g, we can parameterize by the
coordinate z as

�.z/ D .x.z/; y.z/; z/; � 0.z/ D .x0.z/; y0.z/; z/:

The differences u.z/ D x.z/�x0.z/; v.z/ D y.z/�y0.z/ satisfy the homogeneous
system of ODEs

8

<̂

:̂

z2 du

d z
D u C v

z2 dv

d z
D v � u

(5.4)
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and thus the argument of the vector .u.z/; v.z// 2 R
2 n f.0; 0/g tends to infinity

when z ! 0C. The two trajectories are asymptotically linked (see Fig. 19; we
give the general definition below in Proposition 5.5).

5.1.3 Complex Euler’s Equation

The relation between the examples of Euler’s equation in the plane .E1/ and
Example 5.3 in R

3 is more than just an analogy. Let us see why.
Consider the complex saddle-node equation for .t; w/ 2 C

2:

.E"/ t2 dw

dt
D w � "t; " D 0; 1:

For � D �ei˛ 2 fRe > 0g, consider the embedding j� W C � R ! C
2, j� .w; z/ 7!

.w; z�/. The equation induced by .E"/ on C � R by j� is

.E";� / z2 dw

dt
D w

�
� "z; z 2 R; w 2 C:

Now, put w D x C iy so that .E";� / becomes a system of two real analytic (linear)
ODEs. If " D 0 then the zero map x.z/ � y.z/ � 0 is a solution of this system
and all other solutions have flat contact with this one. Their asymptotic behavior
is either non-oscillatory when � 2 R

C or spiralling when � 62 R
C (see Fig. 20).

If " ¤ 0, the (unique) formal solution of .E1;� /, .bf �
1.z/;bf �

2.z// 2 RŒŒz��2 is such

that bf �
1.z/ C ibf �

2.z/ D Qf .z�/, where Qf .z/ is the formal divergent solution (5.1)
of Euler’s equation .E1/. Thus Qf �

1 ; Qf �
2 are both divergent series. In particular, for

� D 1, the formal solution of the system (5.3) is not convergent. As we have explain
in the previous paragraph, solutions of .E1;� / are non-oscillatory and the behavior
is either “not linked” when � 2 R

C or “linked” when � 62 R
C (see Fig. 21).

5.2 Generalities About Linked Trajectories

In this paragraph we investigate the concept of linked trajectories suggested by
Example 5.3.

Definition 5.4. Let �; � 0 be two parameterized curves in a three dimensional
manifold M such that !.�/ D !.� 0/ D p 2 M .

(1) A system of coordinates w D .x; y; z/ at p is called positive for � if, in
a sufficiently small neighborhood of p, j � j	 fz > 0g and � can be
parameterized with z as a parameter in the form �.z/ D .x.z/; y.z/; z/ with
x.z/; y.z/ analytic functions in some interval �0; "Œ.
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τ real τ non real
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Γ

Fig. 20 Phase portrait of the equation .E0;� /

τ real τ non real

Γ

Γ

Fig. 21 Phase portrait of the equation .E1;� /

(2) If w D .x; y; z/ is positive for both � and � 0, we say that they are w-
asymptotically linked (we will write shortly w-a.l.) if j � j \ j � 0 jD ; and,
writing

�.z/ D .x.z/; y.z/; z/; � 0.z/ D .x0.z/; y0.z/; z/; (5.5)

we have that the plane curve z 7! .x.z/ � x0.z/; y.z/ � y0.z// spirals around
.0; 0/ 2 R

2 when z ! 0C.

We are not interested in the study of the linking property for general parameter-
ized curves but for non-oscillatory trajectories of analytic vector fields. For this kind
of curves we have the following technical properties (we do not reproduce here the
proof which can be seen in [4]).
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Proposition 5.5. Let �; � 0 be two non-oscillatory trajectories of an analytic vector
field X in a neighborhood of a point p in a three dimensional manifold M such that
!.�/ D !.� 0/ D p.

1. If w D .x; y; z/ are coordinates at p such that j � j6	 fz D 0g then w is positive
for � (up to change z by �z).

2. If w; w0 are positive coordinates for both � and � 0, then � , � 0 are w-a.l. if and
only if they are w0-a.l. We will just say in this case that � , � 0 are asymptotically
linked (written a.l.).

3. Assume that � , � 0 are a.l. If H is an analytic surface at p then, as germs, j � j,
j � 0 j are contained in the same local connected component of M n H .

Notice that if �; � 0 are two different a.l. trajectories of a vector field and p W
R

3 ! R
2 is a linear projection then the number of intersection points of the images

p.j � j/, p.j � 0 j/ is infinite although p.j � j/ ¤ p.j � 0 j/ as germs. Despite
of the fact that they are non-oscillatory and hence individually well behaved from
the point of view of finiteness properties, linked trajectories exhibit bad relative
behavior: the projection of one of them “oscillates” with respect to the projection
of the other. In particular, no two a.l. trajectories can be definable in the same
o-minimal structure. Surprisingly, as we prove in the next section, each (linked)
trajectory of Example 5.3 is individually definable in an o-minimal structure.

5.3 Statement of the Main Result

In the result that follows, we want to study the possibilities for a vector field to have
asymptotically linked trajectories. As we will see, this behavior will occur only
when those trajectories have flat contact with a formal curve as in Example 5.3.
In particular they will have the same sequence of iterated tangents. For this reason,
it will be useful to introduce the following terminology.

Let �0 be a trajectory of a vector field X in a three dimensional manifold M such
that !.�0/ is a single point p 2 M and such that �0 has all iterated tangents. We will
speak of the integral package of �0 as the set IP.�0/ of all trajectories � of X with
!.�/ D p, having all iterated tangents and such that IT .�/ D IT .�0/. Although
we consider trajectories as parameterized curves, we will identify two elements �; � 0
of IP.�0/ if the germs at p of their images j � j, j � 0 j coincide.

Theorem 5.6. Let IP.�0/ be an integral package consisting on non-oscillatory
trajectories of X . Then we have one of the following possibilities:

1. Any two distinct elements �; � 0 2 PI.�0/ are asymptotically linked. (We will
speak of a linked package).

2. For any two distinct elements �; � 0 in IP.�0/ there exists a bounded open
neighborhood U of p in M and a subanalytic continuous map ˇ D ˇ�;� 0 W U !
R

2 such that, as germs at p, we have
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ˇ.j � j/ \ ˇ.j � 0 j/ D ;:

(We will speak of a separated package).

Trajectories of Example 5.3 in the half-space fz > 0g form a linked package.
The following result states that, essentially any linked package behaves like this
example. It can be viewed as the formal version of Theorem 4.3.

Theorem 5.7. Suppose that IP.�0/ is a linked package at p 2 M . There exists a
formal curve b	 such that IT .�0/ D IT .b	/, called the formal spiraling axis, which
is (analytically) transcendental. Also, for any neighborhood W of p, there exists an
open subanalytic set V 	 W , positively invariant for X such that

� 2 IP.�0/ ,j � j \V ¤ ;: (5.6)

A formal curve with parametrizationb	.z/ D .bx.z/; zr / in some coordinates .x; z/
at p is said to be (analytically) transcendental if given any convergent power series
f .x; z/ 2 Rfx; zg we have that f .bx.z/; zr / � 0 implies f � 0.

In the rest of this section we sketch the proof of Theorems 5.6 and 5.7 at the
same time (complete details can be found in [4]). The plan is the following. First,
in Sect. 5.4, we explain how to reduce the general case to the case where p is an
elementary singularity of X ; that is, the linear part DX.p/ has at least a non-zero
eigenvalue. This uses the Local Uniformization Theorem of vector fields along non-
oscillatory trajectories in [5]. Then, in Sect. 5.5 we study the elementary case.

5.4 Local Uniformization and Integral Packages

The Local Uniformization Theorem of vector field along a non-oscillatory trajectory
�0 asserts that, after a finite number of “suitable” modifications of the type
blowing-ups and ramifications, the lifted trajectory Q�0 accumulates to an elementary
singularity Qp of the strict transform of the vector field. Let us describe here the
technical features needed in order to precise this result and to know how to use it
for the proof of Theorem 5.6.

Let � be a non-oscillatory trajectory of an analytic vector field X in a three
dimensional analytic manifold M such that !.�/ D p. Similarly to what we have
considered in Definition 4.13, a map � W QM ! M is said to be a basic � -admissible
morphism if it is, either the blowing-up at p, or a local blowing-up along a smooth
curve Y through p which does not intersect � , or a q-ramification along a plane
through p. Also, similarly to Proposition 4.14, one can prove (see [4]) that, if � W
QM ! M is a basic � -admissible morphism then the lifting Q� D ��1 ı � satisfies

the properties:

1. !. Q�/ D Qp 2 QM .
2. Q� is non-oscillatory.
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3. j Q� j is a leave of a 1-dimensional foliation on QM ; hence, up to re-parametriz-
ation, Q� is a trajectory of an analytic vector field QX on a neighborhood of Qp
(called the strict transform of X by �).

These properties permit us to speak about a � -admissible morphism as a finite
composition of maps � D �n ı � � � �1 such that �1 is basic � -admissible and, for
i D 1; : : : ; n � 1, if �i denotes the lifting of �i�1 by �i with �o D � , then �iC1 is
basic �i -admissible.

The behavior of linked or subanalytically separated trajectories under admissible
morphisms is summarized in the following result.

Proposition 5.8. Let �; � 0 be two non-oscillatory trajectories such that !.�/ D
!.� 0/ D p 2 M and let � W QM ! M be a morphism of analytic spaces.

(i) Assume that �; � 0 are a.l. Then � is � -admissible iff it is � 0-admissible and, in
this case, the liftings Q�; Q� 0 satisfy !. Q�/ D !. Q� 0/ D Qp and they are a.l.

(ii) Reciprocally, if � is � and � 0-admissible and Q�; Q� 0 are a.l. then �; � 0 are a.l.
(iii) If � is � and � 0-admissible and their liftings do not accumulate to the same

point of QM then � , � 0 are subanalytically separated.
(iv) If � is � and � 0-admissible then � , � 0 are subanalytically separated if and only

if their liftings by � are subanalytically separated.

Proof. (See [4] for details). The proof of (iii) and (iv) are easy from the definitions
and the fact that the image of a subanalytic subset by an admissible morphism is
a subanalytic subset. The proof of (i) and (ii) uses, in big lines, Proposition 5.5
and the following construction for detecting the property of linking: suppose that
w D .x; y; z/ are positive coordinates at p for both � and � 0 and parameterize
�.z/ D .x.z/; y.z/; z/; then � , � 0 are a.l. iff � 0 intersects infinitely many times the
surface

Sw.�/ D f.x.z/ C t; y.z/; z/ = t � 0; z > 0g
and the sum of the indices of intersection of � 0 with Sw at such points diverges to
C1 or �1. �

As a corollary, any pair of non-oscillatory trajectories which are asymptotically
linked belong to the same integral package and they remain in the same integral
package by admissible morphisms. A linked package is thus preserved by admis-
sible morphisms. On the other hand, if some trajectory is separated from its mates
in an integral package by an admissible morphism then it will be a subanalytically
separated from them.

With these remarks, in order to prove Theorems 5.6 and 5.7 we can make any
number of convenable admissible morphism with the purpose of finding a vector
field in a simpler situation. The following important result by Cano, Moussu and
Rolin on reduction of singularities of three dimensional analytic vector fields asserts
that we can reduce to the case of elementary singularity; that is, a singularity for
which the linear part of the vector field is non-nilpotent.
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Theorem 5.9 (Local Uniformization along non-oscillatory trajectories, [5]).
Let �0 be a non-oscillatory trajectory of a vector field in a three dimensional real
analytic manifold. Then there exists a �0-admissible morphism � W QM ! M such
that the lifting Q�0 D ��1 ı �0 is, up to re-parametrization, a trajectory of a vector
field QX having an elementary singularity at Qp D !. Q�0/.

5.5 The Case of Elementary Singularity

In this paragraph we sketch a proof of Theorems 5.6 and 5.7 when p is an
elementary singularity of X ; that is, the linear part DX.p/ is a non-nilpotent linear
map from TpM into itself.

We will make use of the classical theory of invariant manifolds in dynamical
systems. Namely, the so called stable W s , center W c , unstable W u, center-stable
W cs and center-unstable W cu manifold of X at p, defined as embedded local
submanifolds through p, invariant for X and whose tangent space at p is the
eigenspace of DX.p/ corresponding to eigenvalues with negative, zero, positive,
non-positive, and non-negative, respectively. The reader can consult [13] or [11] for
the precise statements concerning them and used throughout this paragraph.

Fix for the rest of the paragraph a non-oscillatory trajectory �0 of X with !.�0/ D
p and suppose that any element of the integral package IP.�0/ is a non-oscillatory
trajectory. We start with a very general and easy result.

Lemma 5.10. There exists � D �.�0/ 2 Spec.DX.p// such that the tangent of �0

is an eigendirection of DX.p/ of eigenvalue �.

Proof. (The non-oscillatory condition for �0 is not necessary, just the existence of
tangent at p.) The argument is that the tangent direction of �0, considered as a point
in the exceptional divisor of the blowing-up at p is a singular point of the strict
transform of X . On the other hand, a computation shows that these singularities are
only at points corresponding to eigendirections of the linear part. �

We distinguish several cases for �.�0/.

5.5.1 Case �.�0/ ¤ 0

We show in this case that the integral package is always separated. Moreover, we
show that for any � 2 IP.�0/ the image j � j is a pfaffian set so all good finiteness
properties for the trajectories are true, in particular the subanalytic separation.

We have necessarily �.�0/ < 0 (otherwise !.�0/ ¤ p). Then any trajectory
of IP.�0/ is tangent to the stable manifold W s of X at p by Lemma 5.10. The
classical theory of invariant manifolds says that, in fact, any such trajectory � is
actually contained in W s . We recall also that W s (its germ at p) is unique and
analytic. We analyze the different possibilities.
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If dim W s D 1 then j � j	 W s for any � 2 IP.�0/; it implies that IP.�0/

reduces to �0 and j �0 j is an analytic half-branch.
If dim W s D 2 then any � 2 IP.�0/ is a trajectory of the planar analytic vector

field X jW s . Using the projection onto the tangent plane TpW s , we see that IP.�0/

is a separated integral package. Moreover, since these trajectories have a tangent,
they are Rolle leaves and thus pfaffian sets.

If dim W s D 3 and all eigenvalues are real (and thus negative), we use the
Dulac’s analytic normal form for X (see for instance [1]): there are analytic
coordinates .x; y; z/ at p such that X can be written as

X D �x
@

@x
C f .x; y/

@

@y
C g.x; y; z/

@

@z
:

A trajectory of X is contained in a cylinder j � j �R where � is a trajectory of the
planar vector field �x @

@x
C f .x; y/ @

@y
and satisfy an ordinary differential equation

over this cylinder. Since j � j is a Rolle leaf, we deduce that j � j is a pfaffian set.
Thus IP.�0/ is a separated integral package.

Suppose, finally, that dim W s D 3 and Spec.DX.p// D f�.�0/; a ˙ ibg with
a < 0, b ¤ 0. After a blowing-up of the point p, the strict transform of X at the
singular point p0 in the exceptional divisor corresponding to the tangent direction of
�0 has eigenvalues �.�0/, a��.�0/˙ib. By repeating the blowing-up at the iterated
tangents of �0 we reduce to a situation where dim W s D 1.

5.5.2 Case �.�0/ D 0 and Spec.DX.p// D f0; 0; �g

Let us see in this case that we obtain always that IP.�0/ is a separated package.
Since DX.p/ is non-nilpotent,  is a non-zero real number. We analyze the two

situations:
If  > 0, by classical arguments in dynamical systems, if we fix a center

manifold W c of X at p, then any � with !.�/ D p must be contained in W c .
This center manifold is the graph of a C1-map .x; y/ 7! h.x; y/ in some (analytic)
coordinates .x; y; z/ at p. In this case the projection R

3 ! R
2, .x; y; z/ 7! .x; y/

separates any couple of trajectories accumulating to the point p and the integral
package IP.�0/ is separated.

If  < 0, we first use the following fact (already used in Sect. 4) from the theory
of invariant manifolds: given a center manifold W c of X at p, each trajectory � with
!.�/ D p has a unique accompanying trajectory �� inside W c in the sense of (4.3).
Then we use the following proposition whose proof is not reproduced here and can
be seen in [4].



154 F.S. Sánchez

x
x

y y

Sσ

Sσ

Sσ

γ

γ
γwc wc

z
z

Different accompanying trajectories Same accompanying trajectories

γ

Fig. 22 Accompanying trajectories in the center manifold

Proposition 5.11. There exists a neighborhood U of p in M such that, if � is a
trajectory inside the center manifold W c such that !.�/ D p and � has the same
tangent direction at p as �0, say `0, then

L.�/ D
[

�2IP.�0/; �� D�

j � j \U

is an open set of a C 1-embedded surface S� through p. Moreover `0 	 TpS� and
S� is transversal to W c at p.

Now take coordinates .x; y; z/ at p such that `0 D Tp.fx D z D 0g/, TpW c D
Tp.fz D 0g/ and TpS� D Tp.fx D 0g/ where � is the accompanying trajectory
of �0 in W c . In particular, we have that W c is a graph of a C 1-function over
the .x; y/-plane and S� is a graph of a C 1-function over the .y; z/-plane. If
�; � 0 are two different trajectories in the integral package IP.�0/ and let �� , �� 0

be their respective accompanying trajectories in W c . We have the possibilities
(see Fig. 22):

(i) If j �� j¤j �� 0 j (as germs at p) then the linear projection .x; y; z/ 7! .x; y/

separates �; � 0.
(ii) If j �� jDj �� 0 j then, by Proposition 5.11, j � j; j � 0 j	 L.�� / and then the

projection .x; y; z/ 7! .y; z/ separates �; � 0.

5.5.3 Case �.�0/ D 0 and Spec.DX.p// D f0; �1; �2g with �1�2 ¤ 0

This case is much richer than the preceding ones in the sense that both types of
integral packages, either linked or separated, can appear. The following result asserts
that, in any case, all such integral packages will have a formal axis (Fig. 23).
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Fig. 23 Cases when �.�0/ D 0 and the other eigenvalues are non-zero

Lemma 5.12. There exists a unique formal curve b	 at p which is invariant for
X and tangent to the eigenspace of DX.p/ corresponding to the zero eigenvalue.
Moreover, we have

(i) b	 is not singular,
(ii) �0 has flat contact with b	 and

(iii) b	 6	 Sing X .

Proof. If the real parts of 1; 2 are (both) non zero (non-purely imaginary case)
then b	 is nothing but the formal center manifold bW c , a formal curve at p which is
uniquely determined, invariant for X and not singular (since it is a graph). Property
(ii) is easily obtained in this case by repeated blowing-ups and the following
observation: after the blowing-up at p, the strict transform X 0 of X at the singular
point p1 in the exceptional divisor, corresponding to the zero-eigenvalue satisfies
Spec.Dp1X

0/ D Spec.DpX/. If Re.1/ D Re.2/ D 0 (purely imaginary case)
then the point p1 is the only singularity on the exceptional divisor and the situation
repeats. We deduce that there is a unique possible sequence of iterated tangents of
a trajectory of the vector field X accumulating to p. Since formal curves at p are
univocally determined by its sequence of iterated tangents, we obtain (i) and (ii).

In order to prove (iii), suppose otherwise that b	 	 Sing X . The singular locus
SingX is an analytic set that we can assume to be of dimension at most one at the
point p. We would have that the formal curve b	 is in fact a convergent one and
defines an analytic non-singular curve Y at p. In the non-purely imaginary case,
Y is the center manifold (unique in this case), composed of singular points of the
vector field. We use the so called Center Manifold Theorem [6, 11] which assets
that, locally at p, the vector field X is topologically conjugated to a trivial product
of a two-dimensional vector field (in fact a linear vector field carrying the stable
and unstable dynamics) by the zero vector field in R (see Fig. 24). We conclude that
there are no non-trivial trajectories of X accumulating to p except those contained
in the stable manifold W s . They would be then tangent to a non-zero eigenvalue and
we would be in another case. In the purely-imaginary case, after the blowing-up � W
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Fig. 24 Dynamics in the non-purely imaginary case ifb	 � SingX
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Fig. 25 Dynamics in the purely imaginary case ifb	 � SingX

QM ! M with center Y , which is admissible for �0, we can see that C D ��1.p/

is a closed orbit of the transformed vector field. Since the lifting � 0
0 D ��1 ı �0

accumulates somewhere in C we would have that !.�0/ D C and thus �0 oscillating
(see Fig. 25). �

Consider analytic coordinates .x; y; z/ at the point p and a formal Puiseux
parametrization ofb	 of the form

b	 D .bf .z/;bg.z/; z/; bf .z/;bg.z/ 2 RŒŒz��:
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We write formally X in the formal coordinates .bx D x � bf .z/;by D x �bg.z/; z/ as

X Dba.bx;by; z/
@

@bx
Cbb.bx;by; z/

@

@by
Cbc.bx;by; z/

@

@z
:

Then we have

b	 invariant ,ba.0; 0; z/ �bb.0; 0; z/ � 0;
b	 6	 SingX ,bc.0; 0; z/ 6� 0:

Moreover, in our case, if we writebc.0; 0; z/ D zqC1.c0 C � � � / with c0 ¤ 0, then
q � 1 (since �.�0/ D 0) and c0 < 0 (since !.�0/ D p).

Following similar steps of those of the procedure presented in Sect. 4.5.1, we can
reduce by means of �0-admissible morphisms, to the following situation (which we
can call “formal final situation”, see Definition 4.11): the vector field X is written
in coordinates .x; y; z/ as

X D
qX

j D0

zj Lj .x; y/ C zqC1Y � zqC1 @

@z
(5.7)

where

• q � 1 and b	 is tangent to the z-axis,
• Lj .x; y/ D .aj x C bj y/ @

@x
C .cj x C dj y/ @

@y
is a linear vector field,

• The matrix of L0.x; y/ is invertible,
• Y D A.x; y; z/ @

@x
C B.x; y; z/ @

@y
is a family of two-dimensional vector fields

tangent to the fibers fz D cstg with Y.0; 0; 0/ D 0 (but not necessarily
A.0; 0; z/ � B.0; 0; z/ � 0, unless b	 is an analytic half-branch) and

• Furthermore, either each Lj is a radial vector field ak.x @
@x

Cy @
@y

/ for 0 � k � q

or the first Lk , k 2 f0; : : : ; qg, which is not radial has different eigenvalues (i.e.,
the discriminant �.Lk/ is not zero).

Once we are in the final situation and �0 is a non-oscillatory trajectory tangent
to b	 at p, we can determine if the integral package IP.�0/ is a linked or separated
package just by looking at the q-truncated normal lineal part of the vector field X ;
that is, the sum

Pq
j D0 zj Lj .x; y/ in the expression (5.7). The precise statement is

the following one (compare with Proposition 4.16).

Proposition 5.13. Denote by l D minfminf0 � j � q= tr.Lj / ¤ 0g; q C 1g.
Then

1. IP.�0/ is linked package iff the four following conditions hold

.AL/ l < q; tr.Ll/ < 0; k � q; �.Lk/ < 0:

2. If one of the conditions in (AL) fails then any two distinct trajectories �; � 0 2
IP.�0/ are separated by a linear projection onto a linear plane through the
origin in the coordinates .x; y; z/. In particular the integral package IP.�0/ is a
separated package.
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Details of the proof of this proposition can be seen in [4]. It follows essentially
the same lines as the proof of twister dynamics in the pre-final situation,
Proposition 4.12. This time, some of the arguments of the theory of differential
equations applied there to the cylindric coordinates �.z/; �.z/ of a trajectory
must be adapted to Q�.z/; Q�.z/ with u.z/ C iv.z/ D p

. Q�.z//ei Q�.z/, where
u.z/ D x.z/�x0.z/; v.z/ D y.z/�y0.z/ are the differences between two trajectories
in the integral package as in (5.5).

We can consider Proposition 5.13 as a refinement of Theorem 5.6 in the case
where X is in formal final situation. In this situation, Theorem 5.7 is also not
difficult to prove. In fact, the existence of a formal axis b	 is already given by
the hypothesis about the eigenvalues of the linear part (Lemma 5.12) while the
existence of a system of fundamental neighborhoods of p with the property (5.6)
will be a consequence of the proof of Proposition 5.13 (these neighborhoods play
the role of the twister domains of the form Dı in Proposition 4.12). Finally, the
argument that proves transcendence of the formal axis of a linked package is the
following. If f .b	.z// � 0 for some non-zero analytic germ f .x; y; z/ then, since
b	 is invariant and not convergent, there must be an irreducible component H1 of
H D ff D 0g of dimension 2 which is contained in the set of (generalized)
tangencies, Z D fdf .X/ D 0g, between Z and X (otherwise Z would be an
analytic curve that “contains” the formal branch b	). But then, one can show that
two different trajectories �; � 0 issued of points in H1 \ V , where V is an open set
satisfying (5.6), can not be asymptotically linked since they are contained in an
analytic surface.

6 Quasi-analytic Trajectories and O-minimal Structures

In this last section we present a result about o-minimality of certain non-oscillatory
trajectories of analytic vector fields. As was announced in the introduction, the
property of non-oscillation alone is not sufficient in order to obtain the stronger
finiteness property of o-minimality and several extra assumptions are needed about
the vector field or the trajectory. Also, we will see in this section (see Example 6.8)
that each of the linked trajectories of Example 5.3 is definable in an o-minimal
structure, although their “pathological” relative behavior. This example provides an
uncountable family of o-minimal structures mutually incompatible; that is, there is
no common o-minimal expansion of two of them (another example of such a family
is given in [23]).

Complete and detailed proofs of the statements presented here can be found in
the paper [24].

Consider an r-dimensional system of real analytic ODE’s of the form

xqC1 dy
dx

D A.x; y/; y D .y1; : : : ; yr / 2 R
r ; (6.1)



Course on Non-oscillatory Trajectories 159

where q, called the Poincaré rank of the system, is greater or equal to 1 and A is
a real analytic map in a neighborhood of the origin of R1Cr with values in R

r and
such that A.0; 0/ D 0. We want to study solutions of (6.1) near the origin; that is,
analytic parameterized curves

H D .H1; : : : ; Hr/ W�0; "� ! R
r (6.2)

such that dH
dx

D A.x; H.x// for any 0 < x < " and limx!0C H.x/ D 0.
Equivalently, if A D .A1; : : : ; Ar/ are the components of the map A, we can

consider the real analytic vector field

X D A1.x; y/
@

@y1

C � � � C Ar.x; y/
@

@yr

C xqC1 @

@x
(6.3)

defined in a neighborhood of the origin in R
rC1. The hyperplane fx D 0g is

invariant for X and, since X is transversal to the horizontal planes fx D cgc¤0,
every trajectory of X outside fx D 0g can be parameterized by x. We have then
that solutions H of the form (6.2) correspond exactly to trajectories � of (6.3)
on fx > 0g such that !.�/ D 0 2 R

rC1 (our general setting in these notes).
This correspondence between solutions and trajectories permits to apply, with the
obvious meaning, the concepts of iterated tangents, oscillation, flat contact and
asymptotic linking to solutions of (6.1).

We are interested in the problem of whether the components Hi of a solution H

like in (6.2) are definable in an o-minimal structure over the real field. The answer
is positive provided some assumptions on the system (6.1) and/or the solution H .
Of course, a first assumption is that H is non-oscillatory (at least with respect to
the semialgebraic sets of RrC1). However, our assumptions will be stated for the
system of differential equations (6.1) itself and in such a way that they will imply,
incidentally, the non-oscillation condition for the involved solutions.

6.1 Statement of the Main Theorem

6.1.1 Formal Solutions and Asymptotic Solutions

Our first assumption on the system of differential equations is a generic condition
concerning the spectrum Spec.A0/ D f�1; : : : ; �rg of the linear part A0 D
@A=@y.0; 0/ 2 Mr�r .R/. We will assume

.DA/

�
�i ¤ 0; for all i I
arg.�i / ¤ arg.�j / mod 2�Z; for i ¤ j:
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There is a classical result in the theory of analytic systems of differential
equations (see [35]) that asserts that, under the condition (DA), the system (6.1)
has a unique formal power series solution

bH.x/ D .bH 1.x/; : : : ; bH r.x// 2 RŒŒx��r ; bH .0/ D 0: (6.4)

(We can say, equivalently, that the formal curve .x; bH .x// is a formal solution of
the associated vector field (6.3).)

We will study o-minimal properties of solutions H like in (6.2) having the formal
solution as an asymptotic expansion when x ! 0C. By definition this means the
following: Write bH.x/ D P1

nD1 xnhn where hn 2 R
r ; for every natural number

N � 0, there is KN > 0 such that,











H.x/ �

NX

nD1

xnhn












� KN xN C1; for x 2�0; "�: (6.5)

We will simply write H 
 bH as x ! 0C.

6.1.2 Summability and Stokes Phenomena of the Formal Solution

In order to state our second assumption, we need first some relatively elementary
facts about summability of divergent series. In our particular case where the linear
part A0 of the system of equations is non singular we only need the following result
from Ramis (we use the standard notation S.˛; ˇI �/, ˛; ˇ 2 R, � > 0 for a sector
fz 2 C = jzj < �; ˛ < arg.z/ < ˇg opening ˇ � ˛ and of radius �).

Theorem 6.1. [20] Assume that the system (6.1) of ODEs satisfy (DA) and consider
the formal solution bH .z/ 2 CŒŒz��r as a vector of complex formal power series. Then
bH.z/ is q-summable. More precisely, for any � 2 R, except (possibly) for those
satisfying

q � � arg .�j / mod 2�Z

for some eigenvalue �j of A0, and for any open sector S� D S.� � �
2q

� ı; � C �
2q

C
ıI �/ of opening slightly greater than �=q (with ı sufficiently small) there exists a
unique holomorphic function QH � D . QH �

1 ; : : : ; QH �
r / W S� ! C

r such that:

1. QH � satisfies the (complexified) system of equations (6.1) and
2. For any i , QH �

i has the series bH i .z/ as the asymptotic expansion on the sector S� .
This asymptotic expansion is, furthermore, Gevrey of order � D 1=q.

The function QH � is called the q-sum of the series bH.z/ along the direction � .

By definition (see [21]), a bounded holomorphic function h W S ! C on a
sector S D S.˛; ˇI �/ has a Gevrey asymptotic expansion of order � (or a �-Gevrey
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asymptotic expansion) with right hand side bh.z/ D P
k�0 akzk 2 CŒŒz��, and we

write h.z/ 
�
bh.z/, if for any � > 0 there are constants K; A > 0 such that

ˇ
ˇ
ˇ
ˇ
ˇ
h.z/ �

N �1X

kD0

akzk

ˇ
ˇ
ˇ
ˇ
ˇ

� K AN 	.N� C 1/jzjN ;

for any N 2 N and any z 2 S.˛ C �; ˇ � �I � � �/. We remark that h.z/ 
�

0 C 0zC � � � if and only if h.z/ is exponentially small of order 1=�, i.e., for any
� > 0, there is a positive constant a such that jh.z/ exp.ajzj�1=�/j is bounded on
S.˛ C �; ˇ � �I � � �/. This follows easily from Stirling’s Formula by choosing N

as the integer closest to jzj�1=� .
The excluded angles in Theorem 6.1 are called the singular directions (also called

the anti-Stokes directions) of bH .z/. By the hypothesis (DA), there are exactly rq

different singular directions modulo 2�Z. Denote them by �l 2 Œ0; 2�/, l D
0; : : : ; rq � 1. Up to reordering of the eigenvalues �j , we can choose the indices
such that 0 � �0 < � � � < �rq�1 and q �l � arg.�j / mod 2�Z if and only if
l C 1 � j mod r (we will say informally that the singular direction �l corresponds
to the eigenvalue �j ).

Two q-sums QH � , QH � 0

of bH.z/ as in Theorem 6.1 coincide in the intersection
of their domains if there is no singular direction between � and � 0. We obtain, by
analytic continuation, holomorphic functions

QH l W QSl D S.�l � �

2q
C ı; �lC1 C �

2q
� ıI �/ ! C

r ; l D 0; : : : ; rq � 1

where ı; � > 0 are sufficiently small and where we put �rq D �0 C 2� .
In general, the functions QH l cannot be continued analytically or change their

Gevrey asymptotic behavior beyond the rays of angles �l � �
2q

; �lC1 C �
2q

, l D
0; : : : ; rq�1, called the Stokes directions of bH.z/. The so called Stokes phenomenon
of the series bH.z/ is the description of the behavior of the difference �l.z/ D
QH lC1.z/ � QH l .z/ of two such consecutive functions. This difference is defined in

the intersection QSl;lC1 D QSl \ QSlC1 D S.�lC1 � �
2q

C ı; �lC1 C �
2q

� ıI �/, a sector
of opening slightly smaller than �=q.

Remark 6.2. It is quite easy to show, using the Riemann removable singularity
theorem, that each component of bH.z/ is a convergent power series at z D 0 if
and only if �l � 0 for every l .

The map �l D .�l
1; � � � ; �l

r / W QSl;lC1 ! C
r satisfies the system of linear ODEs

(in the complex domain)

zqC1 dy
d z

D Bl .z/y; (6.6)
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where Bl .z/ is the matrix of holomorphic functions on QSl;lC1 defined by Bl .z/ D
B.z; QH l .z/; QH lC1/ with B.z; y1; y2/ analytic and satisfying

A.z; y2/ � A.z; y1/ D B.z; y1; y2/.y2 � y1/:

We see that all matrices Bl .z/ for l D 0; : : : ; rq � 1 have the same 1
q

-

Gevrey asymptotic expansion on the sector QSl;lC1 with right hand side bB.z/ D
B.z; bH.z/; bH .z// D @A=@y .z; bH.z//. The initial termbB.0/ D A0 has, in particular,
distinct eigenvalues. We can apply a classical result in the theory of linear ordinary
differential equations (see [35]) asserting that there exists a fundamental matrix
solution of (6.6) of the form

Yl.z/ D Gl.z/ exp.Q.z// zJ ; (6.7)

where:

(i) Gl .z/ is a matrix of holomorphic functions on QSl;lC1.
(ii) There exists a matrix bG.z/ of formal power series such that, for every l ,

Gl .z/ has 1
q

-Gevrey asymptotic expansion with right hand side bG.z/ in QSl;lC1.

Moreover det.bG.0// ¤ 0;
(iii) J D diag.˛1; : : : ; ˛r / is a constant diagonal matrix and
(iv) Q.z/ D diag.Q1.z/; : : : ; Qr.z// is a diagonal matrix where

Qj .z/ D ��j

q
z�q C � � � 2 CŒz�1�

are polynomials in the variable z�1 of degree q without constant term.

The singular directions (respectively the Stokes directions) are precisely the rays
where the initial term of some of the polynomials Qj .z/ is real negative (re-
spectively purely imaginary). Denote the columns of the matrix Gl.z/ by Glj .z/,
j D 1; : : : ; r . Then, the particular solution �l of (6.6) can be written as

�l.z/ D
X

j

clj Glj .z/eQj .z/z˛j ; (6.8)

where cl D .cl1; : : : ; clr / 2 C
r is some constant vector.

Lemma 6.3. Given l 2 f0; : : : ; rq � 1g and  D .l/ 2 f1; : : : ; rg defined by
l C 1 �  mod r , we have that clj D 0 for every j ¤ .

Proof. This is a classical result. It is due to the fact that for every j ¤ , the
function exp.Qj .z// is exponentially large on some ray in QSl;lC1 while �l remains
bounded on that sector. �

Thus, in the expression (6.8), only the j -th coefficient clj , where �j is the
eigenvalue corresponding to �l , can have a non-trivial contribution in order to
compute �l . This coefficient merits a definition.
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Definition 6.4. The coefficient �l D cl.l/ is called the Stokes multiplier of the
solution bH.z/ associated to the singular direction �lC1.

6.1.3 Transcendence, Quasi-analyticity and Statement of the Main
Theorem

It seems reasonable that, as long as bH is transcendental (far from being a convergent
series), the solutions H which are asymptotic to bH “separates” from any given
analytic object and will have then finiteness properties with respect to analytic func-
tions. As a confirmation of this impression, we propose the following proposition,
to be used later. It is stated for formal power series in general, irrespectively of the
fact that they are or not solutions of a system of ODEs. (Recall the definition of
(analytically) transcendental power series after the statement of Theorem 5.7.)

Proposition 6.5. Let bH.x/ be an r-uple of real formal power series as in (6.4)
and let H W�0; "� ! R

r be an analytic parameterized curve such that H 
 bH as
x ! 0C. If bH is a transcendental power series then H is non-oscillatory.

Proof. Given f .x; y/ 2 Rfx; yg non zero with f .0; 0/ D 0 then, by hypothesis of
transcendence, f .x; bH .x// D xNbu.x/ with a seriesbu.x/ such thatbu.0/ D u0 ¤ 0.
From the definition of asymptotic expansion we obtain that f .x; H.x// D xN u.x/

where u W�0; "� ! R is bounded and limx!0C u.x/ D u0. This implies that the
function x 7! f .x; H.x// for x > 0 has no zeroes accumulating to x D 0. This
gives, by definition, the property of non-oscillation for H . �

Proposition 6.5 means that the germs of functions of the form x 7! f .x; H.x//,
x > 0, where f is analytic at the origin, are completely determined by its formal
Taylor expansion at x D 0; in other words, it is a result of quasi-analyticity
(QA for short) for that class of germs. In the statement of our main result, we
impose a condition on the series bH.x/ that makes it to be transcendent enough
(see Definition 6.15 bellow) so that we can infer a QA property for a wider class of
germs constructed from analytic functions and the components of a solution H of
(6.1) satisfying H 
 bH.x/ as x ! 0C. This property on quasi-analyticity imply,
by itself, o-minimality of the components of H .

Transcendence of a series implies in particular divergence. Thus, according to
Remark 6.2, we need some Stokes multiplier to be non zero. The imposed condition
bellow is intended to achieve transcendence as much as possible by requiring a non-
zero Stokes multiplier for any eigenvalue. More precisely, we will denote by (SD)
(for singularity at any direction arg.�j /) the following condition:

(SD) For any  2 f1; : : : ; rg there exists l 2 f0; : : : ; qr � 1g with l C 1 �  mod r such
that �l ¤ 0.

We can now state the main result of this section.

Theorem 6.6. Consider a system of ordinary differential equations (6.1) with real
analytic coefficients and assume that the linear part A0 satisfies the condition (DA).
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Assume, moreover, that the formal power series solution bH.z/ satisfies the condition
(SD) about its Stokes multipliers. Then, given a solution H W�0; "� ! R

r such that
H 
 bH.z/ as x ! 0C, the components Hj , j D 1; : : : ; r of H are simultaneously
definable in an o-minimal expansion of the real field .R; C; �; 0; 1/. More precisely,
the structure Ran,H, expansion of the real field by the restricted analytic functions
and the components of H is o-minimal, model-complete and polynomially bounded.

A restricted analytic function is a real function in R
n for some n which takes

value 0 outside the compact cube I n D Œ�1; 1�n and coincides in I n with a
convergent real power series with radius of convergence greater than 1 in each
variable. The structure Ran generated over the real field by the restricted analytic
functions is o-minimal and model-complete and the family of its definable sets in
each R

n coincides with the family of sets which are subanalytic in .P1
R
/n. All these

properties can be seen in [33].
We analyze here several applications of Theorem 6.6.

Example 6.7 (Plane Pfaffian curves). A first consequence is an o-minimality and
model completeness result for certain planar trajectories of vector fields or, equiva-
lently, planar pfaffian curves. Consider a real analytic vector field

X D a.x; y/
@

@x
C b.x; y/

@

@y

in some neighborhood of 0 2 R
2 with a.0; 0/ D b.0; 0/ D 0 and let � be a trajectory

of X accumulating to the origin and having a well defined tangent there. By virtue
of Proposition 2.3, and up to changing the variables x; y, the image j � j is the
graph of a non-oscillatory solution H W�0; �� ! R tending to 0 as x ! 0 of the
differential equation b.x; y/

dy

dx
D �a.x; y/. The o-minimality of the structureRan,H

is a particular case of the results proved in [14, 36] since this graph is a Rolle’s
leave of an analytic foliation. Model completeness of the structureRan,H is, however,
unknown in general. Using Theorem 6.6 we can prove this property in the case that �

has not flat contact with an analytic half-branch at the origin. The proof of this claim
is as follows. Analytic changes of coordinates or blow-ups are obviously inessential
for the question of model completeness. Therefore, by a classical theorem on the
reduction of singularities [26], we can reduce to one of the following situations:

1. H is analytic also at x D 0. In this case, Ran;H D Ran and the result is well
known ([7, 33]).

2. H.x/ D x� for some irrational � > 0. In this case, the model completeness is
proved in [17].

3. H is a solution of a saddle-node equation

xqC1 dy

dx
D y C A1.x; y/; q � 1;
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where A1 is analytic at the origin and A1.0; 0/ D @A1

@y
.0; 0/ D 0. In this case,

H is asymptotic to the unique formal power series bH.x/ solution. Since we
have supposed that � has not flat contact with and analytic half-branch, bH.x/ is
divergent. We have that the hypothesis in Theorem 6.6 are satisfied (there is a
single eigenvalue and some Stokes multiplier of the formal solution bH.x/ must
be non-zero by Remark 6.2). The structure Ran,H is thus model complete (and
polynomially bounded).

Example 6.8 (Two dimensional systems with non-real eigenvalues). Consider a
system (6.1) with r D 2 such that the linear part A0 D @A=@y.0/ has two
non real conjugate eigenvalues �1; �2 D �1 (in particular, it satisfies condition
(DA)). Let bH.x/ 2 RŒŒx��2 be its formal power solution. The singular directions
�l;j of bH.x/ satisfy �l;1 D ��k;2 if l � �k mod q and, since bH.x/ has real
coefficients, the corresponding Stokes coefficients cl;1, ck;2 are complex conjugate.
Thus, condition (SD) is equivalent to the existence of a non zero Stokes coefficient
for some singular direction. By Remark 6.2, this is equivalent to the divergence of
the series bH.x/ (of at least one of its components). In this situation, Theorem 6.6
applies and, for any solution H W�0; "� ! R

2 with H.x/ 
 bH.x/ as RC 3 x ! 0,
the structure Ran,H is o-minimal and model complete. A concrete example is the
system of ODEs (5.3) with asymptotically linked solutions: the linear part has
eigenvalues 1 ˙ i and, as we have seen, its formal power series solution is not
convergent. Thus, any solution is definable in an o-minimal structure over the real
field. However, since all these solutions form a linked package, no two different
solutions can be definable in the same o-minimal structure.

As we have commented in the introduction, the example of the system (5.3)
contributes to the belief that non-oscillatory trajectories are more complicated than
Rolle’s leafs, from the point of view of finiteness properties: while any bounded
Rolle’s leave is definable in a common o-minimal structure, the pfaffian closure
Ran,Pfaff of Ran, we cannot say the same thing for the non-oscillatory trajectories.
(We recall the result in [28] on the construction of the o-minimal pfaffian closure of
any o-minimal structure over the real field). More than that, it is clear that at most
one of the structures Ran,H for H a solution of (5.3) could be a reduct of Ran,Pfaff.
We claim that it is actually the case for none of these structures.

Proposition 6.9. Let H W x ! H.x/ D .H1.x/; H2.x// be any given solution
of the system (5.3) defined for x in some interval .0; "�. Then H is not definable in
Ran,Pfaff.

Proof. Assume, on the contrary, that for some solution H the structure Ran;H is a
reduct of Ran,Pfaff. Then, for any other solution G, the pfaffian closure Ran,G,Pfaff

(which is of course an extension of Ran,Pfaff) would be a common o-minimal
extension of Ran,H and Ran,G, which is impossible. �

The proof of Theorem 6.6 is organized in several steps, each of them having its
own interest by itself. In the next paragraphs we sketch the main ideas involved.
Complete details can be found in [24].



166 F.S. Sánchez

6.2 Step 1: Quasi-analyticity and O-minimality

Consider a system (6.1) of ODEs with real analytic coefficients and assume that it
has a formal power series solution

bH.x/ D .bH 1.x/; : : : ; bH r.x// 2 RŒŒx��:

Fix a solution H W�0; "� ! R
r such that H 
 bH.x/ as x ! 0C.

In general, the property (6.5) of having a real asymptotic expansion is not
preserved for the respective derivatives of a given function H and of a power series
bH.x/. However, in our situation, since H is a solution of a system of ODEs, we can
easily obtain that d nH=dxn 
 bH .n/.x/ as x ! 0C for any n. Using this result and
up to the ramification x 7! H.x2/, we can suppose that H is defined and of class
C1 in the closed interval Œ�"; "� and that its formal Taylor expansion at x D 0 is
precisely bH.x/.

Let AH D fAmgm�0 be the smallest collection of germs of C1 functions at the
origin of the euclidean spaces Rm, for any m, satisfying:

A1 Rfx1; : : : ; xmg 	 Am for any m and the germ of the components Hi of H at
x D 0 belong to A1.

A2 If f 2 Am and g1; : : : ; gm 2 Al with gj .0/ D 0 for any j , then
f .g1; : : : ; gm/ 2 Al .

A3 If f 2 Am and f .0; x2; : : : ; xm/ � 0 then there exists g 2 Am such that
x1g D f .

A4 If f 2 Am with f .0/ D 0 and @f =@xm.0/ ¤ 0 then the solution h.x1; : : : ;

xm�1/ of the implicit equation ff .x1; : : : ; xm�1; h/ D 0; h.0/ D 0g belongs to
Am�1.

If f 2 Am, we denote by

bf D
X

˛2Nm

1

˛Š

@˛f

@x˛
.0/X˛ 2 RŒŒX��; X D .X1; : : : ; Xm/

its formal Taylor expansion at the origin.
An essential key for the proof of Theorem 6.6 is the following result of

Rolin-Speissegger-Wilkie that allows to obtain new o-minimal structures from
quasi-analytic classes.4

Theorem 6.10 ([23]). If AH is quasi-analytic; that is, if the following property
holds

.QA/ 8f 2 Am; bf � 0 ) f � 0;

then the structure Ran,H is o-minimal, model-complete and polynomially bounded.

4This result is discussed in [22].
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Thus our goal now is to prove (QA) for our class of functions AH . The following
proposition permits to reduce considerably this property.

Proposition 6.11. The class AH is quasi-analytic if property (QA) holds for the
family A1 of one-dimensional germs.

Proof. Let f 2 Am such that bf 2 RŒŒX�� vanishes identically. We first claim that
there exists a representative F of f defined in some neighborhood U of the origin
0 2 R

m satisfying the property that for any a 2 U , the germ Fa of F at a is equal
to g.x � a/ for some g 2 Am. In order to prove this claim, consider the class QAH

of germs at the origin satisfying this condition; we can check that this class satisfy
conditions A1–A4 and thus AH 	 QAH . Now, assume that U D B.0; "/ for some
" > 0. If we restrict F to a line `z W t 7! tz with z 2 S

m�1, the germ .F ı`z/t of F ı`z

at the point tz belong to A1 (after translation). It has zero Taylor expansion at t D 0

since bf � 0 and thus .F ı `z/0 � 0 by hypothesis. By usual topological arguments
we conclude that the germ .F ı `z/t is identically zero for every t . So F ı `z � 0

and, since z 2 S
m�1 is arbitrary, we conclude that f � 0. �

6.3 Step 2: Reduction to Simple Functions

The class A1, although consisting on one-dimensional germs, can be a priori very
complicated to handle: it has composites of transcendental functions, for instance
of the form Hj .Hk.x// where Hj ; Hk are components of the vector solution H .
We describe a simpler subclass which will play an important role in the sequel.

We will use the notation

Tk� .x/ D .�.x/ � Jk� .x//=xk

for � a C1 function or a formal power series in a single variable x, where Jk� .x/ 2
RŒx� denotes its k-jet at x D 0.

Definition 6.12. Let H D .H1; : : : ; Hr/ W Œ�"; "� ! R
r be a C1 function. A germ

'.x/ of a C1 function at 0 2 R will be called a simple function (relatively to H ) if
there exists n � 0, an analytic function f 2 Rfx; z11; : : : ; zrng, polynomials Pj .x/

with Pj .0/ D 0 for j D 1; : : : ; n and an integer k � 0 such that

'.x/ D f .x; TkH.P1.x//; : : : ; TkH.Pn.x///: (6.9)

The family of simple functions is an algebra denoted by SH .

Our problem of quasi-analyticity reduces considerably using the following result.

Theorem 6.13. Let H W�0; "� ! R
r be a solution of a system of ODEs (6.1) with

real analytic coefficients and assume that H has an asymptotic expansion H 

bH.x/ as x ! 0C. If the class of simple functions SH has the property (QA) then
SH D A1.
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In this statement, we do not assume any condition about the linear part A0 of
the system or about the Stokes phenomena of the formal solution bH.x/. The only
existence of the formal solution bH.x/ and the asymptotic expansion of the actual
solution H permits to construct the class of simple functions SH . So, Theorem 6.13
could be applied to other situations where we do not have a priori the hypothesis
of Theorem 6.6. For instance, if the formal series solution bH.x/ is multisummable
in the positive real direction (see [16]) then the restriction H W�0; "� ! R

r of its
multisum will have the required properties so that the associated class of simple
functions SH is quasi-analytic. (We remark that the o-minimality of the structure
Ran;H in this case is already proved in [32]; however, model-completeness can not
easily deduced from the proofs in that paper).

The proof of Theorem 6.13 is quite technical (see [24] for details). One main
ingredient is the following quite general result in the theory of ordinary differential
equations.

Proposition 6.14. Let H W�0; "� ! R
r be a solution of the system (6.1) such that

limx!0C H.x/ D 0. Assume that A.0; 0/ D 0. For any L > 0 there exists a
neighborhood V of .0; 0/ 2 R

1Cr , ıL > 0 and an analytic map B W Œ�L; L� � V !
R

r such that

H.x C xqC1z/ D B.z; x; H.x//; j z j� L; 0 < x < ıL: (6.10)

Proof. Let V1 be a neighborhood of the origin of R1Cr for which the map

QA W .�L � 1; L C 1/ � V1 ! R
r ; .z; .x; w// 7! A.x C xqC1z; w/

is well defined and take ı1 > 0 such that .x; z/ 7! 1 C xqz does not vanish for
0 <j x j< ı1, j z j� L C 1. Consider the (non-singular) system of ODEs on the
variable z parameterized by x

.Ex/
dw
d z

D .1 C xqz/�1 QA.x; z; w/:

The zero map is a solution of (E0). Using the theorem of analytic dependence of
solutions of differential equations on parameters and initial values, we can see that
there exist a smaller neighborhood V 	 V1 such that, given .x0; w0/ 2 V , the
solution �.x0;w0/ of (Ex0) with initial condition �.0/ D w0 exists and is analytic on
the interval Œ�L; L�. Moreover, the map

B W Œ�L; L� � V ! R
r ; .z; .x0; w0// ! �.x0;w0/.z/

is analytic. Choose finally ıL > 0 such that .x; H.x// 2 V for 0 < x � ıL. If we fix
such an x, the map z 7! B.z; x; H.x// is the solution of (Ex) with initial condition
H.x/. This solution, for z small, can also be expressed as z 7! H.x C xqC1z/.
We obtain the (6.10) by unicity of solutions. �
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6.4 Step 3: Strong Analytic Transcendence

Consider a system (6.1) of ODEs with real analytic coefficients and assume that it
has a formal solution bH.x/ D .bH 1.x/; : : : ; bH r.x// 2 RŒŒx��r .

Definition 6.15. We say that bH.x/ is strongly analytically transcendental if it
satisfies the following condition:

(SAT) If k � 0, n � 0, an analytic function f 2 Rfx; z11; : : : ; zrng with f .0/ D 0

and distinct polynomials P1.x/; : : : ; Pn.x/ with

deg Pl < .q C 1/ord Pl and P
.ord Pl /

l .0/ > 0 (6.11)

are given, then one has f .x; fTk
bH j .Pl .x//gj;l / � 0 H) f � 0:

(Recall the notation Tk� .x/ D .�.x/�Jk� .x//=xk where Jk� .x/ 2 RŒx� denotes
the k-jet at x D 0).

With the aim of simplifying the exposition, a real polynomial Pl .x/ 2 RŒx�

satisfying the properties in (6.11) will be called a q-short positive polynomial.
The first condition about the bound on the degree is justified by Proposition 6.14.
The second condition guarantees that Pl takes positive values for small positive x

and will play an important role below.
The (SAT) condition is considerably stronger than the condition of transcendence

proposed in Proposition 6.5. We can see easily that it implies quasi-analyticity of
the class SH of simple functions associated to a solution H W�0; "� ! R

r with
H 
 bH.x/ as x ! 0C.

Summarizing, by virtue of Theorem 6.10, Proposition 6.11 and Theorem 6.13,
we can state the following

Theorem 6.16. Let bH.x/ 2 RŒŒx��r be a formal power solution of a system (6.1)
and suppose that it holds the (SAT) property. Then, for any solution H W�0; "� ! R

r

with H 
 bH .x/ as x ! 0C, the expansion Ran,H is o-minimal, model-complete
and polynomially bounded.

Finally, to complete the proof of Theorem 6.6 we need to prove the following
result.

Theorem 6.17. Assume that conditions (DA) and (SD) hold for the system (6.1).
Then the (unique) formal power solution bH.x/ has the (SAT) property.

Before entering in the ideas of th proof of Theorem 6.17, let us discuss here the
pertinence of hypothesis (DA) and (SD) with some examples.

Example 6.18. Let bE.x/ 2 RŒŒx�� be the Euler series as in (5.1), solution of the
Euler’s equation x2dy=dx D y � x. Let E W x 7! E.x/, for x > 0, be a particular
solution of this equation and put

H.x/ D
�

E.x/ C exp

�

� 1

x

�

; E.2x/

�

:
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It is a solution of the system

8

<̂

:̂

x2 dy1

dx
D y1 � x

x2 dy1

dx
D y2

2
� x

which does not satisfy (DA). The asymptotic expansion of H at x D 0 is
bH.x/ D .bE.x/;bE.2x//. The Euler series has the (SAT) property (since it has
the (SD) condition, see Example 6.7). However, it is evident from construction
that the (vector) series bH.x/ has not the (SAT) property. Thus condition (DA) in
Theorem 6.17 cannot be completely removed. Notice also that bH .x/ is divergent
(both components are divergent series) and, moreover, it is analytically transcen-
dental in the sense of what we have defined in Proposition 6.5; thus (SAT) property
is strictly stronger than just the transcendental property.

Example 6.19. Consider the example of the system (5.3), better written in our
current notation as

8

<̂

:̂

x2 dy1

dx
D y1 C y2 � x

x2 dy2

dx
D y2 � y1

We have already seen (see Example 6.8) that the formal power series solution
bH.x/ 2 RŒŒx��2 satisfies the condition (SD) on the Stokes phenomena and thus,
by Theorem 6.17, it has the (SAT) property. Let H; G W�0; "� ! R

2 be two different
solutions with limx!0C H.x/ D limx!0C G.x/ D 0. The map

H � W�0; "� ! R
4; H �.x/ D .H.x/; G.2x//

is a solution of a system of four ODEs whose linear part has eigenvalues 1 ˙ i ,
1
2

˙ i
2
. It has an asymptotic expansion as x ! 0C equal to

bH �.x/ D .bH.x/; bH .2x//:

By the (SAT) property for bH , we deduce that bH �.x/ is transcendental and thus,
by Proposition 6.5, that H � is a non-oscillatory solution. However, since H and
G are asymptotically linked, the components of H � can not all be simultaneously
definable in an o-minimal expansion over the real field.

In terms of vector fields, this example shows that, in dimension greater or equal
to 5, there are non-oscillatory trajectories of analytic vector fields which do not
generate an o-minimal structure over the real field. Such an example cannot exist in
dimension two since non-oscillatory trajectories in the plane are pfaffian sets. It is
an open question to know whether these kind of example may exist for vector fields
in dimension three or four.
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6.5 Step 4: Proof of the (SAT) Property

Let us sketch in this paragraph the proof of Theorem 6.17. In order to simplify
the exposition we will consider a particular case where all the main ideas involved
already appear.

Consider a system of real analytic ODEs as in (6.1)

xqC1 dy
dx

D A.x; y/;

where y D .y1; y2/ (that is r D 2) and

A0 D @A

@y
.0; 0/ D

�
1 0

0 �1

�

:

It satisfies the condition (DA) on the eigenvalues of the linear part. Let bH.x/ D
.bH 1.x/; bH 2.x// 2 RŒŒx��2 be the formal power series solution.

The general discussion in Sect. 6.1.2 gives for this particular situation the
following description of the Stokes phenomena of bH.z/, considered as a complex
power series. The set of singular directions are denoted as

f�1
l ; �2

l g0�l�q�1; �1
l D 2l�

q
; �2

l D .2l C 1/�

q
:

For each �e
l , e D 1; 2, l D 0; : : : ; q � 1, the difference �e

l D .�e
l1; �e

l2/ between

two q-sums of bH.z/ corresponding to directions slightly above and slightly below of
�e

l is holomorphic in some open sector bisected by the direction �e
l and of opening

slightly smaller than �=2q, as shown in Fig. 26. There exist complex polynomials
of degree q

Q1.z/ D � 1

q
zq C � � � ; Q2.z/ D 1

q
zq C � � �

without constant terms, complex numbers ˛1; ˛2 2 C and a 2�2 matrix bG.z/ whose
entries are complex power series and for which bG.0/ is non-singular such that, for
each .e; l/ 2 f1; 2g � f0; : : : ; q � 1g,

�e
l .z/ D ce

l exp.Qe.1=z//z˛e Ge
l .z/; (6.12)

where ce
l 2 C and Ge

l .z/ is a two-dimensional vector of holomorphic functions in

the corresponding sector having there the e-th column of bG.z/ as Gevrey asymptotic
expansion of order 1=q.

We assume that the formal power series bH.z/ has the (SD) condition. In our
particular case, it means that there exist l.1/; l.2/ 2 f0; : : : ; q � 1g such that c1

l.1/,

c2
l.2/ are both non-zero. Let us see that it has the (SAT) property.
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Fig. 26 Singular directions for different values of the Poincaré rank q

Suppose, by contradiction, that there exists k � 0, a non-zero analytic germ f

and distinct q-short positive polynomials P1; : : : ; Pn as in Definition 6.15 such that
the power series

f .z; Tk
bH .Pl .x//; : : : ; Tk

bH .Pn.x/// � 0: (6.13)

First, taking into account that Tk
bH.z/ is the unique formal solution of a system of

equations analogous to (6.1), we can suppose without loss of generality that k D 0.
Denote by .z; fzij g1�i�2;1�j �n/ the variables involved in f (the index i for the

two components of bH.z/ and the index j for the different polynomials Pj .x/) and
let ƒ 	 f1; 2g � f1; : : : ; ng be the subset of indices .i; j / for which f depends
effectively on the variable zij . Assume that ƒ has minimal cardinality among all the
non-zero germs f satisfying (6.13).

Lemma 6.20. Fix .k; l/ 2 � and denote bK.z/ D .z; bH .Pl.z//; : : : ; bH .Pn.z///.
We can suppose that @f =@zkl .bK.z// 6� 0.

Proof. First, there exists s � 1 such that @sf =@zs
kl .
bK.z// 6� 0: otherwise the power

series

f .z; zkl ; fbH i .Pj .z//g.i;j /¤.k;l// D
X

m�0

1

mŠ

@mf

@zm
kl

.bK.z//.zkl � bH k.Pl .z///
m
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in RŒŒz; zkl �� would be identically zero. Thus any of its coefficients as a series
in RŒŒz��ŒŒzkl �� is zero. On the other hand, these coefficients arise from plugging
.z; fbH i .Pj .z//g.i;j /¤.k;l// in the coefficients fm of f as a convergent power series
in the variable zkl ; that is,

f .z; fzij g.i;j /2ƒ/ D
X

m�0

fm.z; fzij g.i;j /¤.k;l//z
m
kl :

Since each fm is a convergent power series, by minimality of the cardinal of ƒ, we
would have fm � 0 for every m and thus f � 0. Now, consider g D @s�1f =@zs�1

kl

where s is the minimum satisfying the condition above. The germ g is non-zero and
satisfies the required properties of the lemma. �

Denote �j D ord Pj � 1 for j D 1; : : : ; n and � D minf�1; : : : ; �ng. We
have (see [20]) that bH.Pj .z// 2 CŒŒz��2 is �j q-summable whose (possibly) singular
directions are the �j -th roots of the singular directions of bH.z/. Let


 D f' 2 Œ0; 2�Œ = �j ' � �i
l mod 2�Z for some i; j; lg

be the set of representatives of the singular directions of all bH.Pj .z// modulo 2�

and order its elements as

0 � '1 < '1 < � � � < 'N < 2�:

For any ' 62 
, we put F '.z/ D f .z; f QH
�j '

i .Pj .z//g.i;j /2ƒ/; a holomorphic
function defined in some open sector V' bisected by ' and of opening �=�q

where � D maxf�1; : : : ; �ng. (Recall that QH � D . QH �
1 ; QH2/ denotes the q-sum

of the formal power series bH .z/ along the non singular direction �). For any
.i; j; k/ 2 f1; 2g � f1; 2; : : : ; ng � f1; 2; : : : ; N g, denote

hijk.z/ D QH
�j '

C

k

i .Pj .z// � QH
�j '�

k

i .Pj .z//

where '�
k ; 'C

k 62 
 are close to 'k and '�
k < 'k < 'C

k . Using the Taylor expansion
of the function f , we can write, for each k D 1; : : : ; N ,

†k.z/ D F '
C

k .z/ � F '�

k .z/ D
X

ij

Dijk.z/hijk.z/; (6.14)

where Dijk is a holomorphic function in some sector Vk bisected by 'k and of
opening slightly smaller than �=�q where it satisfies the Gevrey asymptotics

Dijk 
 1
�q

@f

@zij

.bK.z//: (6.15)
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The contradiction (and thus the end of the proof) will be found after proving the
following two incompatible results:

(I) If f .bK.z// � 0 then every F ' is exponentially small of order strictly greater
than q� in V' .

(II) If f 6� 0 then there exists some k0 such that †k0 is exponentially small of order
exactly q� along at least some ray in the sector Vk0 .

The result (I) is an avatar of the Relative Watson’s Lemma, a quite general result
in the theory of multisummable series. We do not enter here in the proof (see [24]
and the references there).

Let us focus finally in the proof of (II).
For any .j; k/ 2 f1; : : : ; ng � f1; : : : ; N g, there exists e D e.j; k/ 2 f1; 2g and

l D l.j; k/ with �j 'k D �
e.j;k/

l.j;k/ such that

hijk.x/ D �e
l;i .Pj .z// D ce

l exp.Qe.1=Pj .z///z˛e Ge
l;i .z/: (6.16)

Up to reordering the polynomials Pj , we can suppose that

� D �1 D � � � D �n1 < �n1C1 � � � � � �n:

Using the positiveness of the first coefficient of the polynomials Pj , we can write,
using (6.16), the function †k in (6.14) as

†k.z/ D
X

iD1;2I 1�j �n1

Dijk.z/�e
l;i .Pj .z// C O

�

exp

�

� K

j z jq�C"

��

;

where K; " > 0 and " is sufficiently small. Denote by Tk.z/ the first summand in the
above expression. It remains to prove that, for some k0, Tk0 is exponentially small
of order exactly q� along some ray.

Notice that, by definition,

l.1; k/ D � � � D l.n1; k/ D l.k/; e.1; k/ D � � � D e.n1; k/ D e.k/:

Write, using (6.12),

Tk.z/ D c
e.k/

l.k/

n1X

j D1

Ejk.z/.Pj .z//˛e.k/ exp.Qe.k/.1=Pj .z//; (6.17)

where

Ejk.z/ D D1jk.z/Ge.k/

l.k/;1.Pj .z// C D2jk.z/Ge.k/

l.k/;2.Pj .z//: (6.18)

Claim. We can suppose that there exists e0 2 f1; 2g such that, for any k with e.k/ D
e0, E1k.z/ 
 bE1k.z/ 6� 0 as a formal asymptotic expansion.
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Proof of the claim.- First notice that

bEjk.z/ D . bD1jk.z/ bD2jk.z//bGe.k/.z/;

where bGe.z/ is the e-th column of the matrix bG.z/ defined at the beginning of this
paragraph. On the other hand, by Lemma 6.20 and (6.15), we can take f such that

bD1jk.z/ D @f

@z11

.bK.z// 6� 0:

Now use the fact that bG.0/ is non-singular in order to assure that, for some e0, the
series . bD1jk.z/ bD2jk.z//bGe0.z/ is not identically zero.

Once we have chosen e0 2 f1; 2g, we use the hypothesis (SD) so that we can
chose l0 2 f0; : : : ; q � 1g such that c

e0

l0
¤ 0. Take, finally k0 2 f1; : : : ; N g such that

e0 D e.k0/ and l0 D l.k0/ (that is, k0 is defined by �'k0 � �
e0

l0
mod 2�Z).

We use the expression (6.17) for k D k0. We know that at least E1k0 has a non
zero asymptotic expansion. We can suppose that this is so for Ejk0 if j 2 f1; : : : ; n1g
(otherwise, if Ej0k0 
b0 for such a j0, since this expansion is Gevrey of order 1=q�,
this would imply that Ej0k0 is exponentially small of order at least q� and, together
with the exponential term exp.Qj0.1=Pj0.z///, will produce a summand in (6.17)
negligible in front of those for which Ejk0 6
b0).

The fact that the Pj are different q-short polynomials permits to assure that, if
j1 ¤ j2, then

Qe0.1=Pj1.z// � Qe0.1=Pj2.z//

is a meromorphic function with non zero principal part. (The proof is an easy
exercise in the algebra of polynomials).

Now, up to have chosen conveniently the first index for the polynomials
P1,. . . ,Pn1 (and thus have adapted the claim above to that index), we can suppose
that, for j > 1,

ˇj .z/ D exp
�
Qe0.1=Pj .z//

�

exp .Qe0.1=P1.z///
D exp

�
Qe0 .1=Pj .z// � Qe0.1=P1.z//

�

is exponentially small along the ray of angle 'k0 as j z j! 0C. We have finally,
along the ray arg z D 'k0 ,

Tk0.z/

exp .Qe0.1=P1.z///
D c

e0

l0
E1;k0.z/P1.z/˛e0 C

n1X

j D2

Ej;k0.z/Pj .z/˛e0 ˇj .z/

D zM0.a0 C o.1//
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where M0 some positive constant and a0 2 C n f0g. We deduce that Tk0 , along that
ray, is exponentially small of order exactly q�, the exponential order of the function
exp .Qe0.1=P1.z///.
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Abstract Recent developments in the theory of pfaffian sets are presented from
a model-theoretic point of view. In particular, the current state of affairs for Van
den Dries’s model-completeness conjecture is discussed in some detail. I prove the
o-minimality of the pfaffian closure of an o-minimal structure, and I extend a weak
model completeness result, originally proved as Theorem 5.1 in (J.-M. Lion and
P. Speissegger, Duke Math J 103:215–231, 2000), to certain reducts of the pfaffian
closure, such as the reduct generated by a single pfaffian chain.
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Introduction

These notes are the result of a month-long course taught during the Thematic
Program on o-minimal structures and Real Analytic Geometry, held at the Fields
Institute from January to June of 2009. They present an introduction to pfaffian sets
and functions with a model-theoretic perspective.

Introduced by Khovanskii [9] in the late 1970s, pfaffian sets are of interest to
many areas of mathematics; see for instance the Conclusion of [9], Moussu and
Roche [21] and Karpinski and Macintyre [7]. Van den Dries conjectured in the early
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1980s that pfaffian functions generate a model complete and o-minimal structure
over the real field, and he proposed proving this via a model-completeness argument
based on Khovanskii’s description of pfaffian sets. The first breakthrough in this
direction came with Wilkie’s model-completeness result for the real exponential
function [25]. While the significance of this work goes beyond that of pfaffian
functions in general, it also contains a proof of Van den Dries’s conjecture for
restricted pfaffian functions, that is, pfaffian functions restricted to compact boxes.
A geometric proof of the latter was given later by Gabrielov [3].

The second breakthrough came again from Wilkie in his proof of o-minimality
for unrestricted pfaffian functions [26], followed shortly by a similar result of Lion
and Rolin [14] for pfaffian functions over Ran. The ideas in these two papers were
then adapted to working over any o-minimal expansion of the real field in [22].
The first goal of these notes is to prove the main theorem of the latter, stated as
Theorem A below.

The proofs of Wilkie’s second theorem, of Lion and Rolin’s theorem and of
Theorem A do not quite follow the strategy proposed by Van den Dries. They
are based instead on ideas of Charbonnel; see [26] for a detailed account. These
ideas amount to allowing a certain limit operation (represented here by the pfaffian
limits in Sect. 5) in the description of the definable sets, in addition to the usual
first-order operations, and establishing a version of model completeness using this
additional operation on definable sets. However, this limit operation does not set any
limits on the quantifier complexity for definable sets in terms of the usual first-order
operations, so the model-completeness aspect of Van den Dries’s conjecture remains
open.

Gabrielov reiterated the model completeness conjecture in [3], and he established
[4] a variant of Wilkie’s second theorem that produces a bound on the quantifier
complexity of sets definable by pfaffian functions. Around the same time, Lion and
I tinkered with Nash blowings-up (what we called “blowing up in jet space”) to
try to rewrite sets obtained by the above limit operation in terms of only the first-
order operations. In [15], we were only partially successful and obtained a weak
model-completeness result, stated as Theorem B below. The proof of this result
is the second goal of these notes. This weak model completeness turns out to be
useful for two geometric applications found in [15, 19], implied by Theorem B and
Proposition 1.14 below.

More recently, Lion and I were able to use Nash blowings-up to prove model
completeness for nested pfaffian sets, see [18]. Nested pfaffian sets were already
introduced in [9] and represent a natural language for pfaffian sets. While the
proof of this model-completeness result goes beyond the scope of these notes, the
approach taken there allowed me to streamline the proofs of Theorems A and B
given here. (Note, for instance, the short proof of Proposition 6.5 below, which
represented the key step in all versions of Theorem A published before the year
2000. Its short proof given here is due to a more careful treatment of Hausdorff
limits in Sects. 4 and 5, which allows me to “hide” the use of Baire category theory
in a convenient notion of dimension.) As a result, these notes also provide an
introduction to some of the ideas used in [18] in a somewhat less involved setting.
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Moreover, this approach is what allows me to establish Theorem B for certain
reducts of P.R/, such as the expansion of R by a single pfaffian chain over R.

These notes are organized as follows: in Sect. 1, I introduce the necessary
terminology, state the main results and discuss some related issues, such as the
existence of pfaffian functions and various versions of Van den Dries’s model-
completeness conjecture. Proposition 1.14, being independent of the other material
in these notes, is proved in Sect. 2. In Sect. 3, I return to the pfaffian setting
to develop Khovanskii theory over an o-minimal structure, and Sects. 4 and 5
discuss pfaffian limits in the same setting. Theorem A is proved in Sect. 6, together
with a characterization (Corollary 6.12) of the sets definable in reducts of R1.
In preparation for Theorem B, the effect of Nash blowings-up on pfaffian limits
is studied in Sect. 7 under specific hypotheses. The key point in the proof of
Theorem B is that we can definably reduce to these specific hypotheses, modulo
a certain subset of the given pfaffian limit. This subset is shown in Sect. 8 to be
obtained from pfaffian limits of smaller dimension than the given pfaffian limit;
this is achieved via a fiber-cutting lemma for pfaffian limits (Proposition 8.2).
Theorem B is proved in Sect. 9.

I thank Gareth O. Jones for many helpful suggestions and discussions during the
writing of these notes.

Conventions. Throughout these notes, all functions, maps, manifolds, etc. are
assumed to be of class C1 unless indicated otherwise.

Let R denote a fixed, but arbitrary, expansion of the real field R WD .R; <; 0;

1;C; �/. Unless indicated otherwise, we use “definable” to mean “definable in
R with parameters from R”. Following model-theoretic convention, if A D
fa1; : : : ; akg is a finite collection of real constants, real-valued functions on Eu-
clidean space and subsets of Euclidean space, we denote by .R; a1; : : : ; ak/ the
expansion of R by all elements of A in the sense of model theory.

For x 2 R
n, we put jxj WD supfjx1j; : : : ; jxnjg and kxk WD

q
x21 C � � � C x2n, and

for r > 0 we set B.x; r/ WD f y 2 R
n W jy � xj < r g.

1 Pfaffian Functions and Rolle Leaves

I first introduce the notions of pfaffian functions and Rolle leaves over R, then state
the theorems proved in these notes and some related open questions. I finish this
section with a brief discussion concerning the existence of Rolle leaves over R.

Definition 1.1. A tuple of functions f D .f1; : : : ; fk/ W Rn �! R
k is a pfaffian

chain of length k over R if there are definable functions Pl;i W R
nCl �! R

such that

@fl

@xi
.x/ D Pl;i .x; f1.x/; : : : ; fl .x// for l D 1; : : : ; k; i D 1; : : : ; n and x 2 R

n:

(1.1)
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A function g W Rn �! R is pfaffian over R if .g/ is a pfaffian chain of length 1
over R.

Examples 1.2. (1) The function log is not pfaffian over R (because log is not total,
i.e., defined on all of R), but the function x 7! log

�
1C x2

�
is pfaffian over R.

Similarly, the function arctan is pfaffian over R.
(2) Every antiderivative of a definable function from R to R is pfaffian over R,

but not necessarily definable: log
�
1 C x2

�
is not definable in R by quantifier

elimination and analytic continuation.
(3) Let f D .f1; : : : ; fk/ W R

n �! R
k be a pfaffian chain over R. Then the

function f1 is pfaffian over R, and for i D 2; : : : ; k, the function fi is pfaffian
over .R; f1; : : : ; fi�1/.

A more general way to define pfaffian functions comes from differential
geometry. For k; l 2 N, identify the real vector space Mk;l .R/ of all real-valued
.k � l/-matrices with R

kl via the map A D .aij / 7! zA D .z1; : : : ; zkl / defined by
aij D zk.i�1/Cj . As usual, I write Mn.R/ in place of Mn;n.R/.

Let l � n. I denote by Gl
n the Grassmannian of all l-dimensional vector

subspaces of Rn. This Gl
n is a real algebraic variety with a natural embedding into

the vector space Mn.R/: each l-dimensional vector space E is identified with the
unique matrix AE (with respect to the standard basis of Rn) corresponding to the
orthogonal projection on the orthogonal complement of E (see Sect. 3.4.2 of [1]);
in particular,E D ker.AE/. I identifyGl

n with its image in R
n2 under the above map.

Note that the sets G0
n; : : : ; G

n
n are the connected components of Gn WD Sn

pD0 G
p
n

and, under the above identification,Gn is definable in R.

Definition 1.3. Let M be a C2-submanifold of Rn. A map d W M �! Gn is a
distribution on M if d.x/ � TxM for all x 2 M . A distribution d on M is an
l-distribution if d.M/ � Gl

n; in this situation, I say that d has dimension and set
dimd WD l .

For example, the distribution gM on M defined by gM .x/ WD TxM , called the
Gauss map of M , has dimension dimM .

Definitions 1.4. Let M be a C2-submanifold of R
n and d be an l-distribution

on M .

(1) An manifold V immersed in M of dimension l is an integral manifold of d if
TxV D d.x/ for x 2 V . An integral manifold V of d is closed if V is a closed
subset of M .

For example, for x 2 R
2 we let dexp.x/ be the kernel of the 1-form dx2 �

x2dx1, that is, dexp.x/ is the orthogonal complement of the vector .�x2; 1/ in
R
2. Then the graph of exp is a closed integral manifold of dexp. On the other

hand, for x 2 R
2 n f0g, we let dspiral.x/ be the kernel of .x1 � x2/dx1 C x2dx2.

Then the image of every trajectory of the vector field �spiral WD �x2@=@x1 C
.x1 � x2/@=@x2 in R

2 n f0g is an integral manifold of dspiral.
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(2) A leaf of d is a maximal connected integral manifold of d .
For example, the graph of exp is a leaf of dexp, and the image of every

maximal trajectory of �spiral in R
2 n f0g is a leaf of dspiral.

(3) An integral manifold V of d has the Rolle property (see Moussu and Roche
[21]) if for every curve � W Œ0; 1� �! M such that �.0/; �.1/ 2 V , there exists
a t 2 Œ0; 1� such that � 0.t/ 2 d.�.t//. A leaf V of d is a Rolle leaf of d if V is
a closed and embedded leaf of d that has the Rolle property.

For example, M is a Rolle leaf of gM . The image of every maximal
trajectory of �spiral in R

2 n f0g is a leaf of dspiral that does not have the Rolle
property, because .0;1/� f0g is transverse to dspiral. On the other hand, define
dhorizontal.x/ WD R � f0g for all x 2 R

2. Rolle’s Theorem means exactly that
every horizontal line is a Rolle leaf of dhorizontal.

Definition 1.5. If d is a definable .n � 1/-distribution on R
n and V is a Rolle leaf

of d , then V is called a Rolle leaf over R.

The connection between pfaffian functions and Rolle leaves is established by
Lemmas 1.6 and 1.8 below.

Lemma 1.6 (Khovanskii [8]). Let f W R
n �! R be pfaffian over R. Then the

graph grf of f is a Rolle leaf over R.

Proof. Let P1; : : : ; Pn W R
nC1 �! R be definable such that @f=@xi .x/ D

Pi.x; f .x// for all x 2 R
n. For .x; y/ 2 R

nC1, we let d.x; y/ be the kernel of
the 1-form ! WD dy � P1dx1 � � � � � Pndxn. Note that d is definable. Since f
is C1 and total, each of the sets C1 WD f .x; y/ 2 R

nC1 W y < f .x/ g and
C2 WD f .x; y/ 2 R

nC1 W y > f .x/ g is connected and grf is a closed leaf
of d . Let � W Œ0; 1� �! R

nC1 be a curve with �.0/; �.1/ 2 grf . Without loss
of generality, we may assume that !.�.0//

�
� 0.0/

�
and !.�.1//

�
� 0.1/

�
are both

nonzero and �
�
.0; 1/

�
is contained in either C1 or C2.

We now claim that !.�.0//
�
� 0.0/

�
and !.�.1//

�
� 0.1/

�
must have opposite signs.

For if !.�.0//
�
� 0.0/

�
> 0, say, there is an � > 0 such that �

�
.0; �/

� � C1, and so
by the above �

�
.0; 1/

� � C1; but if also !.�.1//
�
� 0.1/

�
> 0, there is a ı > 0 such

that �
�
.ı; 1/

� � C2, so that �
�
.0; 1/

� � C2, a contradiction. We obtain a similar
contradiction if both !.�.0//

�
� 0.0/

�
and !.�.1//

�
� 0.1/

�
are negative, so the claim

is proved.
It follows from the claim and Rolle’s Theorem that there exists a t 2 .0; 1/ such

that !.�.t//
�
� 0.t/

� D 0. This is equivalent to saying that � 0.t/ 2 d.�.t//, so the
lemma is proved. �
Corollary 1.7. Let f D .f1; : : : ; fk/ be a pfaffian chain over R. Then for each
i D 1; : : : ; k, the graph of fi is a Rolle leaf over .R; f1; : : : ; fi�1/.

Proof. Combine Lemma 1.6 with Example 1.2(3). �

The converse to Lemma 1.6 is true locally around each point of a Rolle leaf over
R after a definable rescaling:
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Lemma 1.8. Let d be a definable n-distribution on R
nC1, and assume that

…n�d.x; y/ is an immersion for every .x; y/ 2 R
nC1. Let L be a Rolle leaf of

d such that …n.L/ D R
n. Then L is the graph of a pfaffian function over R.

Proof. Since for every x 2 R
n, the line fxg � R is nowhere tangent to d by

hypothesis, it follows that L is the graph of a function f W R
n �! R. Also

by hypothesis, for each .x; y/ 2 R
nC1 the space d.x; y/ is the graph of a linear

function determined by an n � n-matrix l.x; y/, with respect to the standard
basis of R

n, such that the map .x; y/ 7! l.x; y/ is definable. Now the fact
that L is an integral manifold of d means that for any unit vector � 2 R

n, the
derivative @�f of f in the direction � is given by l.x; f .x// � �; in particular, f is
pfaffian over R. �

Definition 1.9. Let L.R/ be the set of all Rolle leaves over R. Define Ri by
induction on i 2 N: R0 WD R, and for i > 0 we let Ri be the expansion of Ri�1
by all Rolle leaves over Ri�1. The pfaffian closure of R is the expansion P.R/ of
R by all Rolle leaves in

S
i2N L.Ri /. We call R pfaffian closed if every Rolle leaf

over R is definable in R.

Remark. Every Rolle leaf over P.R/ is quantifier-free definable in P.R/; in
particular, P.R/ is pfaffian closed.

The first main goal of these notes is to prove:

Theorem A ([22]). If R is o-minimal, then so is P.R/.

As mentioned in the introduction, the proof of Theorem A does not provide
meaningful insight about quantifier simplification:

Question 1. Is R1 model complete?

Note that every definable C2-cell is definably diffeomorphic to a Rolle leaf
overR. It follows that every definable set is existentially definable in R1. Therefore,
“model completeness of R1” is the same as “model completeness of R1 relative to
R”, and P.R/ is model complete by definition. On the other hand, it seems unlikely
that every pfaffian chain over R is definable in R1—although I am not aware of any
specific counterexamples—and hence that R1 and P.R/ are interdefinable.

Question 2. Is there a pfaffian chain over R that is not definable in R1?

The following reduct of P.R/ is more naturally defined than P.R/ itself: let
Rpfaff be the expansion of R by all graphs of component functions of pfaffian chains
over R. By Corollary 1.7, Rpfaff is a reduct of P.R/ and so is o-minimal.

Question 3. Is Rpfaff model complete? Is Rpfaff a proper reduct of P.R/?

I do not know whether any of these open questions implies any other. The first
attempt of Lion and myself to find an answer to some of these questions led to the
following:
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Definition 1.10. A set V � R
n is an integral manifold over R if there are a

definable C2-manifoldM � R
n, l � dimM and a definable l-distribution d onM

such that V is an integral manifold of d.

Fact 1.11 ([15]). Let X � R
n be definable in P.R/. Then there is a q 2 N, and

for p D 1; : : : ; q, there are np � n and an integral manifold Up � R
np over R

that is a cell definable in P.R/ and of dimension at most dimX such that X D
…n.U1/[ � � � […n.Uq/.

Fact 1.11 is a model-completeness result, albeit in a language that has no intrinsic
description over R. Nevertheless, this language has an advantage over the one
used to define P.R/, because its predicates are integral manifolds of definable
distributions. This turns out to be useful in certain geometric situations and leads
to the following:

Definition 1.12. An expansion R0 of R is R-differentially model complete if for
every X � R

n definable in R0, there is a q 2 N, and for p D 1; : : : ; q, there are
np � n and an integral manifoldUp � R

np overR definable in R0 and of dimension
at most dimX such that X D …n.U1/ [ � � � […n.Uq/.

Exercise 1.13. Let R0 be an o-minimal expansion of R. Show that R0 is
R-differentially model complete if and only if for every X � R

n definable in R0,
there is a q 2 N, and for p D 1; : : : ; q, there are np � n and an integral manifold
Up � R

np over R that is a cell definable in R0 and of dimension at most dimX
such that X D …n.U1/[ � � � […n.Uq/.

To illustrate the use of R-differential model completeness, I show the following:
recall that R is polynomially bounded if for every definable function f W R �! R,
there exist N 2 N and a > 0 such that jf .x/j � xN for all x > a. Similarly, R
is exponentially bounded if for every definable function f W R �! R, there exist
N 2 N and a > 0 such that jf .x/j � eN .x/ for all x > a.

Proposition 1.14. Let R0 be an R-differentially model complete expansion of R,
and assume that R0 is o-minimal.

(1) If R admits analytic cell decomposition, then so does R0.
(2) If R is polynomially bounded, then R0 is exponentially bounded.

Other uses of R-differential model completeness can be found for instance in
Jones [6]. Note that, by Exercise 1.13, Fact 1.11 is equivalent to stating that P.R/
is R-differentially model complete.

In these notes, I obtain something better (see Theorem B below): let R0 be a
reduct of P.R/ that expandsR. Let L0 � S

L.Rj / be such that R0 is the expansion
of R by all leaves in L0. For j 2 N, put L0

j WD L0 \ Sj�1
iD0 L.Ri / and let R0

j be
the expansion of R by all leaves in L0

j . Then R0
0 D R and for each j > 0, R0

j is a
reduct of Rj that expands R0

j�1.

Definition 1.15. R0 is chain-closed if, for j > 0, we have L0
j � L.R0

j�1/, that is,
every leaf in L0

j is a Rolle leaf over R0
j�1.
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Examples 1.16. (1) If R0 is a reduct of R1, then R0 is chain-closed.
(2) P.R/ is chain-closed.
(3) Let .f1; : : : ; fk/ W R

n �! R
k be a pfaffian chain over R. Then by

Corollary 1.7, the expansion .R; gr f1; : : : ; grfk/ is a chain-closed reduct of
P.R/. In particular, Rpfaff is chain-closed.

The second main goal of these notes is to prove:

Theorem B. Assume that R0 is chain-closed. Then R0 is R-differentially model
complete.

As an immediate corollary to Theorem B and Proposition 1.14, one obtains
Theorem 3 in Lion et al. [19] and a generalization of the main theorem of [15]:

Corollary 1.17. Assume that R0 is chain-closed.

(1) If R admits analytic cell decomposition, then so does R0.
(2) If R is polynomially bounded, then R0 is exponentially bounded. �

More recently, Lion and I have obtained a model completeness result for P.R/
in a natural language, that of nested Rolle leaves over R (see [18] for details), under
the additional hypothesis that R admits analytic cell decomposition. Indeed, we let
N .R/ be the expansion of R by all nested Rolle leaves over R, and we prove that
if R admits analytic cell decomposition, then N .R/ is model complete. It follows
that N .R/ and P.R/ are interdefinable.

To finish this section, I point out (without proofs) that there are many Rolle leaves
and hence pfaffian functions. To explain why, I first need to introduce the notion of
integrability, also used throughout these notes. Let d be an l-distribution on a C2-
submanifold M of Rn, and assume that d is of class Cp with p � 1. Let V.M; d/
be the collection of all vector fields onM tangent to d , and put

I.d/ WD f x 2 M W Œv;w�.x/ 2 d.x/ for all v;w 2 V.M; d/ g;

where Œv;w� denotes the Lie bracket of the vector fields v and w. The distribution d
is integrable if I.d/ D M , and d is nowhere integrable if I.d/ D ;.

Exercise 1.18. Let M be a C2-submanifold of Rn.

(1) Show that every 1-distribution on M is integrable.
(2) Prove that if d is a definable l-distribution onM , then the set I.d/ is definable.
(3) Let d be an l-distribution on M . Prove that every integral manifold of d is a

subset of I.d/.
(4) Let d be an integrable l-distribution on M . Show that if V is an embedded leaf

of d , then V is closed.
(5) Let d be an integrable .m � 1/-distribution on M , where m WD dimM , and let

V be a leaf of d with the Rolle property. Prove that V is a Rolle leaf.
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Fact 1.19 (Froebenius, see Spivak [23]). Let d be an l-distribution on an open set
U � R

n. Then d is integrable if and only if for every x 2 U , there is an integral
manifold V of d such that x 2 V and V is of class C2.

It follows in particular that, in the situation of the previous fact, every point of
U belongs to a leaf of d . Since two leaves of d are either equal or disjoint, this
means that U is partitioned by the leaves of d . (This partition is called the foliation
associated to d ; see Camacho and Lins-Neto [2] for details.) This observation,
together with the next fact, shows that there are plenty of analytic Rolle leaves.

Fact 1.20 (Haefliger [5], see also [21]). Let d be an analytic .m � 1/-distribution
on an analytic submanifoldM of Rn of dimensionm, and assume thatM is simply
connected and d is integrable. Then every leaf of d is a Rolle leaf of d .

Haefliger’s Theorem is false without the assumption of analyticity, even in the
o-minimal context:

Reeb foliation (Lion [13], see also [17]). There is an integrable 2-distribution d on
R
3 that is of class C1 and definable in

�
Ran; exp

�
such that d has a leaf L that is

not a Rolle leaf of d .

However, analyticity is not necessary to produce Rolle leaves. The following
weaker version of Haefliger’s Theorem is true in the o-minimal context:

Fact 1.21 ([17]). Assume R is o-minimal, and let d be a definable and integrable
.m � 1/-distribution on a C2-submanifold M of Rn of dimension m. Then M can
be covered by finitely many definable open subsets Mi such that every leaf of the
restriction di of d to Mi is a Rolle leaf of di .

2 Proof of Proposition 1.14

Let R0 be an o-minimal and R-differentially model complete expansion of R.

Lemma 2.1. Assume that R admits analytic cell decomposition, and let S � R
n

be definable in R0. Then S is a finite union of analytic manifolds that are definable
in R0.

Proof. By induction on p WD dimS ; the case p D 0 is trivial, so we assume p > 0
and the lemma holds for lower values of p. Since R0 is R-differentially model
complete, we may assume S D …N

n .V /, where N � n, M � R
N is a definable

manifold, d is a definable distribution on M and V an integral manifold of d that
is a cell definable in R0 of dimension at most p. By the inductive hypothesis, we
may assume that dimV D p D dimS ; in particular, V is the graph of a function
f W V �! R

N�n. Let C be an analytic cell decomposition compatible with d
such that for C 2 C, dC is analytic and either dC is integrable or dC is nowhere
integrable. Replacing M , d and V by C , dC and V \ C for each C 2 C such that
C \V ¤ ; we may assume, by Exercise 1.18(3), thatM and d are analytic and d is
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integrable. The Frobenius integrability theorem in the analytic setting then implies
that V is an analytic manifold. Since V is the graph of the function f , it follows
that S an analytic manifold. �

Proof (Proof of Proposition 1.14(1)). Assume that R admits analytic cell decom-
position. We show by induction on n that if S is a finite collection of subsets of Rn

definable in R0, then there is a decomposition of Rn into analytic cells definable in
R0 that is compatible with each member of S. The cases n D 0; 1 are trivial, so we
assume that n > 1. Let f W S �! R be a function definable in R0 with S � R

n�1
a cell; by cell decomposition, it now suffices to show that S can be partitioned into
analytic cells S1; : : : ; Sk definable in R0 such that f �Sj is analytic for each j .

To see this, we apply Lemma 2.1 to gr.f /. The resulting analytic manifolds
S 0
1; : : : ; S

0
L � R

n are the graphs of analytic functions gj W …n�1.S 0
j / �! R. Now

use the inductive hypothesis to obtain a partition of …n�1.S/ into analytic cells
S1; : : : ; Sk definable in R0 compatible with each …n�1.S 0

j /. �

The proof of Proposition 1.14(2) is based on a version of a conjecture of E. Borel
established in [19] (see also Miller [20] for an exposition of this conjecture) and
uses an argument found in the proof of [12, Proposition 4].

Proof (Proof of Proposition 1.14(2)). Assume that R is polynomially bounded, and
let f W R �! R be definable in R0. By R-differential model completeness and
o-minimality, there are a definable manifold M � R

1Cn with n � 1, a definable
1-distribution d on M , an integral manifold V of d that is a cell definable in R0
and an a > 0 such that gr.f �.a;1// D …2.V /. Thus V D gr.F / for some
F D .f1; : : : ; fn/ W .a;1/ �! R

n definable in R0 such that f1 D f �.a;1/.
Moreover, since V is an integral manifold of d , there is a definable vector field � on
M such that V is a trajectory of �: for x 2 M , �.x/ is the unique vector contained
in d.x/ satisfying …1.�.x// D 1.

We now let .t; x/ range over R1Cn, with t 2 R and x 2 R
n. Put m WD dimM

and define u0; : : : ; um�1 W M �! R as follows: u0.t; x/ WD x1 and for j > 0, let
uj .t; x/ WD L�.uj�1/.t; x/ D .duj�1 � �/.t; x/ be the Lie derivative of uj�1 with
respect to � (see [23]). Consider the definable set

E WD f .t; u0.t; x/; : : : ; um�1.t; x/; x/ W .t; x/ 2 M g

and put D WD …1Cm.E/. Then D is of dimension at most m and by construction,
after increasing a if necessary, f �.a;1/ is of class Cm�1 and the graph of the
function t 7! �

f .t/; : : : ; f .m�1/.t/
� W .a;1/ �! R

m is contained in D. By
cell decomposition and after increasing a if necessary, we may assume that D is
a cell. Then D is not an open cell, so there exists k < m such that …k.D/ D grg
for some definable function g W …k�1.D/ �! R. Note that …1.D/ D .a;1/,
so that k > 1. Hence f .k/.t/ D g

�
t; f .t/; : : : ; f .k�1/.t/

�
for t > a; it follows

from Corollary 1 in [19] that f is bounded at C1 by some finite iterate of the
exponential function. �
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3 Khovanskii Theory

Khovanskii theory relative to R, the fundamental result of which is Proposition 3.5
below, is the basis for Theorems A and B. Let M be a C2-submanifold of Rn of
dimensionm.

I sometimes need to work with maps from M to Gn that are not necessarily
distributions on M . I shall use the following terminology: Given two maps d; e W
M �! Gn, I write d \e W M �! Gn for the map defined by .d \e/.x/ WD d.x/\
e.x/, and I write d � e if d.x/ � e.x/ for all x 2 M . A map d W M �! Gn has
dimension if d.M/ � Gm

n for some m � n; in this situation, I write dimd WD m.
Note that, by linear algebra, if M and d; e W M �! Gn are of class Cp, with
p 2 N [ f1; !g, and if d \ e has dimension, then d \ e is of class Cp.

Definition 3.1. Let N � R
l be a C2-manifold and f W N �! M a C2-map, and

let d be a distribution onM . The pull-back of d onN by f is the distribution f �d
on N defined by

f �d.y/ WD .dfy/
�1�d.f .y//�;

where dfy W TyN �! Tf.y/M denotes the linear map defined by the jacobian
matrix of f at y and .dfy/�1.S/ denotes the inverse image of S under this map for
any S � Tf.y/M .

Remark. In the situation of the previous definition, the pull-back f �d is a distribu-
tion on N of class C1. It is for this reason that I usually work on C2-manifolds and
with C2-cell decompositions in these notes.

IfN is a C2-submanifold ofM and f W N �! M is the inclusion map, the pull-
back f �d is simply the distribution gN \ d�N on N , which I shall denote by dN .

Definition 3.2 ([21]). Let D be a set of distributions on M . A C2-submanifold N
of M is compatible with D if the pull-back

�T
e2E e

�N
has dimension for every

E � D. A collection C of submanifolds ofM is compatible with D if every C 2 C
is compatible with D.

For the remainder of this section, I assume that M is definable. I also fix a finite
set D of definable distributions on M and set dD WD T

d2D d .

Proposition 3.3. Let A1; : : : ; Ak � R
n be definable and p � 2. Then there is a

finite partition (stratification, Whitney stratification) P of M into definable Cp-
cells such that P is compatible with each Aj as well as D and dN is of class Cp for
each d 2 D and N 2 P .

Proof. We proceed by induction on m D dimM ; the case m D 0 is trivial. So
assume m > 0 and the lemma holds for lower values of m. By cell decomposition,
we may assume that fA1; : : : ; Akg is a partition of M into definable Cp-cells such
that d�Aj is of class Cp for each j and each d 2 D. In particular, for each x 2 M ,
there is a unique l.x/ 2 f1; : : : ; kg such that x 2 Al.x/. For x 2 M and E � D
we write TxE WD TxAl.x/ \ dE.x/, and for each E � D, j 2 f1; : : : ; kg and
i 2 f0; : : : ; mg, we define the set
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ME ;j;i WD f x 2 Aj W dimTxE D i g:

For each E , the sets ME ;j;i form a partition of M , and since each d 2 D is
definable, each set ME ;j;i is definable. Let C be a partition (stratification, Whitney
stratification) of M into definable Cp-cells compatible with each ME ;j;i . Then for
each C 2 C, there is a unique j.C / 2 f1; : : : ; kg such that C � Aj.C/. Fix a C 2 C.
If dimC D m, then for each E � D there is a unique i.C; E/ 2 f0; : : : ; mg such
that C � ME ;j.C /;i.C;E/. Since C is open in M , it follows that .dE/C has dimension
i.C; E/ for every E � D. On the other hand, if dimC < m, then the inductive
hypothesis applied to C and DC WD f dC W d 2 D g in place of M and D produces
a partition (stratification, Whitney stratification) PC of C compatible with each Aj
as well as DC . Now it is straightforward to see that the collection

P WD fC 2 C W dimC D m g [
[

C2C; dimC<m

PC

is a partition with all the required properties. �

Recall that if C � R
n is a manifold, a function � W C �! .0;1/ is a carpeting

function on C if � is proper and satisfies limx!y �.x/ D 0 whenever y 2 frC ,
where the frontier is taken in R

n [ f1g. For instance, given positive real numbers
u1; : : : ; un, the function

x 7! �u.x/ WD 1

1C u1x21 C � � � C unx2n

is a carpeting function on R
n.

Lemma 3.4. Let N � M be a definable C2-cell compatible with D, and suppose
that dim.dD/N > 0. Then there is a definable C2-carpeting function � on N such
that the definable set

B WD f x 2 N W .dD/N .x/ � kerd�.x/ g

has dimension less than dimN .

Proof. By van den Dries and Miller [24] there is a definable diffeomorphism 	 W
R

dimN �! N of class C2. Replacing n by dimN , N by R
dimN and each dN by its

pull-back 	�dN , we reduce to the case whereN D M D R
n and dD has dimension

with dimdD > 0. Then for u D .u1; : : : ; un/ 2 R
n with all ui > 0, put

Bu WD f x 2 R
n W dD.x/ � kerd�u.x/ g;

where �u is the carpeting function defined on R
n before the lemma. If dimBu <n

for some u as above, the proof is finished. So assume for a contradiction that
dimBu D n for all u as above. Then dimB D 2n, where
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B WD f .u; x/ 2 R
n � R

n W u1 > 0; : : : ; un > 0; x 2 Bu g;

so there are nonempty open V � .0;1/n and W � R
n such that V �W � B . Fix

some x 2 W with all xi ¤ 0 and let u range over V . Note that

d�u.x/ D �2u1x1dx1.x/C � � � C 2unxndxn.x/

.1C u1x21 C � � � C unx2n/
2

:

Therefore the vector space generated by all d�u.x/ as u ranges over V has
dimension n, that is, the intersection of all kerd�u.x/ as u ranges over V is trivial,
which contradicts dimdD > 0. �

I assume for the remainder of this section that every d 2 D has dimensionm�1.

Proposition 3.5. Let A � R
n be a definable set. Then there exists a K 2 N such

that, whenever Ld is a Rolle leaf of d for each d 2 D, the set A \ T
d2D Ld is a

union of at most K connected manifolds.

Proof. We proceed by induction on dimA and the cardinality jDj of D. The cases
dimA D 0 or jDj D 0 being trivial, we assume that dimA > 0 and jDj > 0 and
that the result holds for lower values of dimA or jDj. By Proposition 3.3, it suffices
to consider the case where A D N is a C2-cell contained in M and compatible
with D. For each d 2 D, let Ld be a Rolle leaf of d , and put L WD T

d2D Ld ; then
N \ L is an integral manifold of .dD/N .

Case. dim.dD/N D 0. Choose any e 2 D and put D0 WD D n feg and L0 WDT
d2D0 Ld . Then N \L0 is an integral manifold of .dD0/N of dimension at most 1.

By the inductive hypothesis, there is a K 2 N (depending only on N and 
0, but
not on the particular Rolle leaves) such that the manifold N \ L0 has at most K
components. Thus, if dim.N \L0/ D 0, the proposition follows from the inductive
hypothesis, so assume that dim.N \ L0/ D 1. Since N is compatible with D0, it
follows that dim.dD0/N D 1 as well.

Let C be a component of N \ L0. If C \ Le contains more than one point,
then by the Rolle property of Le and the fact that C is a connected submanifold of
M of dimension 1, C is tangent at some point x 2 C to e, which contradicts the
assumption that dim.dD/N D 0. So C \ Le contains at most one point for each
component C of N \ L0. Hence N \ L consists of at most K points.

Case. dim.dD/N > 0. Let � and B be obtained from Lemma 3.4. Then dimB <

dimA, so by the inductive hypothesis, there is a K 2 N, independent of the
particular Rolle leaves chosen, such that B \ L has at most K components. Since
N \ L is a closed, embedded submanifold of N , � attains a maximum on every
component of N \ L, and any point in N \ L where � attains a local maximum
belongs to B . Hence N \L has at most K components. �
Corollary 3.6. (1) Let C be a partition of M into definable C2-cells compatible

with D. Then there is a K 2 N such that whenever C 2 C and Ld is a Rolle
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leaf of d for each d 2 D, the set C \ T
d2D Ld is a union of at mostK integral

manifolds L1; : : : ; LK of .dD/C of the form Li D T
d2D Li;d , where each Li;d

is a Rolle leaf of dC .
(2) Let A be a definable family of sets. Then there is a K 2 N such that whenever

A 2 A andLd is a Rolle leaf of d for each d 2 D, the set A\T
d2D is a union

of at most K connected manifolds.

Proof. Part (1) follows from Propositions 3.3 and 3.5. For (2), let A � R
mCn be

definable such that A D fAz W z 2 R
m g, where Az WD f x 2 R

n W .z; x/ 2 A g
is the fiber of A over z. Replace M by M 0 WD R

m � M and each d 2 D by the
distribution ed on M 0 defined by ed .z; x/ WD R

m � d.x/, and put E WD f ed W
d 2 D g [ fkerd z1�M 0; : : : ; d zm�M 0g. By Proposition 3.5, there is a K 0 such that
whenever Le is a Rolle leaf of e for each e 2 E , the set A \ T

e2E Le has at most
K 0 components. But for every Rolle leaf Ld of d with d 2 D, the set Rm � Ld is
a Rolle leaf of ed ; and for every z 2 R

m, i 2 f1; : : : ; mg and each component C of
M , the set Ri�1 � fzig � R

m�i � C is a Rolle leaf of kerd zi�M 0. Thus, we take
K WD K 0 � l , where l is the number of components of M . �

Definition 3.7. A set X � R
n is basic pfaffian over R if there are a definable C2-

submanifoldN of Rn of dimension l , a finite set E of definable .l � 1/-distributions
on M , a Rolle leaf Le of e for each e 2 E and a definable set A � R

n such that
X D A \ T

e2E Le . A pfaffian set over R is a finite union of basic pfaffian sets
over R.

Proposition 3.8. Let X1 � R
n1 and X2 � R

n2 be pfaffian over R.

(1) If n1 D n2, then X1 \ X2 is pfaffian over R.
(2) The product X1 �X2 is pfaffian over R.

Proof. (1) It suffices to consider X1 and X2 basic pfaffian over R. Let M1;M2 �
R
n be definable manifolds with n D n1 D n2, and for p D 1; 2, let Dp be finite

sets of definable distributions on Mp , Lpd be a Rolle leaf of d for each d 2 Dp

and Ap � R
n be definable such that Xp D Ap \ T

d2Dp L
p

d . Let C be a C2-cell
decomposition of Rn compatible with M1;M2;M1 \M2;A1 and A2. Refining
C if necessary, we may assume that if C 2 C is such that C � M1 \M2, then
C is compatible with D WD D1 [ D2. Then by Corollary 3.6(1), we may even
assume that M1 D M2 D C for each such C 2 C. In this case, X1 \ X2 is a
finite union of basic pfaffian sets over R by Corollary 3.6(1).

(2) Arguing as in the proof of Corollary 3.6(2), but without adding the extra
distributions kerd zi�M 0 there, it follows that R

n1 � X2 and X1 � R
n2 are

pfaffian over R. Hence X1 �X2 D .X1 � R
n2/\ .Rn1 �X2/ is pfaffian over R

by (1). �

Question 4. Are the components of pfaffian sets over R also pfaffian over R? The
corresponding question for nested pfaffian sets has an affirmative answer [18].

Finally, similar arguments yield a fiber cutting lemma for pfaffian sets over R,
see Proposition 3.10 below.
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Lemma 3.9. Let A � R
n be definable and E � D. Then there is a finite collection

P of pairwise disjoint definable C2-cells contained in A and compatible with D
such that

(i) dim.dE/N D 0 for every N 2 P;
(ii) WheneverL is a closed and embedded integral manifold of dE , each component

of A \L intersects some cell in P .

Proof. By induction on dimA; if dimA D 0, there is nothing to do, so assume
dimA > 0 and the corollary is true for lower values of dimA. By Proposition 3.3
and the inductive hypothesis, we may assume that A D N is a definable C2-cell
contained in M and compatible with D. Thus, if dim.dE/N D 0, the lemma is
proved; otherwise, let � and B be as in Lemma 3.4 with E in place of D.

Let now L be a closed, embedded integral manifold of dE ; it suffices to show
that every component of N \L intersects B . However, since .dE/N has dimension,
N\L is a closed, embedded submanifold ofN . Thus, � attains a maximum on every
component of N \ L, and any point in N \ L where � attains a local maximum
belongs to B . �

For each m � n, the map …n
m W Rn �! R

m denotes the projection on the first
m coordinates; and for every strictly increasing � W f1; : : : ; mg �! f1; : : : ; ng, the
map …n

� W Rn �! R
m denotes the projection…n

�.x1; : : : ; xn/ WD .x�.1/; : : : ; x�.m//.
When n is clear from context, I usually write …m and …� in place of …n

m and …n
�,

respectively.

Proposition 3.10. Let A � R
n be definable and m � n. Then there is a finite

collection P of pairwise disjoint definable C2-cells contained in A and compatible
with D such that whenever Ld is a Rolle leaf of d for each d 2 D and L WDT
d2D Ld , we have …m.A \ L/ D S

N2P …m.N \ L/ and for every N 2 P ,
the set N \ L is a submanifold of M , …m�N \ L is an immersion and for every
n0 � n and every strictly increasing � W f1; : : : ; n0g �! f1; : : : ; ng, the projection
…��N \ L has constant rank.

Proof. Apply Lemma 3.9 with D [ fkerdx1; : : : ; kerdxng in place of D and E D
D [ fkerdx1; : : : ; kerdxmg. �

4 Hausdorff Limits of Lipschitz Manifolds

A key ingredient in the proof of Theorem A is the representation of the frontier of a
pfaffian set over R in terms of certain Hausdorff limits. In this section, I introduce
the notion of Hausdorff limit and establish some basic facts about limits of certain
sequences of manifolds.

For A � R
n and x 2 R

n, put d.x;A/ WD infy2B jx�yj. For sets A;B � R
n, the

Hausdorff distance is defined as
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d.A;B/ WD sup

(
sup
x2A

d.x; B/; sup
y2B

d.y;A/;

)
;

where the sup is taken in the set Œ0;1�. Let Kn be the set of all compact subsets of
R
n equipped with the Hausdorff distance; note that d.A;;/ D 1 for all nonempty

A 2 Kn and d.;;;/ D 0. I refer the reader to Kuratowski [10, 11] for the classical
results aboutKn; in particular, I shall often use without reference the following facts:

Exercise 4.1. (1) Kn is a metric space.
(2) Every bounded sequence in Kn contains a convergent subsequence.
(3) Assume A� ! A in Kn as � ! 1 in N. Then A is the set of all limits of

convergent sequences .x�/ with x� 2 A� for each �.
(4) Assume that A�; ! A� in Kn as  ! 1 in N, for each �, and that A� ! A in

Kn as � ! 1. Then there is a subsequence ..�//� such that A D lim� A�;.�/.

Given a sequence .A�/�2N of bounded subsets of Rn, I say that .A�/ converges to
C 2 Kn if the sequence .clA�/ converges in Kn to C , and in this situation I write
C D lim� A� and call C the Hausdorff limit of the sequence .A�/.

I am interested in Hausdorff limits of sequences of manifolds of the following
kind: for m � n, let Imn be the set of all E 2 Gm

n such that …m�E is an immersion.
For every E 2 Imn , there is a matrix LE 2 Mm;n�m.R/ such that E D f .u; LEu/ W
u 2 R

m g, and I define n.E/ WD kLEk. If e1; : : : ; en denote the standard basis vectors
of Rn and AE 2 Mn.R/ denotes the matrix represented by E 2 Imn , it follows that

n.E/ D
p

kAEe1k2 C � � � C kAEemk2 I

in particular, n W Imn �! Œ0;1/ is a definable, real analytic map. For convenience, I
extend n to all of Gm

n by putting n.E/ WD 1 if E … Imn . Note that jLE j � n.E/ �
njLE j for E 2 Imn .

Definition 4.2. Let M � R
n be a manifold of dimensionm and � > 0. Then M is

�-bounded if n.TxM/ � � for every x 2 M .

I now fix a submanifold M of Rn of dimension m. For x 2 R
n and p � n, set

x�p WD .x1; : : : ; xp/ and x>p WD .xpC1; : : : ; xn/.

Lemma 4.3. Let � > 0, and let V be an �-bounded submanifold ofM of dimension
p � m. Let x 2 V , and let � > 0 be such that

�
B.x�p; �/�B.x>p; p��/

�\frV D ;.
Then the component of V \�

B.x�p; �/�B.x>p; p��/
�

that contains x is the graph
of a function g W B.x�p; �/ �! B.x>p; p��/ that is p�-Lipschitz with respect to j�j.
Proof. Set W WD B.x�p; �/ and W 0 WD B.x>p; p��/, and denote by C the
component of V \ .W � W 0/ that contains x. Since C is �-bounded, the map
…p�C W C �! W is a local homeomorphism onto its image. By general topology,
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it is therefore enough to show that …p.C / D W ; we do this by showing that there
is a function g W W �! W 0 such that grg � C .

Since V is �-bounded, there are ı > 0 and a p�-Lipschitz function

gx W B.x�p; ı/ �! W 0

such that grgx � C . Extend g to all of W as follows: for each v 2 bdW , let v0
be the point in the closed line segment Œx�p; v� closest to v such that gx extends
to a p�-Lipschitz function gv on the half-open line segment Œx�p; v0/ satisfying
grgv � V \ .W � W 0/. Then the proportion of the sidelengths of W and W 0, the
�-boundedness of V and the fact that .W � W 0/ \ frV D ; imply that v0 D v for
each v 2 bdW . Let g W W �! W 0 be defined by g.y/ WD gv.y/ if y 2 Œx�p; v�.
Since grg is connected and contains x, it follows that grg � C , as required. �
Proposition 4.4. Assume that M is bounded, and let .V�/ be a sequence of
submanifolds of M of dimension p � m. Let � > 0, and assume that each V�
is �-bounded. Moreover, assume that both K D lim� V� and K 0 D lim� frV� exist
and there is a � 2 N such that for every � and every open box U � R

n, the set
V� \ U has at most � components. Then for every x 2 K n K 0, there are a box
U � R

n containing x and p�-Lipschitz functions f1; : : : ; f� W …p.U / �! R
n�p

such that grfi � K nK 0 for each i and

K \ U D .grf1 \ U /[ � � � [ .grf� \ U /:

Proof. We write “lim” in place of “lim�” throughout this proof. Let x 2 K n K 0,
and choose � > 0 such that

�
B.x�p; 3�/ � B.x>p; 3p��/

� \ frV� D ; for all �
(after passing to a subsequence if necessary). Let U WD B.x�p; �/ � B.x>p; p��/,
W WD B.x�p; �/ and W 0 WD B.x>p; 3p��/. Then for each �, the assumptions and
Lemma 4.3 imply, with 2� in place of � and each z 2 U \V� in place of x, that there
are definable p�-Lipschitz functions f1;�; : : : ; f�;� W W �! R

n�p such that every
connected component of V� \ .W � W 0/ intersecting U is the graph of some f�;�.
Moreover, either f�;� D f�0 ;� or grf�;� \ grf�0 ;� D ;, for all �; �0 2 f1; : : : ; �g, and

V� \ U D .grf1;� \ U /[ � � � [ .grf�;� \ U /:

Passing to a subsequence if necessary, we may assume that each sequence .f�;�/�
converges to a p�-Lipschitz function f� W W �! R

n�p; then grf� � K n K 0.
On the other hand, if x0 2 K \ U , then x0 2 lim.V� \ U /, so by the above x0 2
lim.grf�;� \ U / for some �, that is, x0 2 grf�. �

Definitions 4.5. Call N � R
n a C0-manifold of dimension p if N ¤ ; and each

point of N has an open neighbourhood in N homeomorphic to R
p; in this case p

is uniquely determined (by a theorem of Brouwer), and we write p D dim.N /.
Correspondingly, a set S � R

n has dimension if S is a countable union of C0-
manifolds, and in this case put
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dim.S/ WD
(

maxfdim.N / W N � S is a C0-manifoldg if S ¤ ;
�1 otherwise:

It follows (by a Baire category argument) that, if S D S
i2N Si and each Si has

dimension, then S has dimension and dim.S/ D maxfdim.Si / W i 2 Ng. Thus,
if N is a C1-manifold of dimension p, then N has dimension in the sense of this
definition and the two dimensions of N agree.

Corollary 4.6. In the situation of Proposition 4.4, the set KnK 0 is either empty or
has dimension p. �

The following situation is central to my use of Hausdorff limits:

Lemma 4.7. Assume that M is bounded and has a carpeting function �. Let V be
a closed subset of M , and assume that V \ U has finitely many components for
every open box U � R

n. Then for every sequence .r/2N of positive real numbers
satisfying r ! 0 as  ! 1, we have

frV D lim


�
V \ ��1.r/

�
:

Proof. Let r ! 0 as  ! 1. It suffices to show that

frV D lim
.j /

�
��1.r.j // \ V �

for every subsequence ..j //j2N of ./ such that the limit on the right-hand side
exists in Kn, that is, we may assume that the sequence

�
��1.r/ \ V �

converges in
Kn. The properties of � then imply that frV � lim

�
��1.r/\ V

�
. Conversely, let

x 2 frV . Since V \ B.x; 1/ has finitely many components, there is a component
C of V \ B.x; 1/ such that x 2 frC . Then C [ fxg is connected, so there is a
continuous curve � W Œ0; 1� �! C [ fxg such that �.Œ0; 1// � C and �.1/ D x.
Hence � ı � W Œ0; 1/ �! .0;1/ is continuous and satisfies limt!1 �.�.t// D
0, so the intermediate value theorem implies that the image �.Œ0; 1// intersects
��1.r�/ for all sufficiently large �, so that x 2 lim�

�
��1.r�/ \ V �

. Hence frV D
lim�

�
��1.r�/\ V

�
. �

Definition 4.8. I abbreviate the conclusion of Lemma 4.7 by the statement

frV D lim
r!0

�
V \ ��1.r/

�
:

In these notes, sequences of �-bounded manifolds arise as sequences of integral
manifolds of a distribution on M : Let d be a p-distribution on M and � > 0.

Definition 4.9. The distribution d is called �-bounded at x 2 M if n.d.x// � �.
The distribution d is �-bounded if d is �-bounded at every x 2 M .
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Remark. If d is �-bounded, then every integral manifold of d is �-bounded.

Let ˙n be the collection of all permutations of f1; : : : ; ng. For 	 2 ˙n, I write
	 W Rn �! R

n for the map defined by 	.x1; : : : ; xn/ WD �
x	.1/; : : : ; x	.n/

�
.

I assume for the remainder of this section that M is of class C2. Given a
permutation 	 2 ˙n, the set 	�1.M/ is a manifold and the pull-back 	�d is a
distribution on 	�1.M/; define

M	;� WD f x 2 M W n
�
	�d.	�1.x//

�
< � g:

Lemma 4.10. (1) If � > n, then M D S
	2˙n M	;�.

(2) If � is a carpeting function on M , then the function �	;� W M	;� �! .0;1/

defined by �	;�.x/ WD �
� � n

�
	�d.	�1.x//

��
�.x/ is a carpeting function

on M	;�.
(3) If d is definable, then so is eachM	;�.

Proof. Part (1) follows from the following elementary observation: let E�R
n

be a linear subspace of dimension d . Then there exists a 	 2 ˙n such that
n.	�1.E// � n.

To see this, given a basis fv1; : : : ; vd g of E and 	 2 ˙n, denote by .v1; : : : ; vd /	
the signed volume of the parallelepiped in R

d spanned by the vectors …d.	.v1//;
: : : ;…d .	.vd //, and choose a 	0 2 ˙ such that j.v1; : : : ; vd /	0 j is maximal. Since
the map .v1; : : : ; vd / 7! .v1; : : : ; vd /	 is d -linear for each 	 , 	0 is independent of
the particular basis considered; we claim that the lemma works with 	 D 	0.

To prove the claim, assume for simplicity of notation that 	0 is the identity
map on R

n. Then …d.E/ D R
d , so there is a matrix L D .li;j / 2 Mn�d;d .R/

(with respect to the standard bases for Rd and R
n�d ) such that E D f .u; Lu/ W

u 2 R
p g. Let fe1; : : : ; ed g be the standard basis of Rd , and consider the vectors

vk D .ek; Lek/ 2 E for k D 1; : : : ; d ; clearly fv1; : : : ; vd g is a basis of E . For
i 2 f1; : : : ; n � d g and j 2 f1; : : : ; d g, denote by 	i;j 2 ˙ the permutation that
exchanges the j -th and the .p C i/-th coordinates. Then li;j D .v1; : : : ; vd /	i;j for
all i; j , and the maximality of j.v1; : : : ; vd /	0 j gives jli;j j � j.v1; : : : ; vd /	0 j D 1 for
all i and j , and hence jLj � 1, as required.

For part (2), assume for simplicity of notation that 	 is the identity map and
note that � � n.d.x// < � for all x 2 M	;�. It is straightforward to see that
limy!x �	;�.x/ D 0 for x 2 frM	;�; in particular, the function  	;� W M �!
Œ0;1/, defined by  	;�.x/ WD �	;�.x/ if x 2 M	;� and  	;�.x/ WD 0 otherwise,
is continuous. Thus for all a > 0, the set ��1

	;� .Œa; 0// D  �1
	;� .Œa;1// is a closed

subset of M contained in the compact set ��1.Œa=�;1//, hence is itself compact.
For part (3), note that the set of all E 2 Gm

n satisfying n.E/ < � is
semialgebraic. �
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5 Pfaffian Limits

In this section, I introduce the pfaffian limits over R, which are used to describe the
frontiers of pfaffian sets. I then establish several regularity properties for pfaffian
limits over R, which allow me to give a quick proof of Theorem A in Sect. 6 and to
prepare the terrain for the proof of Theorem B.

Let M � R
n be a bounded, definable C2-submanifold of dimension m. Let D0

be a finite set of definable .m� 1/-distributions onM , and let 1 � l � m and d0 be
a definable l-distribution onM . Put D WD D0 [ fd0g, and if N is a C2-submanifold
of M that is compatible with D, I set DN WD f dN W d 2 D g.

I assume in this section that D is compatible with M .

Definition 5.1. Let V be an integral manifold of dD. Then V is admissible if there
are Rolle leaves Wd D Wd.V / of d for each d 2 D0 and a definable, closed
integral manifold B D B.V / of d0 such that V D W \ B , where W D W.V / WD
M \ T

d2D0
Wd (in particular,W D M if D0 D ;).

Note that in this situation,W is uniquely determined by V and D, whileB is not;
I callW the core of V andB a definable part of V . Note also that every admissible
integral manifold of dD is closed, so that its frontier is a subset of frM .

Remark 5.2. Let N be a definable C2-submanifold of M compatible with D, let
Wd be a Rolle leaf of d for each d 2 D0, and put W WD M \ T

d2D0
Wd . By

Corollary 3.6(1),W \N is a finite union of closed integral manifoldsW N
1 ; : : : ;W

N
q

of
�
dD0

�N
of the form W N

p D N \ T
d2D0

W N
p;d , where each W N

p;d is a Rolle leaf

of dN .
Let now V be an admissible integral manifold of dD with core W and definable

part B . Writing V N
p WD W N

p \ B for p D 1; : : : ; q, it follows that V \ N D
V N
1 [ � � � [V N

q and each V N
p is an admissible integral manifold of .dD/N with core

W N
p and definable part B \N .

Definition 5.3. Let .V�/�2N be a sequence of integral manifolds of dD .

(1) The sequence .V�/ is admissible if each V� is admissible with same core W
and there is a definable family B of closed integral manifolds of d0 such that
B.V�/ 2 B for all �. In this situation, W is the core of .V�/ and B is a definable
part of .V�/.

(2) Assume .V�/ is admissible with core W and definable part B. If .V�/ converges
to K 2 Kn, I call K a pfaffian limit over R and say that K is obtained from
D with coreW .

I think of the core W in Definition 5.3 as representing the non-definable content
of the admissible sequence .V�/. It is crucial to the arguments in this section that
only the definable parts of the V� are allowed to vary with �.

Exercise 5.4. Let .V�/ be an admissible sequence of integral manifolds of dD with
coreW and definable part B.
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(1) Let C be a partition ofM into definableC2-cells compatible with D, and assume
that K D lim� V� exists and KN D lim�.V� \ N/ exists for each N 2 C. Then
K D S

N2C KN .
(2) LetN be a C2-submanifold ofM compatible with D, and adopt the notations of

Remark 5.2. Assume thatKN D lim�.V� \N/ and eachKN
p D lim�.V�/

N
p exist.

Then each sequence .V�/Np is admissible with core W N
p and finite part BN WD

fB \ N W B 2 B g and KN D KN
1 [ � � � [ KN

q ; in particular, KN is a finite
union of pfaffian limits obtained from DN with cores amongW N

1 ; : : : ;W
N
q .

Remark. The sets W N
p of the previous exercise are definable in R.W /. More

precisely, let LR be the language containing a relation symbol for every definable
set. Then each W N

p is quantifier-free definable in the language LR.W /.

To understand the frontier of an admissible integral manifold in terms of pfaffian
limits over R, I assume there is a definable C2-carpeting function � on M and
define g� W M �! Gn by g�.x/ WD kerd�.x/ � TxM . Let C be a Whitney
stratification of M by definable C2-cells compatible with D [ fg�g, as obtained
from Proposition 3.3, and put

C� WD fC 2 C W .dD/C ª g� g:

Then dim
�
dD \ g�

�C
< dimdD for every C 2 C� . Set d�0 WD d0 \ g� and D� WD

D0 [ fd�0 g.

Lemma 5.5. The union of all cells in C� is an open subset M� of M that is
compatible with D� and dim.dD� /M

�
< dimdD.

Proof. Note first that if C;D 2 C are such that D � frC , then by the Whitney
property of the pair .C;D/, as defined on p. 502 of [24], for every sequence .xi /i2N
of points in C that converges to a point y 2 D and for which T WD limi Txi C

exists in GdimC
n , the inclusion TyD � T holds. Since dD and g� are continuous, it

follows that the union of all cells in C n C� is a closed subset ofM ; henceM� is an
open subset of M . Finally, the definition of M� implies that dD.x/ ª g�.x/ for all
x 2 M� , and the lemma is proved. �

Next, letWd be a Rolle leaf of d for each d 2 D0 and putW WD M\T
d2D0

Wd .
I adopt here the notations of Remark 5.2 corresponding to each N 2 C [ fM�g;
to simplify notation, I assume that the corresponding q is the same for each of
these N by not requiring that the sets W N

1 ; : : : ;W
N
q be pairwise distinct. Then for

N 2 C� [ fM�g, p D 1; : : : ; q, r > 0 and every admissible integral manifold V
of dD with core W and definable part B , the set

�
V N
p \ ��1.r/

�


is an admissible
integral manifold of .dD� /N with core W N

p and definable part B \N \ ��1.r/.

Lemma 5.6. Let V be an admissible integral manifold of dD with core W , and let
.r/2N be a sequence of positive real numbers such that r ! 0 and KM�

p .V / WD
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lim

�
V M�

p \��1.r/
�

exists for each p. Then eachKM�

p .V / is a pfaffian limit over

R obtained from .D�/M
�

with core WM�

p and frV D KM�

1 .V / [ � � � [KM�

q .V /.

Proof. Passing to a subsequence if necessary, we may assume

KN
p WD lim



�
V N
p \ ��1.r/

�

exists for each p and N 2 C� as well; note that

q[
pD1

KM�

p .V / D
[

N2C�

q[
pD1

KN
p .V /:

Let x 2 lim

�
V \ ��1.r/

�
; by Lemma 4.7 and the above, it suffices to show that

x 2 KN
p .V / for some N 2 C� and p 2 f1; : : : ; qg. Let x 2 V \ ��1.r/ be such

that lim x D x. Let N 2 C be such that infinitely many x belong to N ; passing to
a subsequence, we may assume that x 2 N for all . ThenN 2 C�: otherwise gN \
dD � d� , which implies that N \ V \ ��1.r/ D ; for all but finitely many r >0.
Thus, after again passing to a subsequence if necessary, we may assume that there
is a p such that x 2 V N

p \ ��1.r/ for all . Hence x 2 KN
p .V /, as required. �

Proposition 5.7. Let .V�/ be an admissible sequence of integral manifolds of dD
with core W , and assume that K 0 WD lim� frV� exists. Then K 0 is a finite union of
pfaffian limits obtained from .D�/M

�
with cores amongWM�

1 ; : : : ;W M�

q .

Proof. Let B be a definable part of .V�/. Let .r/2N be a sequence of positive
real numbers such that r ! 0 and KM�

p .V�/ WD lim

�
.V�/

M�

p \ ��1.r/
�

exists
for each p and each �. Passing to a subsequence if necessary, we may assume that
lim� K

M�

p .V�/ exists for each p. Then by the previous lemma,

K 0 D lim
�

�
lim


�
V� \ ��1.r/

�� D
q[

pD1
lim
�
KM�

p .V�/:

So by Exercise 4.1(4),K 0 D Sq
pD1 lim�

�
.V�/

M�

p \��1.r.�//
�

for some subsequence

..�//�. Since for each p, the sequence
�
.V�/

M�

p \ ��1.r.�//
�

is an admissible

sequence of integral manifolds of .dD� /M
�

with coreWM�

p and definable part BM�

� ,
the proposition follows. �

Proposition 5.8. LetK be a pfaffian limit obtained from D. ThenK has dimension
and dimK � dimdD.

Proof. Let .V�/ be an admissible sequence of integral manifolds of dD such that
K D lim� V�. We proceed by induction on dimdD. If dimdD D 0, Corollary 3.6(2)
gives a uniform bound on the cardinality of V�, soK is finite. So assume dimdD > 0
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and the corollary holds for all pfaffian limits obtained from finite sets D0 of definable
distributions on manifolds M 0 that are compatible with M 0 and satisfy dimdD0 <

dimdD.
By Proposition 3.3 and Exercise 5.4(2), we may assume that M is a definable

C2-cell; in particular, there is a definable C2-carpeting function � on M . For each
	 2 †n, let M	;2n be as before Lemma 4.10 with dD in place of d . Then by that
lemma, M D S

	2†M	;2n and each M	;2n is an open subset of M . Hence D is
compatible with each M	;2n, and after passing to a subsequence if necessary, we
may assume that K	 D lim�.V� \ M	;2n/ exists for each 	 . As in Exercise 5.4(2),
it follows that K D S

	2˙n K	 , so by Lemma 4.10(2), after replacing M with
each 	�1.M	;2n/, we may assume that dD is 2n-bounded. Passing to a subsequence
again, we may assume that K 0 WD lim� frV� exists as well. Then by Corollary 4.6,
the set K n K 0 has dimension at most dimdD, while by Proposition 5.7 the set
K 0 is a finite union of pfaffian limits obtained from a finite set D0 of definable
distributions on a definable manifold M 0 that is compatible with M 0 and satisfies
dimdD0 < dimdD . So K 0 has dimension with dimK 0 < dimdD by the inductive
hypothesis, and the proposition is proved. �

Definition 5.9. A pfaffian limit K � R
n obtained from D is proper if dimK D

dimdD.

Exercise 5.10. Let K � R
n be a pfaffian limit over R with core W . Prove that

K D K1 [ � � � [Kl , where each Kj is a proper pfaffian limit over R whose core is
definable in R.W /. [Hint: proceed as in the proof of Proposition 5.8.]

Finally, pfaffian limits over R are well behaved with respect to intersecting with
closed definable sets. To see this, define M WD M � .0; 1/ and write .x; �/ for
the typical element of M with x 2 M and � 2 .0; 1/. I also consider D as a set
of distributions on M in the obvious way, and I set d0 WD d0 \ .kerd�/�M and
D WD D0 [ fd0g. For d 2 D, the set Wd WD Wd � .0; 1/ is a Rolle leaf of d , and I
put W WD T

d2D Wd ; then W is definable in R.W /.
Note that M is compatible with D, and whenever .V�/ is an admissible sequence

of integral manifolds of dD with core W and �� 2 .0; 1/ for � 2 N, the sequence�
V� � f��g

�
is an admissible sequence of integral manifolds of dD with core W.

Proposition 5.11. Let K be a pfaffian limit obtained from D with core W , and let
C � R

n be a definable closed set. Then there is a definable open subset N of M
and there are q 2 N and pfaffian limits K1; : : : ; Kq � R

nC1 obtained from DN with
cores definable in R.W / such that K \ C D …n.K1/[ � � � […n.Kq/.

Proof (Sketch of proof). For � > 0 put T .C; �/ WD f x 2 R
n W d.x; C / < � g. Note

first that K \ C D T
�>0

�
K \ T .C; �/

�
, and the latter is equal to lim�!0

�
K \

T .C; �/
�

in the sense of Definition 4.8. Next, let .V�/ be an admissible sequence
of integral manifolds of dD such that K D lim� V�. Then for every � > 0, there is
a subsequence .�.// of .�/ such that the sequence .V�./ \ T .C; �// converges to
some compact set K�. Note that K� \ T .C; �/ D K \ T .C; �/, since T .C; �/ is an
open set.



202 P. Speissegger

Fix a sequence .�/ of positive real numbers approaching 0, and for each ,
choose �./ such that d.V�./ \ T .C; �/;K� / < � . Passing to a subsequence if
necessary, we may assume that lim K� and lim

�
V�./ \ T .C; �/

�
exist; note that

these limits are then equal. Hence by the above,K \ C D lim

�
K \ T .C; �/

� D
lim

�
K� \ T .C; �/

� � lim K� D lim

�
V�./ \ T .C; �/

�
. The reverse inclusion

is obvious, so K \ C D lim

�
V�./ \ T .C; �/

�
. Therefore, put

N WD f .x; �/ 2 M W d.x; C / < � g:

Then N is an open, definable subset of M and by the above K \ C D lim.V�./ \
N� /, where N� WD f x 2 M W .x; �/ 2 N g. HenceK\C D lim …n

�
.V�./�f�g/\

N
�
. Since lim � D 0, it follows thatK\C D …n

�
lim

�
.V�./�f�g/\N

��
. Since

the sequence
�
V�./ � f�g

�
is an admissible sequence of integral manifolds of d, the

proposition now follows from Remark 5.2. �
Exercise 5.12. Let B and C be two definable families of closed subsets of Rn. Prove
that the pfaffian limits in the previous proposition depend uniformly on C 2 C, for
all pfaffian limits obtained from D with definable part B. That is, there are�; q 2 N,
a bounded, definable manifold M � R

nC�C1, a finite set D of distributions on M
and a definable family B of subsets of RnC�C1 such that whenever K is a pfaffian
limit obtained from D with definable part B and C 2 C, there are pfaffian limits
K1; : : : ; Kq � R

nC�C1 obtained from D with definable part B such that K \ C D
…n.K1/[ � � � […n.Kq/.

6 O-minimality

I now fix an arbitrary reduct R0 of R1 that expands R.

Definition 6.1. A setX � R
k is a basicƒ.R0/-set if there exist n � k, a definable,

boundedC2-manifoldM � R
n of dimensionm, a finite set D0 of definable .m�1/-

distributions on M and a definable l-distribution d0 on M , and for each  2 N an
admissible sequence .V;�/� of integral manifolds of dD with core W and definable
part B independent of , where D WD D0 [ d0, such that:

(i) The core W is definable in R0;
(ii) For each , the limit K WD lim� V;� exists in Kn;

(iii) The sequence .…k.K// is increasing and has union X .

In this situation, I say thatX is obtained fromD with coreW and definable partB.
Aƒ.R0/-set is a finite union of basicƒ.R0/-sets. I denote byƒ.R0/k the collection
of all ƒ.R0/-sets in R

k and put ƒ.R0/ WD .ƒ.R0/k/k2N.

Whenever R0 is clear from context, I shall simply write “ƒ” instead of “ƒ.R0/”.

Proposition 6.2. In the situation of Definition 6.1, there is an N 2 N, depending
only on D and B but not on W , such that every basic ƒ-set obtained from D with
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core W and definable part B has at most N components. In particular, if X � R
k

is a ƒ-set and l 2 k, there is an N 2 N such that for every a 2 R
l the fiber Xa has

at most N components.

Proof. Let N be a bound on the number of components of the sets W \ B as W DT
d2D0

Wd ranges over all intersections of Rolle leavesWd of d 2 D0 and B ranges
over B. Let X be a basic ƒ-set as in Definition 6.1. Then each V;� has at most
N components, so eachK has at mostN components, and henceX has at most N
components. Combining this observation with Exercise 5.12 yields, for everyƒ-set
X � R

k , a uniform bound on the number of connected components of the fibers
of X . �
Proposition 6.3. (1) Any coordinate projection of a pfaffian limit over R whose

core is definable in R0 is a ƒ-set.
(2) Every bounded definable set is a ƒ-set.
(3) Let d be a definable .n � 1/-distribution on M WD .�1; 1/n and L be a Rolle

leaf of d definable in R0. Then L is a ƒ-set.

Proof. (1) is obvious. For (2), let C � R
n be a bounded, definable cell. By cell

decomposition, it suffices to show that C is a ƒ-set. Let � be a definable
carpeting function on C . Then C D S1

iD1 cl
�
��1..1=i;1//

�
, so let C WD

f .x; r/ 2 C � .0; 1/ W �.x/ > r g and put d0 WD kerdr�C and D WD fd0g.
Then for r > 0, the set Cr D ��1..r;1// � frg is an admissible integral
manifold of dD with core C and definable part Cr , so cl.Cr / is a pfaffian limit
obtained from D with definable core.

(3) Let � be a carpeting function on M . Then L D S1
iD1 cl

�
L \ ��1..1=i;1//

�
,

so let M WD f .x; r/ 2 M � .0; 1/ W �.x/ > r g and put d0 WD kerdr�M, d WD
d�M and D WD fd;d0g. LetL1; : : : ; Lq be the components of .L� .0; 1//\M;
note that each Lp is a Rolle leaf of d. Thus for r > 0 and each p, the set
Lp \ ��1..r;1// is an admissible integral manifold of dD with core Lp and
definable part Mr D ��1..r;1// � frg. �

Proposition 6.4. The collection of all ƒ-sets is closed under taking finite unions,
finite intersections, coordinate projections, cartesian products, permutations of
coordinates and topological closure.

Proof. Closure under taking finite unions, coordinate projections and permutations
of coordinates is obvious from the definition and the properties of pfaffian sets
over R.

For topological closure, let X � R
k be a basic ƒ-set with associated data

as in Definition 6.1. Then cl.X/ D lim …k.K/ D …k.lim lim� V;�/ D
…k.lim V;�.// for some subsequence .�.// ; in particular, cl.X/ is a projection
of a pfaffian limit over R with same core as X .

For cartesian products, letX1 � R
k1 andX2 � R

k2 be basicƒ-sets, and letMi �
R
ni , Di and

�
V i
�;

�
be the data associated to Xi as in Definition 6.1, for i D 1; 2.

Denote their cores by W1 � R
n1 and W2 � R

n2 , respectively. We assume that
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both M1 and M2 are connected; the general case is easily reduced to this situation.
Define

M WD f .x; y; u; v/ W .x; u/ 2 M1 and .y; v/ 2 M2 g;
where x ranges over Rk1 , y over Rk2 , u over Rn1�k1 and v over Rn2�k2 . We interpret
D1 and D2 as sets of distributions on M correspondingly and put D WD D1 [ D2.
Since M1 and M2 are connected, each set

V;� WD f .x; y; u; v/ W .x; u/ 2 V 1
;� and .y; v/ 2 V 2

;� g

is an admissible integral manifold of dD with core

W WD f .x; y; u; v/ W .x; u/ 2 W1 and .y; v/ 2 W2 g:

It is now easy to see that for each , the limit K WD lim� V;� exists in Kn1Cn2 , and
that the sequence

�
…k1Ck2.K/

�
is increasing and has union X1 �X2.

For intersections, let X1;X2 � R
k be basic ƒ-sets. Then X1 \ X2 D …k..X1 �

X2/\
/, where
 WD f .x; y/ 2 R
k � R

k W xi D yi for i D 1; : : : ; k g. Therefore,
we let X � R

k be a basic ƒ-set and C � R
k be closed and definable, and we show

that X \ C is a ƒ-set. Let the data associated to X be as in Definition 6.1, and let
M, D and W be associated to that data as before Proposition 5.11. Let also N be the
open subset of M given by that proposition with C 0 WD C � R

n�k in place of C .
Then by that proposition, there is a q 2 N such that for every  the set K \ C 0 is
the union of the projections of pfaffian limits K1

 ; : : : ; K
q
 obtained from DN with

cores definable in R0. Note that each Kj
 is the limit of an admissible sequence of

integral manifolds of DN whose core depends only on j but not on . Replacing each
sequence

�
K
j


�
by a (possibly finite) subsequence if necessary, we may assume that

each sequence
�
…k.K

j
 /

�
is increasing. Then each Xj WD S

 K
j
 is a basic ƒ-set

and X \ C D X1 [ � � � [ Xq . �

Proposition 6.5. Let X � R
k be a ƒ-set. Then bd.X/ is contained in a closed

ƒ-set with empty interior.

Proof. Let the data associated to X be given as in Definition 6.1. Note that

bd.X/ � lim


bd.…k.K//:

Fix an arbitrary ; since …k.K/ D lim� …k.V;�/ we may assume, by
Proposition 3.10, Exercise 5.4 and after replacing M if necessary, that …k�dD
is an immersion and has constant rank r � k; in particular, dim.V;�/ � k. If r < k,
then each…k.K/ has empty interior by Proposition 4.6, so

lim


bd.…k.K// D lim

…k.K/ D …k.lim


K/ D …k.lim


V;�.//
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for some subsequence .�.//, and we conclude by Propositions 5.8 and 6.3(1) in
this case. So assume that r D k; in particular,…k.V;�/ is open for every  and �. In
this case, since M is bounded, we have bd.…k.K// � …k.lim� frV;�/ for each .
Hence

lim


bd.…k.K// � …k.lim


lim
�

frV;�/ D …k.lim


frV;�.//

for some subsequence .�.//, and we are done by Propositions 5.7 and 6.3(1). �

Recall that for S � R
k , l 2 f1; : : : ; kg and a 2 R

k , we put

Sa WD f y 2 R
k�l W .a; y/ 2 S g:

Corollary 6.6. Let X � R
k be a ƒ-set, and let 1 � l � k. Then the set

B WD f a 2 R
l W cl.Xa/ ¤ cl.X/a g

has empty interior.

Proof. It suffices to show that the corollary holds with X \ �
.�R;R/l � R

k�l � in
place of X , for each R > 0, so we assume that …l.X/ is bounded. For each a 2 B
there is a box U � R

k�l such that cl.Xa/ \ U D ;, but cl.X/a \ U ¤ ;. Hence
B D S

U BU , where U ranges over all rational boxes in R
k�l and

BU WD f a 2 R
l W cl.Xa/\ U D ;; cl.X/a \ U ¤ ; g:

Each BU is contained in the frontier of the bounded ƒ-set …l

�
X \ �

R
l � U ��

. So
by the previous propositionBU � YU for some closedƒ-set YU with empty interior.
Since each YU is compact, we conclude that B has empty interior. �

Proposition 6.7. Let X � Œ�1; 1�k be a ƒ-set. Then Œ�1; 1�k nX is also a ƒ-set.

Proof. Set I WD Œ�1; 1�. Let X � I k be a ƒ-set. We establish the following two
statements by induction on k:

(I)k If int.X/ D ;, then X can be partitioned into finitely many ƒ-sets G1; : : : ,
GK in such a way that, for each i 2 f1; : : : ; Kg, there is a permutation
�i of f1; : : : ; kg such that �i .Gi / is the graph of a continuous function
fi W …k�1.�i .Gi // �! R.

(II)k The complement I k nX is aƒ-set, and the components of bothX and I k nX
are ƒ-sets.

The case k D 1 follows from Proposition 6.2; so assume k > 1 and that the two
statements hold for lower values of k. First we establish the following

Claim. Assume there is a ƒ-set Z � I k with empty interior such that X � Z and
(I)k and (II)k hold with Z in place of X . Then (I)k and (II)k hold.

To prove the claim, let G1; : : : ; GK be as in (I)k with Z in place of X . Clearly
(I)k then also holds for X , since each �i .Gi \ X/ is the graph of the continuous
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function fi�…k�1.�i .Gi \ X//. Since the Gi partitionZ and (II)k holds with Z in
place of X , it suffices to prove for each i that the complementGi nX as well as the
components of bothGi \X andGi nX areƒ-sets. Fix an i ; by Proposition 6.4, we
reduce to the case that �i is the identity map. Then by the inductive hypothesis, the
set…k�1.GinX/ as well as the components of both…k�1.Gi\X/ and…k�1.GinX/
are ƒ-sets, so the claim follows.

We now return to the proof of the theorem; there are two cases to consider.

Case 1. X has empty interior. Consider the ƒ-sets

Ci WD f a 2 I k�1 W jXaj � i g for i 2 N:

By (II)k�1 the sets

Di WD Ci n CiC1 D f a 2 I k�1 W jXaj D i g

are also ƒ-sets, and by Proposition 6.2 there is an N 2 N such that Ci D CNC1 for
all i > N . Let X1 WD X \ ..C0 n CNC1/ � I / and X2 WD X \ .CNC1 � I /; by
the inductive hypothesis both X1 and X2 are ƒ-sets. The next two paragraphs then
finish the proof of Case 1.

First, note that j.X1/aj � N for every a 2 …k�1.X1/. For 1 � j � i � N ,
define the ƒ-sets

Xi;j WD f .a; y/ 2 Di � I W y is the j th element of .X1/a g;
Si;j WD f a 2 Di W ˇ̌

.cl.Xi;j //a
ˇ̌ � 2 g;

and put S WD S
1�j�i�N Si;j . (Here we use the fact that the collection of ƒ-sets is

closed under taking topological closure.) Note that each Xi;j is by construction the
graph of a function that is continuous away from S . Thus, (I)k holds withX1n.S�I /
in place of X by construction, and the corresponding (II)k then follows easily from
the inductive hypothesis (and since the order < is semialgebraic). Note that

Si;j � f a 2 R
k�1 W cl..Xi;j /a/ ¤ .cl.Xi;j //a gI

it follows from Corollary 6.6 that each Si;j has empty interior, so S has empty
interior. Therefore (I)k�1 and (II)k�1 hold with S in place of X by the inductive
hypothesis, and so (I)k and (II)k hold with S � I in place of X . The claim implies
now that (I)k and (II)k also hold with X1 \ .S � I / in place of X , and with .S �
I /nX1 in place ofX . Therefore, (I)k and (II)k hold with X1 in place ofX , and with
..C0 n CNC1/ � I / n X1 in place of X .

Second, note that CNC1 D …k�1.X2/. Thus every fiber .X2/a � I with a 2
CNC1 is infinite and hence (by Proposition 6.2 again) contains an interval. SinceX2
has empty interior, it follows that CNC1 has empty interior. (I)k and (II)k, with X2
as well as with .CNC1 � I / n X2 in place of X , now follow from the claim by a
similar argument as in the previous subcase.
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Case 2. X has nonempty interior. By Proposition 6.5 there is a closed ƒ-set
Y � I k such that bd.X/ � Y and Y has empty interior. By Case 1 applied to
Y , both (I)k and (II)k hold with Y in place of X . Note that if C is a component of
I k n Y and C \ X ¤ ;, then C � X . It follows that each component of I k n Y
is either contained in X n Y or is disjoint from X [ Y . On the other hand, by
the claim the statements (I)k and (II)k hold with X \ Y in place of X . Thus (II)k
follows easily. �

For m 2 N, let Tm D T .R0/m be the collection of all ƒ-sets X � Im.

Corollary 6.8. The collection T D T .R0/ WD .Tm/m forms an o-minimal structure
on I . �
Proof (Proof of Theorem A). For each m, let �m W R

m �! .�1; 1/m be the
(definable) homeomorphism given by

�m.x1; : : : ; xm/ WD
�

x1

1C x21
; : : : ;

xm

1C x2m

�
;

and let Sm D S.R0/m be the collection of sets ��1
m .X/ with X 2 Tm. By

Corollary 6.8, the collection S D S.R0/ WD .Sm/m gives rise to an o-minimal
expansion RS of R. By Proposition 6.3(2), every definable set is definable in RS .
But every L 2 L.R/ that is definable in R0 is definable in RS as well: if L is a
Rolle leaf of a definable .n � 1/-distribution d on R

n, then �n.L/ is a Rolle leaf of
the pullback .��1

n /�d . It follows from Proposition 6.3(3) that �n.L/ 2 Tn, so L is
definable in RS . Since L 2 L.R/ was arbitrary, it follows that R0 is a reduct of RS
in the sense of definability; in particular, R0 is o-minimal. The theorem now follows
by taking R0 D R1 and from the definition of P.R/. �

Corollary 6.9. Let K � R
n be a pfaffian limit over R whose core is definable in

R0. Then K is definable in R0.

Proof. Let W be the core of K and B be the definable part of K . Then the family
of all intersections W \ B with B 2 B is a family definable in R0. The corollary
follows from the Marker-Steinhorn Theorem, see [16]. �

Exercise 6.10. Let K be a pfaffian limit over R. Prove that the o-minimal
dimension ofK is equal to dimK .

Exercise 6.11. Let X � R
n be definable in RS .

(1) Show that, if X is bounded, then X is a ƒ-set.
(2) Show that, if X is compact, then there are pfaffian limits Kp � R

np over R
with np � n, for p D 1; : : : ; q, such that each Kp has core definable in R0 and
X D …n.K1/[ � � � […n.Kq/; in particular, X is definable in R0.

Corollary 6.12. The structures R0 and RS are interdefinable; in particular, every
bounded set definable in R0 is a ƒ-set.
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Proof. Let X be a bounded cell definable in RS ; since RS is o-minimal, it suffices
to show that X is definable in R0. But both clX and frX are compact and hence
definable in R0 by the previous exercise. �

7 Blowing-Up Along a Distribution

In this section, I establish a criterion for generic portions (in the sense of dimension)
of pfaffian limits over R to be integral manifolds of definable distributions. I fix a
bounded, definable manifold M � R

n of dimension m, a finite set D0 of definable
.m � 1/-distributions on M and a definable l-distribution d0 on M , and I assume
that all are of class C2. I put D WD D0 [ fd0g and k WD dimdD , and I assume that
D is compatible with M .

Definition 7.1. Put n1 WD nC n2 and let … W Rn1 �! R
n denote the projection on

the first n coordinates. I define

M1 WD grdD � M �Gk
n � R

n1 ; the graph of the distribution dD;

d 1 WD .…�M1/�d; the pull-back to M1 of d via …; for d 2 D [ fdDg:

I call D1 WD f d1 W d 2 D g the blowing-up of D (along dD); note that M1 is
of class C2, while d1 is of class C1. Finally, for d 2 D [ fdDg and an integral
manifold V of d , I define

V 1 WD .…�M1/�1.V /;

the lifting of V (along dD). Note that, in this situation, V 1 is an integral manifold
of d1, and if d D dD, then V 1 is the graph of the Gauss map gV .

Next, I write M D S
M	 , where 	 ranges over ˙n and the M	 WD M	;2n are as

in Lemma 4.10 with d and � there equal to dD and 2n here.

Definition 7.2. For an integral manifold V � M of dD and 	 2 ˙n, I put V	 WD
V \M	 . Then V	 is an integral manifold of dD , and I define

F 1V WD
[
	2˙n

fr V 1
	 :

For the criterion, I let D � clM1 be a definable C2-cell such that C WD ….D/

has the same dimension as D and C is compatible with M	 and frM	 for every
	 2 ˙n. Then D D grg, where g W C �! Gk

n is a definable map, and I assume
that the following hold:

(i) The map g \ gC has dimension and hence is a distribution on C ;
(ii) If g D g \ gC , then either g is integrable or g is nowhere integrable.
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I also assume that there is a definable set S � clM1 such that S \D D ; and both
S and S [D are open in clM1. In this situation, for any sequence .V�/ of integral
manifolds of dD such that K WD lim� V

1
� and K 0 WD lim� F

1V� exist, I put

L.V�/ WD .D \K/ n �
K 0 [ fr .S \K/

�
:

Remark. Assume that .V�/ is an admissible sequence of integral manifolds of dD
with core W such that K WD lim� V

1
� and K 0 WD lim� F

1V� exist, and assume that
K is proper. Then L.V�/ is a generic subset of K in the following sense:

�
V 1
�

�
is an

admissible sequence of integral manifolds of d1D with coreW 1. Thus by Exercise 5.4
and Propositions 5.8 and 5.7, K 0 is a finite union of pfaffian limits over R with
cores definable in R.W / and of dimension less than dimK . Moreover, by cell
decomposition in R and Corollary 8.4 below, there is a finite union F � R

n1C2
of pfaffian limits over R with cores definable in R.W / and of dimension less than
dimK such that fr.S \K/ � …n1.F /.

Finally, let g1 W D �! Gk
n1

be the pull-back of g \ gC to M1 via ….

Proposition 7.3. In this situation, exactly one of the following holds:

(1) L.V�/ D ; for every admissible sequence .V�/ of integral manifolds of dD such
that lim� V

1
� and lim� F

1V� exist;
(2) g is an integrable distribution on C , and for every admissible sequence .V�/ of

integral manifolds of dD such that lim� V
1
� and lim� F

1V� exist, the set L.V�/ is
an embedded integral manifold of g1 and an open subset of lim� V

1
� .

In particular, if D is an open subset of M1 and .V�/ is an admissible sequence of
integral manifolds of dD such that lim� V

1
� exists, thenD \ lim� V

1
� is a finite union

of leaves of
�
d1D

�D
.

I need the following observation for the proof of Proposition 7.3.

Remark. Let 	 2 ˙n. Then 	 induces a diffeomorphism 	 W Gn �! Gn defined,
in the notation of Sect. 1, by 	.y/ WD A	.kery/; define 	1 W Rn � Gn �! R

n � Gn
by 	1.x; y/ WD .	.x/; 	.y//. Note that 	1 is also just a permutation of coordinates.
The map g	 W 	.C / �! Gk

n defined by g	.	.x// WD 	.g.x// satisfies .g	 /1 D
	1 ı g1 ı .	1/�1. Moreover, if .V�/ is a sequence of integral manifolds of dD
such that lim� V

1
� exists, then lim� 	

�
V 1
�

�
also exists and 	1.D/ \ lim� 	

1
�
V 1
�

� D
	1

�
D \ lim� V

1
�

�
.

Proof (Proof of Proposition 7.3). By the previous remark and Remark 5.2, after
replacing M by 	.M	/ and W by 	1.W \ clM1

	 / for each 	 2 ˙n satisfying
C � clM	 , we may assume for the rest of this proof that dD is 2n-bounded and
prove the proposition with frV 1

� in place of F 1.V�/. Thus, let .V�/ be an admissible
sequence of integral manifolds of dD such that K WD lim� V

1
� and K 0 WD lim� frV 1

�

exist, and put
L WD .D \K/ n �

K 0 [ fr .S \K/� :
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For the remainder of this proof, we write “lim” in place of “lim�”. By Corollary
3.6(2), there is a � 2 N such that for every open box U � R

n and every � 2 N, the
set U \ V� has at most � connected components. We assume that L ¤ ;; we then
need to show that g is an integrable distribution on C and that L is an embedded
integral manifold of g1 and an open subset of K .

To do so, choose an arbitrary .x; y/ 2 L with x 2 R
n and y 2 Gn. Since S [D

is open in clM1, there is a bounded open box B � R
n1 such that .x; y/ 2 B and

clB \K � D n .K 0 [ fr.S \K//I

in particular, .x; y/ 2 D. WriteB D B0�B1 withB0 � R
n andB1 � R

n2 . SinceD
is the graph of the continuous map g and C is locally closed, we may also assume,
after shrinking B0 if necessary, that D \ �

clB0 � frB1
� D ;.

On the other hand, after passing to a subsequence if necessary, we may assume
that lim

�
B \ V 1

�

�
, limV 1

�;B and lim frV�;B exist, where V�;B WD fx 2 V� W .x; TxV�/
2 Bg. Then

B \K D B \ lim
�
B \ V 1

�

� D B \ limV 1
�;B :

We now claim that x … lim frV�;B : in fact, since frV 1
� \ clB D ; for all sufficiently

large �, it follows that frV 1
�;B � frB for all sufficiently large �. Also, limV 1

�;B �
clB \ limV 1

� is disjoint from clB0 � frB1 by the previous paragraph, so clV 1
�;B is

disjoint from clB0 � frB1 for all sufficiently large �. Hence frV 1
�;B � frB0 � B1

for all sufficiently large �. Since B is bounded, frV�;B � …n

�
frV 1

�;B

�
holds, and it

follows that frV�;B � frB0 for all sufficiently large �, which proves the claim.
Since each V� is an embedded, closed submanifold of M , apply Lemma 4.4 with

V�;B in place of V� and � D 2n, to obtain a corresponding open neighbourhood
U � B0 of x and f1; : : : ; f� W …k.U / �! R

n�k . Let � 2 f1; : : : ; �g be such that
x 2 grf�. We claim that for every x0 2 grf� \ U , the map f� is differentiable
at z0 WD …k.x

0/ with Tx0 grf� D g.x0/; since x0 is arbitrary, the claim implies
that grf� is an embedded, connected integral manifold of g. Assumption (ii) and
Exercise 1.18(3) then imply that g is an integrable distribution on C . Since .x; y/ 2
Lwas arbitrary, it follows thatL is an embedded integral manifold of g1, as desired.

To prove the claim, let f�;� W …k.U / �! R
n�k be the functions corresponding to

f� as in the proof of Lemma 4.4. After a linear change of coordinates if necessary,
we may assume that g.x0/ D R

k � f0g (the subspace spanned by the first k
coordinates). It now suffices to show that f� is �-Lipschitz at x0 for every � > 0,
since then Tx0 grf� D R

k � f0g. So let � > 0; since limV 1
�;B � D D grg and

x0 2 C , and becauseC is locally closed and g is continuous, there is a neighborhood
U 0 � U of x0 such that grf�;� \ U 0 is .�=k/-bounded for all sufficiently large �.
Thus by Lemma 4.4 again, f� is �-Lipschitz at x0, as required.

Finally, if D is open in M1, then g D dD�C and we can take S WD ;. Since
C is open in M and compatible with M	 and frM	 for 	 2 ˙n, the equality C \
frM	 D ; holds for 	 2 ˙n. Hence F 1.V�/ \ D D ;, and it follows that L.V�/ D
D \ limV� in this case. �
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8 Fiber Cutting for Pfaffian Limits

What about the set fr.S \ K/ that appears in the previous section? I show first—
similar to Proposition 5.11, but using the o-minimality of R1—that this set is a finite
union of projections of pfaffian limits over R.

Lemma 8.1. Let K � R
n be a pfaffian limit over R with core W , and let C � R

n

be a definable cell. Then there are pfaffian limitsK1; : : : ; Kp � R
nC2 over R whose

cores are definable in R.W / such that fr.K \ C/ D …n.K1/[ � � � […n.Kq/.

Proof. Let M � R
n be a definable C2-manifold of dimension m, D0 a finite

collection of definable .m� 1/-distributions onM and d0 a definable l-distribution
on M , and put D WD D0 [ fd0g. Assume that M is compatible with D and K is
obtained from D, and put k WD dimdD .

Define M WD M � .0; 1/2 and write .x; r; �/ for the typical element of M with
x 2 M and r; � 2 .0; 1/. Set d0 WD d0\ kerdr \ kerd�, D WD D0 [ fd0g and W WD
W � .0; 1/. Note that whenever .V�/ is an admissible sequence of integral manifolds
of dD with coreW and .r�; ��/ 2 .0; 1/2 for � 2 N, the sequence

�
V��f.r�; ��/g

�
is an

admissible sequence of integral manifolds of dD with core W. Let � be a definable
carpeting function on C and put

N WD f .x; r; �/ 2 M W d.x; ��1.r// < � g:

Then N is an open, definable subset of M, and since K is compact and definable
in the o-minimal structure R1, we obtain from Lemma 4.7 that fr.K \ C/ D
limr!0.K \ ��1.r//. Moreover, let .V�/ be an admissible sequence of integral
manifolds of dD such that K D lim� V�. Then for r > 0, the family of sets˚

lim�.V� \ Nr;�/ W � > 0
�

is decreasing in �, where Nr;� WD f x 2 M W .x; r; �/ 2
N g, so

��1.r/ \K D lim
�!0

lim
�
.V� \ Nr;�/:

Hence, after passing to a subsequence of .V�/ if necessary, there are r� ! 0 and
�� ! 0 such that

fr.K \ C/ D lim
�
.V� \ Nr�;�� / D lim

�
…n

�
.V� � fr�; ��/g/\ N

�
:

Since lim�.r�; ��/ D .0; 0/, the right-hand side above is equal to …n

�
lim�

�
.V� �

f.r�; ��/g/ \ N
��

. Since the sequence
�
V� � f.r�; ��/g

�
is an admissible sequence of

integral manifolds of dD with core W, Remark 5.2 now implies the lemma. �

The problem with the previous lemma, and with Exercise 6.11 as well, for their
use in the proof of Theorem B is that dimdD D dimdD, so it is possible that
dimKp > dim fr.K \ C/ for some p. To remedy this, we need a fiber cutting
lemma for pfaffian limits over R:
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Proposition 8.2. Let K � R
n be a pfaffian limit over R with core W and � � n.

Then there are q 2 N and proper pfaffian limits K1; : : : ; Kq � R
n over R with

cores definable in R.W / such that

…�.K/ D …�.K1/[ � � � […�.Kq/

and dimKp D dim…�.Kp/ � dimK for each p.

The following is needed in the proof of this proposition:

Exercise 8.3. Let S � R
k be definable in an o-minimal expansion S of the real

field and put s WD dimS . Then there is a set Y � S , definable in S, such that S �
clY , and for every x 2 Y there is a strictly increasing � W f1; : : : ; sg �! f1; : : : ; kg
such that x is isolated in S \…�1

� .…�.x//.

Proof (Proof of Proposition 8.2). Let M � R
n be a definable C2-manifold of

dimension m, D0 a finite collection of definable .m � 1/-distributions on M and
d0 a definable l-distribution on M , and put D WD D0 [ fd0g. We assume that M
is compatible with D and K is obtained from D, and we proceed by induction on
m. The case m D 0 is trivial, so assume m > 0 and the proposition holds for
lower values of m. Let .V�/ be an admissible sequence of integral manifolds of d
with core W such that K D lim� V�. Choosing a suitable C2-cell decomposition
of M compatible with D, and using Remark 5.2 and the inductive hypothesis,
we reduce to the case where M is a definable C2-cell such that for every s � �

and every strictly increasing map � W f1; : : : ; sg �! f1; : : : ; �g, the rank of
…n
��dD.x/ is constant for x 2 M ; we denote this rank by r�. Putting D.�/ WD

D [ f .kerdx�.1//M ; : : : ; .kerdx�.s//M g and k WD dimdD, this means that dD.�/
has dimension k � r�. It follows from the rank theorem and the fact that admissible
integral manifolds of dD are closed in M that V� \ .…n

�/
�1.y/ is a closed integral

manifold of dD.�/ with core W , for � 2 N and y 2 …n
�.V�/.

Let s WD dim…�.K/; then s � k by Proposition 5.8. If s D k, we are done, so
we assume from now on that s < k. Let � W f1; : : : ; sg �! f1; : : : ; �g be strictly
increasing; since s < k,

dimdD.�/ � k � s > 0I
in particular, r� < k. Hence by Lemma 3.4 and because each fiber V� \ .…n

�/
�1.y/

is a closed submanifold of M , there is a closed, definable set B� � M such that
dimB� < m and

• For y 2 R
s and � 2 N, each component of the fiber V�\ .…n

�/
�1.y/ intersects the

fiber B� \ .…n
�/

�1.y/.

In particular,…n
�.V� \B�/ D …n

�.V�/ for all �, and for all y 2 R
s , every component

of …�.V�/\ .…�
�/

�1.y/ intersects the fiber …�.V� \ B�/ \ .…�
�/

�1.y/.
We now denote by ƒ the set of all strictly increasing � W f1; : : : ; sg �!

f1; : : : ; �g. Passing to a subsequence if necessary, we may assume for � 2 ƒ that
the sequence .V�\B�/� converges to a compact setK�. Choosing a suitable C2-cell
decomposition of B� and using again Remark 5.2, it follows from the inductive
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hypothesis that the proposition holds with each K� in place of K . It therefore
remains to show that …�.K/ D S

�2ƒ…�

�
K�

�
. To see this, fix a � 2 ƒ; since

each …�

�
K�

�
is closed, it suffices by Exercise 8.3 to establish the following

Claim. Let y 2 …n
�.K/, and let x 2 …�.K/ \ .…�

�/
�1.y/ be isolated. Then x 2

…�

�
K�

�
.

To prove the claim, note that …�.K/ D lim� …�.V�/ since M is bounded. Let
x� 2 …�.V�/ be such that lim� x� D x, and put y� WD …�

�.x�/. Let C� � R
� be the

component of…�.V�/\
�
…�
�

��1
.y�/ containing x�, and let x0

� belong to C�\…�.V�\
B�/. Since also …�

�
K�

� D lim� …�.V� \ B�/ we may assume, after passing to a
subsequence if necessary, that x0 WD lim� x

0
� 2 …�

�
K�

�
. We show that x0 D x,

which then proves the claim. Assume for a contradiction that x0 ¤ x, and let ı > 0
be such that ı � jx � x0j and

B.x; ı/ \…�.K/\ .…�
�/

�1.y/ D fxg: (8.1)

Then for all sufficiently large �, there is an x00
� 2 C� such that ı=3 � jx00

� �x�j � 2ı=3,
because x�; x0

� 2 C� and C� is connected. Passing to a subsequence if necessary,
we may assume that x00 WD lim� x

00
� 2 …�.K/. Then x00 2 B.x; ı/ with x00 ¤x,

and since x00
� 2 C� implies that …�

�.x
00
� / D y�, it follows that …�

�.x
00/ D y,

contradicting (8.1). �

Combining Lemma 8.1 and Exercise 6.11 with Proposition 8.2 gives:

Corollary 8.4. (1) Let K � R
n be a pfaffian limit over R with core W , and

let C � R
n be a definable cell. Then there are pfaffian limits K1; : : : ; Kp

� R
nC2 over R with cores definable in R.W / such that fr.K \ C/ D

…n.K1/ [ � � � […n.Kq/ and dimKp < dimK for each p.
(2) Let R0 be a reduct of R1 that expands R, and let X � R

n be definable in R0
and compact. Then there are pfaffian limits Kp � R

np over R with np � n and
dimKp � dimX , for p D 1; : : : ; q, such that each Kp has core definable in
R0 and X D …n.K1/[ � � � […n.Kq/. �

9 Proof of Theorem B

The main ingredient is Theorem 9.2 below, which in turn is based on the following:

Proposition 9.1. LetK � R
n be a pfaffian limit over R with coreW . Then there is

a q 2 N, and for p D 1; : : : ; q, there are np � n and embedded integral manifolds
Up � R

np over R definable in R.W / and of dimension at most dimK such that
K � …n.U1/[ � � � […n.Uq/.

Proof. By induction on k WD dimK , simultaneously for all n. If k D 0, then K is
finite and the proposition is trivial. So we assume k > 0 and the proposition holds
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for all pfaffian limits K 0 over R satisfying dimK 0 < k. By Exercise 5.10, we may
assume that K is a proper pfaffian limit over R. Let M � R

n be a definable C2-
manifold of dimension m, D0 be a finite set of definable .m � 1/-distributions on
M , d0 be a definable l-distribution on M and put D WD D0 [ fd0g. Let .V�/ be an
admissible sequence of integral manifolds of dD with coreW such thatK D lim� V�
and dimdD D k. By CmC2-cell decomposition and Remark 5.2, we may assume
that M is a CmC2-cell and each d 2 D is of class CmC2.

We now blow up m C 1 times along dD, that is, put n0 WD n, M0 WD M and
d0 WD d for each d 2 D [ fdDg and D0 WD D, and put V 0 WD V and F 0V WDS
	2˙n frV	 for every integral manifold V of dE with E � D [ fdDg. By induction

on j D 1; : : : ; mC 1, define nj WD .nj�1/1 D nj�1 C n2j�1, Mj WD �
Mj�1�1 D

grdj�1
D , dj WD �

dj�1�1 for each d 2 D [ fdDg and Dj WD �
Dj�1�1, and define

the corresponding liftings V j WD �
V j�1�1 and F jV WD F 1V j�1 for every integral

manifold V of dE with E � D [ fdDg. For each 0 � i � j � m C 1, we also let
�
j
i W Rnj �! R

ni be the projection on the first ni coordinates.
Passing to a subsequence if necessary, we may assume that Kj WD lim� V

j
� and

lim� F
j V� exist for j D 0; : : : ; m (so K0 D K). Then �j0

�
Kj

� D K for each
j , and since K is proper with core W , each Kj is proper with core W j , and the
latter is definable in R.W /. It follows from Exercise 5.4(2), Proposition 5.7 and the
inductive hypothesis that

(I) The proposition holds with each lim� F
j V� in place of K .

For j D 0; : : : ; m C 1, we write Mj
	 WD .M j /	;2n as in Lemma 4.10 with M ,

d and � there equal to Mj , djD and 2n here. Let Cj be a C2-cell decomposition of
clMj compatible with the sets Mj , frMj , Mj

	 and frMj
	 , for 	 2 ˙nj . Refining

each Cj in order of decreasing j 2 f0; : : : ; mg if necessary, we may assume for each
such j that

(i) Cj is a stratification compatible with f�jC1
j .C / W C 2 CjC1 g; and for every

D 2 CjC1 that is the graph of a map g W C �! Gk
nj

, where C WD �
jC1
j .D/,

that
(ii) The map g \ gC has dimension and hence is a distribution on C ;

(iii) If g D g \ gC , then either g is integrable or g is nowhere integrable.

By Corollary 8.4(1) and the inductive hypothesis,

(II) For j D 0; : : : ; m andE 2 Cj , the proposition holds with fr
�
Kj \ E

�
in place

of K .

We now fix j 2 f0; : : : ; mg and a cell C 2 Cj such that dimC � j .

Claim. There is a q 2 N, and for p D 1; : : : ; q, there are np � n and an integral
manifold Up � R

np over R definable in R.W / and of dimension at most dimK
such that Kj \ C � …n.U1/ [ � � � […n.Uq/.
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The proposition follows by applying this claim to each C 2 C0. To prove the
claim, we proceed by reverse induction on dimC � m. Let

DC WD fD0 \
�
�
jC1
j

��1
.C / W D0 2 CjC1; C � �

jC1
j .D0/ g;

and fix an arbitrary D 2 DC ; it suffices to prove the claim with KjC1 and D in
place of Kj and C . Let D0 2 CjC1 be such that D � D0; if dimD0 > dimC ,
then the claim with KjC1 and D in place of Kj and C follows from the inductive
hypothesis, so we may assume that dimD0 D dimC . Then D is open in D0, and
since MjC1 � R

nj � Gk
nj

and Gk
nj

is compact, there is a definable map g W C �!
Gk
nj

such that D D grg. Let

S WD
[

fE 2 CjC1 W dimE > dimC gI

since CjC1 is a stratification, both S and S [D0 are open in clMjC1, and sinceD is
open inD0, the set S [D is also open in clMjC1. Hence by Proposition 7.3, the set�
KjC1 \D

�n �
lim� F

jC1V� [ fr
�
S \KjC1�� is an embedded integral manifold of

g1. But D \ fr
�
S \KjC1� � F , where

F WD
[

f fr
�
KjC1 \E� W E 2 CjC1 and dimE > dimC g

is compact, so the set

L WD �
KjC1 \D� n

�
lim
�
F jC1.V�/[ F

�

is an embedded integral manifold of g1 definable in R.W /. The claim with KjC1
and D in place of Kj and C now follows (I) and (II), which finishes the proof of
the proposition. �

Theorem 9.2. Let R0 be a reduct of R1 that expandsR. Then R0 is R-differentially
model complete.

Proof. By induction on dimX ; the case dimX D 0 is trivial, so assume dimX > 0

and the corollary holds for lower values of dimX . Using semi-algebraic diffeomor-
phisms, we may also assume thatX is bounded. Then clX is compact and hence, by
Corollary 8.4(2), a finite union of projections of pfaffian limits over R whose cores
are definable in R0, each of dimension at most dimX . So by Proposition 9.1, there
is a q 2 N, and for p D 1; : : : ; q, there are np � n and an integral manifold
Up � R

np over R definable in R0 and of dimension at most dimX such that
cl.X/ � …n.U1/ [ � � � [ …n.Uq/. For each p 2 f1; : : : ; qg, let Cp be a partition
of Up by cells definable in R0 such that the collection f…n.C / W C 2 Cpg is
compatible with X . Since Up is a submanifold of Rnp , each cell in Cp of dimension
dimUp is an open subset of Up and hence an integral manifold of ep. The corollary
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therefore follows by applying the inductive hypothesis to the union of all …n.C /

such that C 2 Cp with p 2 f1; : : : ; qg, …n.C / � X and dimC < dimUp. �

Proof (Proof of Theorem B). Let j 2 N be such that X is definable in R0
j ; we claim

a slightly stronger statement: there is a q 2 N, and for p D 1; : : : ; q, there are
np � n and an integral manifold Up � R

np over R that is a cell definable in R0
j

and of dimension at most dimX such that X D …n.U1/[ � � � […n.Uq/. We prove
this claim by induction on j and k WD dim.X/. If k D 0, the claim is trivial and
if j D 1, the claim follows from Theorem 9.2; so assume that j > 1 and k > 0

and the claim holds for lower values of j or k. By the inductive hypothesis and
Theorem 9.2 with R0

j�1 in place of R, and after increasing n if necessary, we may
assume there are a C2-manifold M � R

n of dimension m � k definable in R0
j�1

and a k-distribution d on M definable in R0
j�1 such that X is a cell that is also an

integral manifold of d .
By the inductive hypothesis, there are a � � nCn2, a definableC2-manifoldN �

R
� , a definablem-distribution e on N and an integral manifoldW of e that is a cell

definable in R0
j�1 such that gr.d/ D …nCn2.W /. Note, in particular, that W is the

graph of a function gW W M �! R
��n, because W is a cell, dimW D dimM and

…n.W / D M . Let 	 W RnCn2 �! R
n2 be the projection on the last n2 coordinates,

put N 0 WD ˚
x 2 N W 	 ı …nCn2.x/ 2 Gk

n

�
and set H.x/ WD 	 ı …nCn2.x/ for

x 2 N 0. Note that N 0 is definable and W � N 0, because H.x/ D d.…nCn2.x// for
x 2 W . Let C be a C2-cell decomposition of N 0 compatible with e and definable in
R such that, for C 2 C,

.	/C the dimensions of the spaces…n

�
eC .x/

�
and…n

�
eC .x/

�\H.x/ are constant
as x ranges over C ; denote them by rC and sC , respectively.

Let C 2 C be such that C \ W ¤ ;; it now suffices to prove the claim with
XC WD …n.C \ W / \ X in place of X . Note that the set C \ W is an integral
manifold of eC and the graph of the restriction of gW to…n.C\W /; in particular, by
.	/C ,…n�eC .x/ is an immersion for x 2 C . Also by .	/C , the map f C W C �! Gn
defined by f C .x/ WD eC .x/\…�1

n .H.x// is a definable distribution on C , and the
set V WD …�1

n .X/ \W \ C is an embedded integral manifold of f C definable in
R0
j such that…n.V / D XC . Assumption .	/C also implies that dimXC D sC � k,

so by the inductive hypothesis, we may assume sC D k, that is,H.x/ � …n.e
C .x//

for x 2 C . Since…n�eC .x/ is an immersion for x 2 C , it follows that dimf C D k.
Applying cell decomposition in R0

j to V and using the inductive hypothesis one
more time now finishes the proof of the claim. �
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1 Introduction

In [13], Wilkie proved a Theorem of the Complement (see Theorem 3.2 for the
precise statement), which allowed him to derive the following result: given an
expansion R of the real field with a family of C1 functions, if there are bounds
(uniform in the parameters) on the number of connected components of quantifier
free definable sets, then R is o-minimal. The first application of this theorem is the
following: recall that a sequence f1; : : : ; fs W R

n ! R of C1 functions forms a
Pfaffian chain if

@fi

@xj

D pij .x; f1; : : : ; fi / i D 1; : : : ; sI j D 1; : : : ; n;

where pij 2 RŒx; y1; : : : ; yi �; a function f W R
n ! R is Pfaffian if it appears

in some Pfaffian chain. Thanks to a well known finiteness result in [7], Wilkie’s
theorem implies that the structure generated by all real Pfaffian functions is
o-minimal.

Let R0 be an o-minimal expansion of the real field. We say that a sequence
f1; : : : ; fs W Rn ! R of C1 functions forms a generalized Pfaffian chain over R0 if

@fi

@xj

D gij .x; f1; : : : ; fi / i D 1; : : : ; sI j D 1; : : : ; n;

where gij are R0-definable C1 functions; a function f W Rn ! R is a generalized
Pfaffian function over R0 if it appears in some generalized Pfaffian chain.

In [6], the authors generalized Wilkie’s Theorem of the Complement (by weak-
ening the smoothness assumption), and apply it to derive the following result:
the expansion of R0 by all generalized Pfaffian functions over R0 is o-minimal
(see Example 6.4).

By a different method (relying very indirectly on Wilkie’s work), Speissegger
proved in [9] a stronger result (the proof of which is discussed in [10]), namely the
o-minimality of the so called Pfaffian closure of R0 (where, roughly speaking, we
allow the functions fi and gij in the above definition to be C1 and not necessarily
total).1

Finally, in [1] the authors proved an effective version of Wilkie’s Theorem
of the Complement, which allowed them to deduce the following result: given
an expansion R of the real field with a family of C1 functions, if there are
recursive uniform bounds on the number of connected components of quantifier free
definable sets, then there are recursive uniform bounds on the number of connected
components of all definable sets, i.e. the theory of R is recursively o-minimal.

1In [6] an alternative proof of Speissegger’s result is claimed. However, the proof contains a gap
(see [4]), which forces us to conclude that only the weaker statement given above is fully proved
in [6].
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Here we present a further generalized version of Wilkie’s and Karpinski and
Macinyre’s Theorems of the Complement. We generalize the original statements
in two ways: firstly, we further weaken the smoothness assumptions made in
[6]; secondly, we adapt the arguments in the proof to the non-Archimedean
situation, i.e. we consider not only expansions of the real field, but more generally
definably complete Baire expansions of ordered fields (see Definition 2.1). The main
motivation for proving such a general statement is that it allows us to obtain the
following first order version (proved in [4]) of Speissegger’s theorem mentioned
above: the Pfaffian closure of an o-minimal structure inside a definably complete
Baire structure is again o-minimal.

For the reader who is only interested in expansions of the real field, we remark
that this latter result can be used to give an alternative proof of Speissegger’s
theorem (in the spirit of the original [6]): for an exposition of the proof of the
real case, see also [11]. Moreover, we recover the main result in [1], but with a
more uniform axiomatization: let R be an expansion of the real field by a (classical)
Pfaffian chain f of functions; then the (recursive) subtheory of the complete theory
of R, axiomatized by the axioms of definably complete Baire structure and the
differential equations satisfied by f; is o-minimal.

The main result of this paper is Theorem 3.8. The main ideas and the structure of
the proof are due to [13]. The basic properties of the Charbonnel closure (the first
part of Sect. 5) are developed following [8], whereas the proof of the Theorem of
the boundary 5.5 is inspired to [6] and the treatment given in [1].

In the final section we give an application of the main theorem. In Theorem 6.2
we give a necessary and sufficient condition for a definably complete Baire
expansion of an o-minimal structure by C1 function to be o-minimal.

2 Preliminaries About Definably Complete Baire Structures

Throughout this paper, K is a (first-order) structure expanding an ordered field.
We use the word “definable” as a shorthand for “definable in K with parameters
from K”.

We denote by x; y; z; : : : the points in K
n. When we want to stress the fact that

they are tuples, we write x; y; z; : : : ; where x D .x1; : : : ; xn/, etc.
For convenience, on K

m instead of the usual Euclidean distance we will use the
equivalent distance

d W .x; y/ 7! max
iD1;:::;m

jxi � yi j :

For every ı > 0 and x 2 K
m, we define by Bm.xI ı/ WD fy 2 K

m W d.x; y/ < ıg
the open “ball” of center x and “radius” ı and its closure by B

m
.xI ı/; we will drop

the superscript m if it is clear from the context.
We define …mCn

m W KmCn ! K
m as the projection onto the first m coordinates.

We write bd.X/ WD X n VX for the boundary of X .
We introduced definably complete Baire structures in [3].
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Definition 2.1. An expansion K of an ordered field is a definably complete Baire
structure if the two following (first-order) conditions hold:

1. Every definable subset of K has a supremum in K [ f˙1g.
2. K, as a set, is not definably meager, i.e. K is not the union of a definable

increasing family of nowhere dense sets.

We refer the reader to [3, Sects. 1.2 and 2.1] for the precise definitions and
preliminary results about definably complete Baire structures.2 Every expansion of
the real field and every o-minimal structure are definably complete and Baire; for the
(easy) proof of the latter fact, together with more examples of definably complete
Baire structure, see [3, Sect. 2.3]. The reader who is mostly interested in expansion
of R can recognize in the following results some “definable” analogues of well-
known topological properties of R.

Definition 2.2. Let X � K
n. X is in F� (or, “X is an F� -set”) if X is the union of

a definable increasing family of closed subsets of Kn, indexed by K.

The following three results, corresponding to [3, Lemmas 3.5, 5.4 and Corol-
lary 3.8], will be used in the following sections.

Proposition 2.3 (Baire’s category theorem). Assume that D � K
n is in F� . Then,

D is definably meager iff VD D ;.

Proposition 2.4 (Kuratowski-Ulam’s theorem). Let D be an F� subset of KmCn;
for every x 2 K

m, let Dx D fy 2 K
n W .x; y/ 2 Dg be the fiber of D over x

and T .D/ WD fx 2 K
m W Dx is definably meagerg. Then, D is definably meager iff

K
m n T .D/ is definably meager.

Proposition 2.5. Let C � K
m be in F� , and f W C ! K

d be definable and
continuous. Assume that for every x 2 C there exists Vx � C neighbourhood of x,
such that f

�
C \ Vx

�
is definably meager. Then, f .C / is definably meager.

Finally, recall the following definitions.

Definition 2.6. X � K
m is definably compact (d-compact for short) if it is

definable, closed in K
m, and bounded.

Definition 2.7. A definable set X � K
n is definably connected if it can not be

expressed as a union of two definable non-empty disjoint open sets. A subset C � X

is a definably connected component of X if it is a maximal definably connected
subset of X .

Every definable and connected set is definably connected. If K does not ex-
pand R, then it is totally disconnected; hence, every infinite subset (definable or not)

2After this article was submitted, P. Hieronymi proved in [5] that, for expansions of ordered fields,
Condition (1) implies Condition (2): that is, every definably complete structure expanding a field
is also definably Baire.
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of Kn is not connected. An example of an expansion K of the real field, such that K
defines a set which is definably connected but not connected, is given in [2]. On the
other hand, if K is an o-minimal expansion of R and X is definable in K, then X is
connected iff it is definably connected.

Definition 2.8. A n-dimensional definable embedded CN
K-manifold V � K

d

(which we will simply call n-dimensional K-manifold) is a definable subset V

of K
d , such that for every x 2 V there exists a definable neighbourhood Ux

of x (in K
d ), and a definable CN diffeomorphism fx W Ux ' K

d , such that
Ux \ V D f �1

x

�
K

n � f 0 g�.

3 The Generalized Theorem of the Complement

Definition 3.1 (Weak structure). Let K be definably complete and Baire. A
collection S of K-definable subsets of

S
n2NKn is a weak structure (over K)

if S contains all zero-sets of polynomials and is closed under finite intersection,
Cartesian product and permutation of the variables. S is semi-closed if every set
in S is a projection of some closed set in S. S is o-minimal if for every A 2 S
there exists a natural number N such that, for every K-affine set L, the number of
definably connected componentsof A \ L is at most N . S is determined by its
smooth functions (DSF) if every set in S is a projection of the zero-set of some C1
function whose graph lies in S.

In [13] the following Theorem of the Complement is proved:

Theorem 3.2. If K expands the real field and S is an o-minimal weak structure
determined by its smooth functions, then S generates an o-minimal (first-order)
structure.

In [6] it is proved that this result still holds if one weakens the DSF assumption
and allows every set in S to be, for every N 2 N, a projection of the zero-set of
some CN function (with a further uniformity condition). Here we weaken further
the assumptions and allow S to be determined, not only by its smooth or its CN

functions, but by its CN admissible correspondences (roughly, partial multi-valued
functions with finitely many values at each point). Moreover, we do not restrict
ourselves to working with the real numbers, but we allow S to be a collection of
sets definable in a definably complete Baire structure.

To be able to state exactly the result we want to prove, we need to give some
definitions.

Definition 3.3 (Charbonnel closure). Let S be an o-minimal weak structure
(over K). The Charbonnel closure eS D heSnW n 2 N

Ci is obtained from S by
closing under the following Charbonnel operations: finite union, intersection with
K-affine sets, projection and topological closure.
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Definition 3.4 (Admissible correspondence). A correspondence f W K
n Ý K

m

is a K-definable partial function from K
n to the set of finite subsets of K

m. We
denote by F � K

n � K
m the graph of f , i.e. the set F D f.x; y/ 2 K

n � K
m W

f .x/ 6D ; ^ y 2 f .x/g. Given 1 � N 2 N, a CN admissible correspondence is a
correspondence f W Kn Ý K

m, satisfying the following conditions.

1. F is K-definable and has a finite number of definably connected components;
2. F is a CN closed embedded submanifold of KnCm, of dimension n;
3. For every x 2 F , the normal space NxF to F at x is transversal to the coordinate

space Kn; equivalently, the restriction to F of the projection map …nCm
n is a local

diffeomorphism between F and K
n.

Definition 3.5. Let f W Kn Ý K
m be a CN admissible correspondence. For every

C � K
m, denote by f �1.C / the preimage of C under f , that is f �1.C / WD fx 2

K
n W 9y 2 C .x; y/ 2 F g. Define V.f / WD f �1.f 0 g/. Define the domain of f

to be dom.f / WD f �1.Km/. For every A � K
n, denote by f .A/ WD fy 2 K

m W
9x 2 A .x; y/ 2 F g, the image of A under f . For every x 2 K

n, we define
f .x/ WD f

�f x g�.
Example 3.6. 1. Every CN function is an admissible correspondence.
2. The correspondence

p
x is not admissible.

3. Define g W R Ý R to be the correspondence with graph G WD f.x; y/ 2 R W y D
x2 _ y D x2 � 1g. g is C1 admissible, it is definable in the real field, but it is not
a partial function.

4. Define g W R Ý R, g.x/ WD 1=x, defined for x ¤ 0. g is an admissible C1
partial function. The domain of g is not closed, and therefore it is not true that
the preimage of a closed set is closed.

Definition 3.7. Let S be a semi-closed o-minimal weak structure. S is determined
by its CN admissible correspondences (DACN ) for all N 2 N if for each A 2 Sn,
there exist m � n and r � 1, such that, for each N , there exists a set SN � K

m,
which is a finite union of sets, each of which is an intersection of at most r sets of
the form V.fN;i /, where each fN;i W Km Ý K is an admissible CN correspondence
in eS , and A D …m

n .SN /.

Theorem 3.8 (Generalized Theorem of the Complement). Suppose that S is a
semi-closed o-minimal weak structure over K, which is DACN for all N . Then the
Charbonnel closure eS of S is an o-minimal weak structure over K, which is closed
under complementation. Hence,eS is an o-minimal first-order structure.

Remark 3.9. In Definition 3.7, note that:

1. Each set SN is of the form SN D S
0�j <kN

SN;j (for some natural number kN ),
where each set SN;j is of the form

SN;j D
\

0�i<r

V .fN;j;i /:
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2. m and r do not depend on N ; however, the number of sets forming the union
(and therefore the total number of correspondences fN;i;j ) might depend on N .
This property will be crucial in the proof of Proposition 5.9, which is an essential
step in the proof of Theorem 5.5.

3. We only ask the correspondences fN;i;j to be ineS , not in S, and only that they are
admissible correspondences, instead of total functions. Thus, the condition above
is weaker than the one formulated in [6], even for K an expansion of the real field.
Moreover, S satisfying DACN for all N does not imply that S is semi-closed.

4. By Example 3.6(1), DSF implies DACN for all N .
5. Notice that if f; g are functions, then V.f / \ V.g/ D V.f 2 C g2/ and

V.f / [ V.g/ D V.fg/; hence if each fN;i;j is a (total single-valued) function,
we can replace the functions fN;i;j by a single function fN , obtained from
the fN;i;j using products and sums of squares; this is the reason why in [6]
only one function fN is used (and in [13] one C1 function f ). However,
admissible correspondences do not form a ring (in particular, the square of
an admissible correspondence is not admissible in general), so in our case we
can not reduce to a single correspondence.

6. Let S be a semi-closed o-minimal weak structure satisfying DACN for all N .
Then it is harmless to assume every set in S to be closed: let S 0 is the collection
of all closed sets in S; then, S 0 is clearly an o-minimal weak structure; moreover
the Charbonnel closures of S and S 0 coincide (since S is contained in the closure
of S 0 under projection); it follows that S 0 satisfies DACN for all N .

4 Admissible Correspondences

Before proving the Theorem 3.8 we need to give some preliminary results about
admissible correspondences.

Proviso. For the rest of this section, f W Kn Ý K
m is a CN admissible correspon-

dence, with graph F .

Lemma 4.1. 1. For every C � K
m d-compact, f �1.C / is closed (in K

n).
In particular, V.f / is closed.

2. For every U � K
m open and K-definable, f �1.U / is open. In particular,

dom.f / is open.

Proof. Let x 2 f �1.C /. We have to prove that x 2 f �1.C /. Let D WD�
F \ .Kn � C /

�
x
. Notice that D � C D C , and therefore D D D \ C .

Since x 2 f �1.C /, we have that for every U neighbourhood of x there exists
y 2 U , such that f .y/ \ C ¤ ;, i.e. the section .F \ .Kn � C /

�
y

is non-
empty. Since C is d-compact, D is non-empty. Since F and C are closed, we have
F \ .Kn � C / D F \ .Kn � C /, and therefore

Fx \ C D �
F \ .Kn � C /

�
x

D D:
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Since D ¤ ;, we have that x 2 f �1.C /. �

Remark 4.2. If F is the graph of an admissible CN correspondence, then every
definably connected component of F is the graph of an admissible CN cor-
respondence. Conversely, if F1 and F2 are the graphs of two admissible CN

correspondences and F1 and F2 are disjoint, then F1 [ F2 is the graph of an
admissible CN correspondence.

Lemma 4.3. Let g W Kn ! K
m be a K-definable partial function, with definably

connected domain. Then, g is admissible CN iff:

1. The domain of g is an open set U ;
2. g W U ! K

m is a CN function;
3. For every x 2 bd.U /,

lim
y!x;
y2U

jg.y/j D C1:

We conjecture that, if F is definably connected and dom.f / D K
n, then, f is a

(total and single-valued) function.
The reader can check that the following properties of admissible correspondences

hold.

Lemma 4.4.

• Let � W Km ! K
m be a CN

K-definable diffeomorphism. Then, � ıf W Kn ÝK
m

is CN and admissible.
• Let � W Kn ! K

n be a CN
K-definable diffeomorphism. Then, f ı � W Kn ÝK

m

is CN and admissible.
• Let � W K

n ! K
n be a CN

K-definable function. If f ı � W K
n Ý K

m has
a finite number of definably connected components, then it is a CN admissible
correspondence.

Notice that in the above lemma we can not drop the hypothesis that � is a
diffeomorphism, and replace it with the hypothesis that it is a CN function, and
similarly we cannot drop the additional conditions on � .

• In fact, if m D 1, n > 1, and �.x/ D x2, it might happen that the graph of � ı f

is not a submanifold (because it “self-intersects”). For example, let g be defined
as in Example 3.6(3). Then the graph of g2 is not a submanifold.

• For instance, let K be an expansion of R where the sine function is defined; let
f .x/ WD 1=x, and �.t/ WD sin t . Then, f ı � D 1= sin.t/ is not admissible.

Lemma 4.5 (Difference). Let m D 1, and define g W K
nC1 Ý K as g.x; y/ WD

y �f .x/. That is, the graph of g is G WD f.x; y; z/ 2 K
nC2 W .x; z�y/ 2 F g. Then,

g is CN and admissible.

Lemma 4.6 (Extension). Given g W Kn ! K a (total and single-valued) CN and
K-definable function, define the correspondence h WD hf; gi W Kn Ý K

mC1; that is,
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the graph of h is H WD f.x; y; z/ 2 K
nCmC1 W .x; y/ 2 F & z D g.x/g: Then, h is

CN and admissible.

Definition 4.7 (Differential). For every .x; y/ 2 F , it makes sense to define
Df .xI y/, the differential of f at the point .x; y/ (the notational difference with the
usual case when f is a function is that here we have to specify at which y 2 f .x/

we compute Df ). As usual, we say that .x; y/ is a regular point for f if Df .xI y/

has maximal rank, otherwise .x; y/ is singular. Similarly, y 2 K
n is a regular value

if, for every x 2 f �1.y/, .x; y/ is a regular point; otherwise, y is a singular value.

Moreover, we have a correspondence on K
n, which assign to every point x the

values of Df .xI y/, as y varies in f .x/. This correspondence in general is not
admissible, even if N � 2, because its graph might not be a manifold. The following
lemma addresses this point.

Lemma 4.8. Assume that N � 2.

• Let QDf be the correspondence hf; Df i on K
n. That is, the graph of QDf is H WD

f.x; y; z/ W .x; y/ 2 F & z D Df .xI y/g: Then, QDf is CN �1 and admissible.
• Assume that n D m C k, with k � 1. Fix 1 � i1 < � � � < ik � n. Then, the

correspondence *

f; det

 
@ .f1; : : : ; fk/

@
�
xi1 ; : : : ; xik

�

!2+

is admissible.

The two previous lemmas are particular cases of the following:

Lemma 4.9 (Composition). Let g W F ! K
k be a CN

K-definable function. Let
h WD hf; gi; that is, the graph of h is H WD f.x; y; z/ W .x; y/ 2 F & z D g.x; y/g:
Then, h is CN and admissible.

Proof. Since g is continuous, H is closed in F � K
k . Since F is closed in K

nCm,
H is closed in K

nCmCk. �

Lemma 4.10 (Product). For i D 1; 2, let fi W K
ni Ý K

mi be an admissible CN

correspondence, with graph Fi . The, the correspondence f1 � f2 W K
n1Cn2 Ý

K
m1Cm2 , with graph F1 � F2, is an admissible CN correspondence.

Definition 4.11. Given a correspondence g W K
n Ý K

m, we denote by jgj the
correspondence jgj W K

n Ý K, with graph jGj WD f.x; t/ W 9y 2 K
m .x; y/ 2

F & jyj D tg.

Definition 4.12. Given C � K
n and g W KnÝK correspondence with graph G, and

x 2 C , we say that g reaches the minimum on C at x, if there exists y 2 g.x/ such
that, for every .x0; y0/ 2 G, if x0 2 C , then y � y0; moreover, y is the minimum of
g on C .

We also define infx2C g.x/ WD inf g.C / 2 K [ f˙1g:
Notice that infx2C g.x/ D C1 iff g.C / D ;.
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Lemma 4.13. Let f W K
n Ý K be admissible, and C � K

n be K-definable,
d-compact and such that f .C / is non-empty. Then,

1. jf j achieves its minimum (but not necessarily its maximum) on C ;
2. If infx2C f .x/ ¤ �1, then f achieves its minimum on C (and similarly for the

maximum).

Proof. The graph jF j of jf j is closed in C � Œ0; C1/, and C is d-compact; hence,
�.jF j/ is closed in Œ0; C1/, where � W C � Œ0; C1/ ! Œ0; C1/ is the projection
onto the second coordinate. �

5 The Theorem of the Boundary

In this section we prove Theorem 3.8. The proof is shaped on Wilkie’s original
proof, which proceeds as follows: let S be a semi-closed o-minimal weak structure
which is DSF. Then eS is an o-minimal weak structure and it is closed under
complementation (hence, it coincides with the structure generated by S). The proof
of the closure under complementation uses measure theoretic arguments (which here
we replace with definable Baire category arguments): mainly, Fubini’s Theorem and
a strong version of Sard’s Lemma which holds for C1 functions with graph in S.
With these tools the author shows how to approximate the boundary of a set in
eS with smooth manifolds also in eS (this is where the DSF condition is used) and
concludes by a cell-decomposition argument.

The first step is to establish the following.

Theorem 5.1. If S is a semi-closed o-minimal weak structure, then its Charbonnel
closureeS is a semi-closed o-minimal weak structure.

Notice that if S is as in the above theorem and X 2 S, then X has a finite number
of definably connected components, but we do not know whether such components
are ineS .

The proof of this statement can be found in [8, Sect. 1].
It does not use specific properties of R, and can be reformulated in any definably

complete structure (the Baire property is not needed here).

Proviso 5.2. We fix for the rest of the section a semi-closed o-minimal weak
structure S over a definably complete Baire structure K which is DACN for all N .

The next two results do not need the DACN assumption.

Lemma 5.3. Let A 2 eS. Then A is definably meager , A has empty interior , A

is nowhere dense.

Proof. We first observe that, eS being semi-closed, every set in eS is an F� -
set. In particular, by Proposition 2.3, the first equivalence is proved. The other
equivalence can be proved as in [8, Lemma 2.7], where we conclude by using
Proposition 2.4 and the previous observation, instead of Fubini’s Theorem. �
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Theorem 5.4 (Strong Sard’s Lemma). Suppose that m � 1 and f W Kn Ý K
m

is a C1 admissible correspondence whose graph F is in eS. Then the set of singular
values of f is in eS and has empty interior (hence, it is definably meager in K

m).

Proof. If f is a function, then we can apply, mutatis mutandis, the proof of Wilkie
[13, Lemma 2.7]. Otherwise, by the Implicit Function Theorem and the definition
of F , every point .x; y/ 2 F has a K-definable neighbourhood U D U1 � U2 �
K

n �K
m such that U \ F is the graph of a C1 function fU W U1 ! U2. By reducing

U , if necessary, we can ensure that U1 and U2 are in eS (in fact, we can assume they
are boxes), so that fU 2 eS. We can apply the analogue statement for functions to fU

and obtain that the set of its singular values is definably meager. Now, since the set
†f of the singular values of f is given by

S
U †fU , we can apply Proposition 2.5

to the projection � W Kn � K
m ! K

m onto the second factor and obtain that †f is
definably meager. It is clear that †f 2 eS. �

The next, and most difficult, step is to prove the following Theorem of the
Boundary, corresponding to [13, Theorem 3.1]. Here it will be crucial that S satisfies
DACN for all N .

Theorem 5.5 (Boundary). Let A 2 eSn be closed. Then there exists a closed set
B 2 eSn such that B has empty interior and bd.A/ � B .

Notice that, even without the DACN hypothesis, the following is true: if A is a
closed set in eS , then bd.A/ has empty interior. The missing information is whether
bd.A/ is ineS or not.

We will follow the outline of Wilkie [13, Sect. 3], but we will use [1] for some
definitions and proofs. The two approaches are equivalent, but we find the latter
easier to read.

Definition 5.6.

• KC WD fx 2 K W x > 0g.

• Given x 2 K
n, let jxj WD maxfjx1j ; : : : ; jxnjg, and kxk WD

q
x2

1 C � � � C x2
n.

Notice that x 7! kxk2 is a C1 function, and so is the function x 7! 1
1Ckxk2 .

• Given A � K
n and " 2 KC, define the "-neighborhood A" of A as the set

fx 2 K
n j 9y 2 A d.x; y/ < "g.

• (The quantifier “for all sufficiently small”) Given a formula �, we write 8s"� as
a shorthand for .9�/.8" < �/�, where �; " are always assumed to range in KC.
If " D ."1; : : : ; "n/, then 8s" is an abbreviation for 8s"1 : : : 8s"n.

• (Sections) Given S � K
n � K

kC and given " 2 K
kC, we define S" as the set

fx 2 K
n j .x; "/ 2 Sg.

• Let A � K
n; S � K

n � K
kC. S approximates A from below (S � A) if

8s"08s"1 : : : 8s"k.S"1;:::;"k
� A"0 /:
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• Let A � K
n; S � K

n � K
kC. S approximates A from above on bounded sets

(S � A) if

8s"08s"1 : : : 8s"k.A \ B.0; 1="0/ � .S"1;:::;"k
/"0/:

Definition 5.7. Let k and N � 1 be natural numbers. An eS.N /-constituent of
complexity k is a subset S � K

n � K
kC of the form

f.x; "/ 2 K
n � K

kC W 9y 2 K
k�1 f .x; y/ 3 "g

where f W Kn �K
k�1 ÝK

k is admissible, CN and ineS. AneS.N /-set of complexity
k is a finite union ofeS.N /-constituents of complexity k.

In the definition of eS.N /-constituents of complexity k, we can relax somehow
the condition on the dimension of the domain of the correspondence.

Remark 5.8. Let 0 � d < k, and f W K
n � K

d Ý K
k be an admissible CN

correspondence in eS. Let S.f / WD f.x; "/ 2 K
n � K

kC W 9y 2 K
d f .x; y/ 3 "g.

Then, S.f / is an eS.N /-constituent of complexity k. In fact, S.f / is of the form
f.x; "/ 2 K

n � K
kC W 9z 2 K

k�1 Qf .x; z/ 3 "g, where Qf W K
n � K

k�1 Ý K
k is

an admissible CN correspondence in eS; in particular, S.f / is aneS.N /-constituent.
The graph of Qf is

QF WD f.x; z; w/ 2 K
n � K

k�1 � K
k W .x; z1; : : : ; zd ; w/ 2 F g:

We will show that, to obtain Theorem 5.5, it is enough to prove the following:

Proposition 5.9. For each n 2 N, A 2 eSn, and each N � 1, the following holds:
(ˆN ): There exist k � 1 (the eS.N /-complexity of A) and a eS.N /-set S of
complexity k, such that S both approximates bd.A/ from above on bounded sets
and approximates A from below.

A set S as in the above proposition is called aneS.N /-approximant of A.
The following statement is a remark at the end of Wilkie [13, Sect. 4].

Lemma 5.10. Given N � 1, everyeS.N /-set has empty interior.

Proof. It suffices to show that each eS.N /-constituent S has empty interior. S is of
the form Im.g/ \ .Kn � K

kC/, where

g W KnCk�1 Ý K
nCk

.x; y/ 7! .x; f .x; y//;

for some f W KnCk�1 Ý K
k admissible, CN and ineS . Since g is ineS, Theorem 5.4

implies that the image of g has empty interior. �
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The proof of the following statement can be obtained from the proof of Wilkie
[13, Lemma 3.3] by using Proposition 2.3 and Lemma 5.3 instead of Fubini’s
Theorem and [13, Theorem 2.1].

Lemma 5.11. Let S � K
n � K

kC be in eSnCk. Denote by T the section T WD S0 D
fx 2 K

nj .x; 0/ 2 Sg 2 eSn. If S has empty interior, then T also has empty interior.
A � K

n (not necessarily definable) such that S � A. Then, A � T . Let A 2
eSn; S 2 eSnCk . Suppose that S has empty interior and is an eS.N /-approximant
for A. Then so does the section S0 D fx 2 K

nj .x; 0/ 2 Sg 2 eSn.

Theorem 5.5 follows immediately from the proposition and the two previous
lemmas. In fact, let A 2 eSn be closed. By Proposition 5.9, there exists S 2 eSnCk

such that S � bd.A/ and S is an eS.1/-set. By Lemma 5.10, S has empty interior,
and therefore, by Lemma 5.11, B WD S0 has also empty interior, is in eSn, and
bd.A/ � B . Notice that in proving Theorem 5.5 we did not use the full power of the
Proposition 5.9, but only the case N D 1 and the fact that S approximates A from
above on bounded sets; however, the proof of Proposition 5.9 will be by induction,
and we need the stronger form as inductive hypothesis.

The remainder of this section is devoted to the proof of Proposition 5.9. The
proof of Proposition 5.9 follows the pattern of Wilkie [13, Statement 3.6]; however,
we need to prove some more intermediate steps, due to the fact that we are dealing
with several, not just one, correspondences in Definition 3.7.

Lemma 5.12 (Union). Let N; r; n � 1, A1; : : : ; Ar be subsets of Kn, and, for i D
1; : : : ; r , let Si � K

n �K
kiC be aneS.N /-approximant for Ai . Then, A WD S

i Ai has
aneS.N /-approximant.

Proof. We may suppose that all the Si have the same complexity k; then,
S

i Si is
aneS.N /-approximant of A. �

Lemma 5.13. Let f W Kn Ý K be an admissible CN correspondence, and define
S WD f.x; t/ 2 K

n � KC W jf .x/j 3 tg. Then S approximates bdŒV .f /� from above
on bounded sets.

Proof. Fix " > 0, and let V WD V.f /. Let X WD bd.V / \ B.0I 1="/, and Yt WD
X n �jf j�1 .t/"

�
. Note that X and Yt are d-compact. Let

P WD ft 2 K W t > 0 & Yt ¤ ;g:

Assume for contradiction that the conclusion is false. This implies that P has
arbitrarily small elements, if we chose " small enough. Let x 2 acct!0C Yt (x exists,
because each Yt is contained in the d-compact set X ), and U WD B.xI "=2/. Note
that V is closed (because f is admissible), and that x 2 bd.V /.

By shrinking " if necessary, we may assume that there exists ı > 0, such that
F \�U �.�ı; ı/

�
is the graph of a CN function g W U ! .�ı; ı/, such that g.x/ D 0.

Since x 2 bd.V /, jgj assumes a positive value � on U . Since U is definably
connected and g is continuous, jgj assumes all values in the interval Œ0; �� in U .
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Choose t0 2 P such that Yt0 \U ¤ ;, and t0 < � . Since t0 < � , U \jgj�1 .t0/ ¤ ;;
therefore, U � jgj�1 .t0/

", and thus Yt0 \ U D ;, a contradiction. �

Lemma 5.14 (Zero-set of correspondences). If f W K
n Ý K is admissible, CN

and in eS , then its zero set V.f / has aneS.N /-approximant S 2 eSnC2.

Proof. Define the following two sets SC and S�:

S˙ WD f.x; "1; "2/ 2 K
n � K

2C W 1 C kxk2 � 1="1 & f .x/ 3 ˙"2g;

and S WD SC [ S�. By Lemma 4.6, h˙f; �i are CN and admissible, where � W
K

nC1 ! K, .x; y/ 7! .1 C kxk2 C y2/�1 (and ineS). Thus, S is aneS.N /-set.
We prove that S approximates V.f / from below, namely 8s"08s"18s"2 S"1;"2 �

V.f /"0 . Let K WD fx 2 K
n W 1 C kxk2 � 1="1g, and H WD K n V.f /"0 . Note that

K and H are d-compact, and S"1;"2 � K .

Claim. jf j has a positive minimum on H , if f .H/ is non-empty.

If not, then, by Lemma 4.13, there exists x 2 H such that jf .x/j 3 0; however,
this means that x 2 V.f / \ H , contradicting the definition of H .

Thus, if we choose "2 smaller than the minimum of jf j on H (or arbitrarily if H

is empty), then S"1;"2 \ H D ;, and therefore S"1;"2 � K \ V.f /"0 � V.f /"0 .
We prove that S approximates bd

�
V.f /

�
from above on bounded sets. Fix "0 and

choose "1 so that the set K considered above contains B.0; 1="0/. By Lemma 5.13,
for all sufficiently small "2, setting g D jf j, we have g�1."2/

"0 	 bd.V .f // \
B.0; 1="0/. Thus bd.V .f // \ B.0; 1="0/ � S"0

"1;"2
. �

The most difficult step of the proof of Proposition 5.9 concerns projections.
We will need some preliminary definitions and lemmas.

Definition 5.15. If f W KnCk Ý K
k is an admissible correspondence, a 2 K

k , and
"0 > 0, then we denote by V Œ"0� the "0-critical part of V D V.f � a/, i.e. the set of
points x in f �1.a/, such that one of the following conditions is satisfied for some
1 � i1 � � � � � ik � n C k:

• Either 1 C k.xnC1; : : : xnCk/k2 D 1="0,
• Or det

� @f

@.xi1 ;:::;xik
/
.xI a/

�2 D "0.

Proposition 5.16. Let n; k � 1, f D hf1; : : : ; fki W KnCk ! K
k be an admissible

C1 correspondence in eS, and V WD V.f /. Suppose further that 0 is a regular value
of f , and that U is an open ball in K

n with the property that the set bd.�V / \ U is
non-empty and bounded, where � WD …nCk

n . Then for every sufficiently small " > 0,
U intersects �.V Œ"�/.

Proof. The proof proceeds as in the original [13, Corollary 2.9]. �

Lemma 5.17. Let X � K
n be d-compact. Fix 0 < " 2 K, and N � K K-definable

and cofinal. Let .A.t//t2N be a definable family of subsets of Kn. The following are
equivalent
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1. 8x 2 X 8t 2 N large enough X \ B.xI "/ � A.t/;
2. 8t 2 N large enough X � A.t/.

Proof. That (2) implies (1) is clear.
Conversely, assume that (1) is true. Suppose, for contradiction, that (2) is false.

Let D.t/ WD X n A.t/. Let N 0 WD ft 2 N W D.t/ ¤ ;g. Since (2) is false, N 0
is cofinal in N . Let C be the set of accumulation points of

�
D.t/

�
t!C1; that is,

x 2 C iff .8r 2 K
m/ .8" 2 KC/ .9y > r/ y 2 N and d.D.y/; x/ < ".

It is easy to see that C ¤ ;; let x 2 C . By (1), if t is large enough, then X \
B.xI "/ � A.t/. Choose t 2 N 0 such that X \ B.xI "/ � A.t/ and d.x; D.t// < ".
Let y 2 D.t/ such that d.x; y/ < ". Since y 2 D.t/, we have y … A.t/. Since
y 2 X \ B.xI "/, we have y 2 A.t/, a contradiction. �

Lemma 5.18 (Projection). Let N � 1. If A � K
nC1 has aneS.N C1/-approximant

S � K
nC1 � K

kC, then there is an eS.N /-approximant S 0 � K
n � K

kC1
C for

…nC1
n A � K

n.

The drop in regularity in the above lemma from N C 1 to N is due to the fact that
the definition of S 0 involves the derivatives of the functions defining S .

Proof. We will give some of the details of the case when S has only one eS.N /-
constituent:

S D f.x; "/ 2 K
nC1 � K

k�1C W 9y 2 K
k f .x; y/ 3 "g;

were f W K
nC1 � K

k�1 Ý K
k is some admissible CN C1 correspondence. Define

" WD ."1; : : : ; "k/. We let S 0 � K
n �K

kC1 to be the set whose sections S 0
";"kC1

� K
n

are given by:

S 0
";"kC1

WD …nC1
n

�
S"Œ"kC1�

� D …nCk
n

�f.x; y/ 2 K
nC1�K

k�1 W f .x; y/ 3 "gŒ"kC1�
�
:

By Lemmas 4.8 and 4.6, S 0 is an eS.N /-set. Let us see that S 0 approximates
…nC1

n A from below. From the definition of S 0 it follows that S 0
";"kC1

� …nC1
n S".

On the other hand since S approximates A from below, given "0 > 0, we have 8s"

S" � .A/"0 . It follows that 8"0 > 08s" we have S 0
";"kC1

� …nC1
n S" � .…nC1

n A/"0 .

It remains to prove that S 0 approximates bd.…nC1
n A/ from above on bounded

sets.
We can use [13, Lemma 3.4] to prove that 8s", " is a regular value of f .
Fix "0 > 0. Let X WD bd.…nC1

n A/ \ B.0I 1="0/; note that X is d-compact. Let
x 2 X , and U be the open ball of center x and radius "0.

Then U intersects …nC1
n bd.A/, and since S approximates bd.A/ from above

on bounded sets, it easily follows that 8s" U intersects …nC1
n S". On the other

hand since S approximates A from below and U ª …nC1
n A, it is easy to see that

U is not included in …nC1
n S", and therefore must intersect its frontier. Thus by

Proposition 5.16, 8s"8s"kC1 U intersects …nC1
n S"Œ"kC1� D S 0

"1;:::;"kC1
and hence
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we see that 8s"1 : : : 8s"kC1 U � .S 0
"1;:::;"kC1

/"0 . Using Lemma 5.17, we deduce
that 8s"1 : : : 8s"kC1 X � .S 0

"1;:::;"kC1
/"0 , which is the conclusion. �

Lemma 5.19 (Product). Let n1; n2; k1; k2; N � 1. For i D 1; 2, let Ai 2 eSni , such
that Ai has empty interior (in K

ni ). Assume that each Ai has aneS.N /-approximant
Si � K

ni � K
kiC. Then, A1 � A2 has an eS.N /-approximant S � K

n1Cn2 � K
k1Ck2C .

Moreover, up to permutation of variables, S D S1 � S2.

Proof. W.l.o.g., each Si has only one eS.N /-constituent, that is, it is of the form
Si WD f.x; "/ 2 K

ni � K
ki W 9y 2 K

ki �1 fi .x; y/ 3 "g; for some CN admissible
correspondence fi W Kni � K

ki �1 Ý K
ki , i D 1; 2. Define

S WD f.x1; x2; "1; "2/ 2 K
n1 � K

n2 � K
k1C � K

k2C W
9y1 2 K

k1�1 9y2 2 K
k2�1 f1.x1; y1/ 3 "1 & f2.x2; y2/ 3 "2gI

By Lemma 4.10 and Remark 5.8, S is aneS.N /-set in eSn1Cn2Ck1Ck2 . Since each Ai

has empty interior, also the Ai have empty interiors; therefore, bd.Ai / D Ai , and
we have Ai � Si , and Si � Ai . The reader can check that we can conclude that
S approximates A1 � A2. �

Lemma 5.20 (Linear intersection). Given N; n; k � 1, let A 2 eSn have aneS.N /-
approximant S � K

n � K
kC, and suppose Y is an .n � 1/-dimensional K-affine

subset of Kn; suppose further that VA \ Y D ;. Then, there is aneS.N /-approximant
S 0 � K

n � K
kC2
C for A \ Y .

Proof. We will use the following easy observation: let A; B � K
n be closed sets,

and let K � K
n be d-compact. Then 8s"18s"2 A"2 \ B"2 \ K � .A \ B/"1 .

By assumption, A \ Y � bd.A/, hence we only need to worry about a subset
of bd.A/. Suppose Y is the zero-set of a linear polynomial l with coefficients in K.
The sections S"1;:::;"k

� K
n of S have the form:

S"1;:::;"k
D …nCk�1

n ff �1
1 ."1; : : : ; "k/g [ : : : [ …nCk�1

n ff �1
s ."1; : : : ; "k/g;

where fi WKnCk ! K
k is a C 1 function ineS.

Define S 0 � K
nCkC2 as the set whose sections S 0

"1;:::;"kC2
� K

n have the form:

S 0
"1;:::;"kC2

D S"3;:::;"kC2
\ Y"2 \ K"1;

where K"1 D fx 2 K
nj k1; x1; : : : ; xnk2 � 1="1g D fxj 9xnCk .1 C Pn

iD1 x2
i C

x2
nCk/�1 D "1g and Y"2 D fxj 9xnCkC1 l.x1; : : : ; xn/2 C x2

nCkC1 D "2g. By
Lemma 4.6 the set S 0 is indeed an eS.N /-set.

Let us prove that S 0 approximates A \ Y from below. By the above observation,

8s"18s"2 A
"2 \ B.0I "�1

1 / \ Y"2 � .A \ Y /"1 :
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Since S approximates A from below we have:

8s"08s"1 : : : 8s"kC2 S 0
"1;:::;"kC2

� S"3;:::;"kC2
� A

"2
:

From the definition it follows that S 0
"1;:::;"kC2

� K"1 \Y"2 , hence combining all these
equations we get

8s"0 > 08s"1 : : : 8s"kC2 S 0
"1;:::;"kC2

� .A \ Y /"0 :

It remains to prove that S 0 approximates A \ Y from above on bounded sets.
Since S approximates A from above on bounded sets we have:

8s"2 : : : 8s"kC2 bd.A/ \ B.0I "�1
2 / � S"2

"3:::"kC2
:

Since 8s"08s"1 B.0; "�1
2 / � K"1 and by our hypothesis bd.A/ \ Y D A \ Y , we

obtain, using again the above observation:

8s"08s"1 : : : 8s"kC2 A \ Y � .S"3;:::;"kC2
\ Y"2 \ K"1/

"0 :

This concludes the proof of the lemma. �

Lemma 5.21 (Small intersection). Let n; k1; k2; N � 1; define M WD N C n.
For i D 1; 2, let Ai be closed sets in eSni . Assume that each Ai has an eS.M /-
approximant Si � K

n � K
kiC. Assume moreover that each Ai has empty interior.

Then, A WD A1 \ A2 has aneS.N /-approximant S � K
n � K

3nCk1Ck2C .

Proof. A D …2n
n

�
.A1 � A2/ \ 	

�
, where 	 is the diagonal of K

n � K
n. By

Lemma 5.19, A1 � A2 has an eS.M /-approximant in S2nCk1Ck2 . By hypothesis,
A1 � A2 has empty interior, hence we can apply Lemma 5.20 n times, and therefore
.A1 �A2/\	 has aneS.M /-approximant in S2nCk1Ck2C2n. Finally, by Lemma 5.18,
A has an eS.M � n/-approximant in S4nCk1Ck2 . �

Lemma 5.22. Let f W K
n Ý K be an admissible CN correspondence in eS. Let

A WD V.f / � f 0 g � K
nC1. Then, A has a eS.N /-approximant in SnC4.

Proof. Define S WD f.x; z; "1; "2; "3/ 2 K
nC1 � K

3C W 1 C kxk2 � 1="1 & jzj2 �
"2 & f .x/Cz 3 "3g: Notice that S is aneS.N / set (with only one constituent): in fact,
S D f.x; z; "1; "2; "3/ W 9y1y2 1=.1Ckxk2/Cy2

1 D "1 & z2 Cy2
2 D "2 & f .x/Cz 3

"3g. Notice also that A has empty interior. We claim that A � S and S � A, proving
the conclusion. For fixed t > 0, let K.t/ WD fx 2 K

n W 1 C kxk2 � 1=tg.

Claim 1. S � A, i.e. 8s"08s" S" � A"0 , where " WD ."1; "2; "3/.

Let .x; z/ 2 S". Define I WD Œ�p
"2;

p
"2� and H WD K."1/ n V.f /"0=4. I , H and

K."1/ are d-compact, and S" � K."1/ � I .
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We claim that jf j has a positive minimum on H , if f .H/ is non-empty.
Otherwise, by Lemma 4.13, there exists x 2 H such that f .x/ 3 0, contradicting
the definition of H . Let ı > 0 be such minimum (or ı D 1 if f .H/ is empty). If we
choose "3 smaller than ı, then x 2 K."1/ n H , and therefore x 2 V.f /"0=4. Now
choose "2 smaller than "0

2=4, and obtain .x; z/ 2 V.f /"0=4 � Œ�"0=4; "0=4� � A"0:

Claim 2. A � S , i.e. 8s"08s" A \ B.0I 1="0/ � .S"/
"0 .

Fix "0 > 0, and choose 1 > ı1 > 0 such that B.0I 1="0/ � K.ı1/. Let ı2 WD "0=2.
For any "2 such that 0 < "2 < ı2, let ı3 WD "2=2. Finally, choose any "3 such that
0 < "3 < ı3. Let y WD .x; z/ 2 A \ B.0I 1="0/. We prove that, for "0 and " chosen
as above, y 2 .S"/

"0 . First, notice z D 0 and x 2 V.f /. Let w WD .x; "3/. Notice
that d.y; w/ D "3 < "0, and that w 2 S", and therefore y 2 .S"/

"0 . Hence,

8"09ı18"1 < ı19ı28"2 < ı29ı38"3 < ı3

�
A \ B.0I 1="0/ � .S"/

"0
�
: �

Proof (Proof of Proposition 5.9). Since every set ineS can be obtained from a finite
number of sets in S by performing a finite sequence of Charbonnel operations, we
can prove the statement inductively.

First, we prove the basic case, i.e. when A 2 Sn. Fix N � 1. Let M be large
enough (how large will be clear from the rest of the proof).

By hypothesis, there exist m � n and r � 1, such that A D …m
n .SM /, for some

SM � K
m of the form SM D S

0�j <kM
SM;j where each set SM;j is of the form

SM;j D
\

0�i<r

V .fM;i;j /;

and each fM;i;j W Km Ý K is a CM admissible correspondence ineS.
Let Aj WD …m

n .SM;j /. If we prove that each Aj satisfies .ˆN /, then, by
Lemma 5.12, A also satisfies .ˆN /. Therefore, w.l.o.g., kM D 1, i.e. SM DT

0�i<r VM;i , where VM;i WD V.fM;i / (where each fM;i W K
m Ý K is a CM

admissible correspondence in eS). By Lemma 5.14, each VM;i satisfies .ˆM /. We
need to prove that SM satisfies .ˆM 0/ (for a suitable M 0). If all the VM;i were with
empty interior, we could apply Lemma 5.21. Otherwise, for every i , define WM;i WD
VM;i � f 0 g � K

mC1. By Lemma 5.22, each WM;i has an eS.M /-approximant in
SmC4; moreover, each WM;i has empty interior, and therefore, by Lemma 5.21,
WM WD T

i WM;i has an eS.M � .r � 1/.m C 1//-approximant in S.3�2r �2/mC4�2r �5.
Since SM D …mC1

m .WM /, SM has an eS.M � rm C m � r/-approximant in
S.3�2r �2/mC4�2r �5. Finally, by Lemma 5.18, A has aneS.M �rmCn�r/-approximant
in S.3�2r �2/mC4�2r �5.

The basic case when A 2 S is the only place where we use the DACN hypothesis.
Notice that we have to take

M � N C rm � n C r: (5.1)
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Now we can explain the reason why we had to take m and r independent from N in
Definition 3.7: in fact, if instead m D m.N / and r D r.N / depended on N , then in
(5.1) we would have to take r D r.M / and m D m.M /; but we would not be able
to do it, since we don’t know the value of M yet.

To prove the inductive step, suppose A 2 eSn.
If A is described as A1 [ A2, then an eS.N /-approximant for A is given by the

union of the eS.N /-approximants for A1 and A2, respectively. The reason why this
arguments works is that topological closure commutes with union. The same is not
true with intersection instead of union, and this is the reason why we will need a
more complicated argument for the intersection.

If A is described as …nCh
n ŒA1�, then an iterated use of Lemma 5.20 tells us what

to do.
If A is described as B , then it is trivial since by definition aneS.N /-approximant

for B is aneS.N /-approximant for A.
So, the only case which requires more care is the case when A is described as

A1 \ L, where L is K-affine. We need to analyze all subcases.
If A1 is described as a set in S, then A too can be described as a set in S and

we already know how to deal with these sets. If A1 is obtained as a union, then by
the distributivity laws for [; \, by inductive hypothesis and by an application of the
argument above on how to approximate unions, we know how to approximate A. If
A1 D …m

n ŒU �, then we use the equation

…m
n ŒU � \ L D …m

n Œ.U � L/ \ .	 � R
m�n/�;

where 	 � K
2n is the diagonal, and we conclude again by an application of

Lemma 5.18 and by inductive hypothesis. If A1 is obtained by by intersection with
a K-affine set, then we conclude by the inductive hypothesis (as the intersection of
two K-affine sets is K-affine). The only difficult case is when A1 is described as U .
Let L D Y1 \ : : : \ Ym, where Yi is a K-affine set of codimension 1. Notice that

U \ Y1 D U \ Y1 [ .U \ Y C
1 \ Y1/ [ .U \ Y �

1 \ Y1/;

where, Y1 is the zero set of a linear polynomial l over K, Y C
1 D fx 2 K

nj l.x/ > 0g,
and Y �

1 is defined similarly by l < 0.

Now, Y1 does not meet the interior of U \ Y1̇ (since it does not meet the interior

of Y1̇ ), hence to approximate the sets U \ Y1̇ \ Y1 we can use Lemma 5.20;
while by inductive hypothesis we can get an approximant for the set U \
Y1. Now notice that U \ Y1 has empty interior, so that we can make use of
Lemma 5.20 for .U \ Y1/ \ Y2, and continue this way until we complete the proof
of the theorem. �
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5.1 Cell Decomposition

We conclude the proof of Theorem 3.8 by a cell decomposition argument.

Theorem 5.23. Let S be a semi-closed o-minimal weak structure on a definably
complete Baire structure K, satisfying the following condition:

(*) For every closed set ineS , there exists a closed set B 2 eS , such that B has empty
interior and bd.A/ � B .

Then,eS is closed under complementation (and hence is an o-minimal structure).

Notice that, by Theorem 5.5, if S satisfies DACN for all N , then S satisfies the
assumption (*), and thereforeeS is an o-minimal structure; hence, the above theorem
implies Theorem 3.8.

If one is interested only in the case when K is an expansion of the real field,
then [13, Sect. 4] already proves the result. We will now sketch how to modify
Wilkie’s original proof to adapt it to the case when K is not an expansion of R.

We assume that S satisfies the Condition (*). Our aim is now to prove the
analogue of the eS-cell Decomposition Theorem 4.5 in [13]; the reader can refer
to [13, Definitions 4.1 and 4.3], where we replace R by K, for the definition of eS-
cell and ofeS-cell decomposition (the only unusual aspect in these definitions is that
aneS-cell is assumed to be bounded).

Proposition 5.24. Let n � 1 and suppose that D is aneS-cell in K
n and that A is a

set in eSn. Suppose further that A is a subset of D which is also closed in D. Then,
there exists aneS-cell decomposition D of D which is compatible with A.

Once established this result, we see that Theorem 5.23 follows easily, as
explained in the remarks preceding the proof of Wilkie [13, Theorem 4.5].

Instead of repeating Wilkie’s proof of Proposition 5.24, we will give the details
of the proof of the following weaker form, which shows the main ideas involved and
the points we need to modify in the non-Archimedean settings, but requires much
simpler formal scaffolds.

Proposition 5.25. Let n � 1 and suppose that D is aneS-cell in K
n and that A is a

set in eSn. Suppose further that A is a subset of D which is also closed in D. Then,
there exists a finite partition D of D intoeS-cells which is compatible with A.

The proof of Proposition 5.25 proceeds by induction on n. The case n D 0 is
trivial. Therefore, assume that we have proved the conclusion for n, and let us prove
it for n C 1. If D is not an open cell, then, by the usual tricks, we can lower n,
and conclude by using the inductive hypothesis. Therefore, we can assume that D

is an open cell. We want to further reduce to the case when A has empty interior.
If A has non-empty interior, let B 2 eSnC1 such that B has empty interior and
bd.A/ � B . Assume that we are able to find a finite partition D of D into eS-
cells which is compatible with B . Then, since A is closed in D and every cell is
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definably connected, D is also compatible with A, and we are done. Hence, w.l.o.g.
A has empty interior (this is the only point where we use the condition (*)). Let
C WD �.D/, where � WD …nC1

n , and D D .f; g/C .

Claim 1. For each i � 1, consider the set

Ai WD
8
<

:
x 2 C W 9y1; : : : ; yi .y1 < � � � < yi ^

î

j D1

.x; yj / 2 A/

9
=

;
:

Then each set Ai lies in eSn, and AN has empty interior in K
n for some N � 1.

Proof. The definition of Ai implies immediately that Ai 2 eSn.
Let N WD �.A/ C 1, and fix x 2 C . Note that if the fibre Ax has cardinality

greater or equal to N , then it has non-empty interior.
Since A has empty interior, it is definably meager. Therefore, by Proposition 2.4,

the set of those points x 2 C such that Ax has non-empty interior is definably
meager. Thus, AN is definably meager, and hence it has empty interior. �

Fix N as in the above claim, and define QH etc. as in [13, p. 418]. More precisely,
define

H WD f.x; "/ 2 C � KC W 9y 2 K .x; y/ 2 D & .x; y C "/ 2 Dg
Hf WD f.x; "/ 2 C � KC W 9y 2 K .x; f .x/ C "/ 2 Dg
Hg WD f.x; "/ 2 C � KC W 9y 2 K .x; g.x/ � "/ 2 Dg;

and the following subsets of C

QH WD C \ .H/0;

QHf WD C \ .H f /0;

QHg WD C \ .H g/0:

Notice that the inductive hypothesis implies the following statement:
Let A1, . . . , Al be subsets of C which are closed in C and ineS. Then, there exists a
finite partition C of C intoeS-cells which is compatible with each Ai .

In particular, there exists a finite partition C of C intoeS-cells which is compatible
with QH , QHf , QHg , and with each Ai \ C , for i D 1; : : : ; N .

Let C 0 WD Cj be a cell in C. Now, we want to define a partition D0 WD D0
j of

.C 0 � K/ \ D into eS-cells which is compatible with .C 0 � K/ \ A. Once we have
these partitions, we can define D WD S

j Dj and prove the conclusion.
If C 0 is not open, we use the inductive hypothesis to find the desired partition.
Hence, we only need to consider the case when C 0 is an open cell in C. Notice

that C 0 \ AN is empty, because AN has empty interior. If .C 0 � K/ \ A D ;, we
chooseD0 WD f.f; g/C 0g, and we are done. Otherwise, C 0\A1 is non-empty; choose
k < N maximal such that C 0 \ Ak ¤ ; (and therefore C 0 � Ak).
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Claim 2. C 0 � Ak .

Proof. As in Wilkie’s proof, we conclude that QH , QHf and QHg have empty interior,
and therefore are disjoint from C 0.

Consider a point x 2 C 0. Let M be the cardinality of the fibre Ax ; note that, by
definition of k, M � k. Let y0 WD f .x/, yMC1 WD g.x/, and, for 1 � i � M , yi

be the i -th point of K such that .x; yi / 2 A.
If 1 � i � M , since x … QH , we may find open neighbourhoods Vi of x in K

n

and Ji of y in K, such that for each x0 2 Vi there is at most one y0 2 Ji such that
.x0; y0/ 2 A.

Similarly, if i D 0 or i D M C 1 then, since x … QHf [ QHg , we may choose Vi

and Ji such that .Vi � Ji / \ A D ;. Let T WD fy 2 K W .x; y/ 2 A & y … Si Ji g,
and T 0 WD fxg � T . Note that T 0 is a d-compact subset of D, and that A is a closed
subset of D disjoint from T 0. Hence, the distance between T 0 and A is some positive
number d > 0. Let U WD TMC1

iD0 Vi \ fx0 2 C 0 W d.x0; x/ < d g.
Therefore, for every x0 2 U ,

ˇ
ˇ.fx0g � K/ \ A

ˇ
ˇ � ˇ

ˇ.fxg � K/ \ A
ˇ
ˇ D M: (5.2)

We conclude as in [13]: as x 2 Ak , we may choose x0 2 U \ Ak here, from which
it follows (using the maximality of k) that M D k. Hence x 2 Ak and the claim is
justified. �

Thus, for each i D 1; : : : ; k, we may define the function fi W C 0 ! K is eS by
fi .x/ D y iff y is the i -th point of K such that .x; yi / 2 A.

Claim 3. Each function fi is continuous.

Proof. Let x 2 C 0. Let U , Vi and Ji be defined as in the proof of the previous
claim, for i D 1; : : : ; k. Let x0 2 U . Note that, since we have equality in (5.2),
then, for every i D 1; : : : ; k, there is exactly one y0

i 2 Ji such that .x0; y0
i / 2 A.

Note also that y0
i D fi .x

0/. Fix i such that 1 � i � k, and fix J neighbourhood
of yi D fi .x/. In the construction of Vi and Ji , we could have chosen Ji such that
Ji � J , and then found a corresponding Vi . Proceeding in the construction, we see
that, for every J neighbourhood of fi .x

0/, we can find U neighbourhood of x such
that fi .U / � J , which is equivalent to the definition of fi being continuous at x.
Since x 2 U is arbitrary, the claim is proved. �

Now, using the functions f , g, f1, . . . , fk , we can define a cell decomposition of
.C 0 � K/ \ D which is compatible with .C 0 � K/ \ A, and we are done.

6 Expansions of O-minimal Structures by Total
C1 Functions

In this section we give an application of Theorem 3.8. Let K be a definably complete
Baire structure, K0 be an o-minimal reduct of K, expanding the field structure, and
F be a family of total C1 functions definable in K. We assume that F is closed
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under permutation of variables, contains the coordinate functions .x1; : : : ; xn/ 7!
xi , and that if f 2 F , then .x; y/ 7! f .x/ is also in F . Let K0.F/ be the reduct of
K generated by K0 and F . We give necessary and sufficient conditions for K0.F/

to be an o-minimal structure.

Definition 6.1. Let G0 be the set of all total continuous functions definable in K0,
and G be the set of functions of the form h ı f , for some f W Kn ! K

m in Fm and
some h W Km ! K in G0.

For every n 2 N, let Sn be the family of subsets of Kn of the form V.g/, for
some g W Kn ! K in G, and let S WD .Sn/n2N.

Notice that F � G, because, for every n 2 N, Fn contains the identity function
on K

n.

Theorem 6.2. K0.F/ is o-minimal iff, for every X in S there exists a natural
number N , such that, for every K-affine set A, X \ A has less than N definably
connected components.

We will need the following result about o-minimal structures.
Let F be an o-minimal structure expanding a (real closed) field.

Proposition 6.3. For every N � 1 and every Y � F
n closed and F-definable there

exists h W Fn ! Œ0; 1� F-definable and CN , such that Y D V.h/. In particular, since
every F-definable set is a finite union of F-cells, and every cell is the intersection of
an open and a closed set, F is generated by its CN definable functions.

Moreover, if Z is a closed F-definable subset of Fn disjoint from Y , then we can
also require that Z D V.1 � h/.

Proof. We can use [12, Corollary C.12], since the proof works also for o-minimal
structures expanding any real closed field, not just R. �

Proof (Proof of Theorem 6.2). Notice that S is a closed weak structure. It is obvious
that every set in S is definable in K0.F/. Conversely, since K0 is o-minimal,
Proposition 6.3 and the fact that G0 � G imply that the structure generated by S
expands K0; since moreover F � G, S generates K0.F/.

Hence, by Theorem 3.8, it suffices to show that S satisfies DACN for all N . That
is, let n 2 N and fix A 2 Sn. It is enough to prove the following:
(*) For every N 2 N, A is of the form V.gN / for some gN W Km ! K in G and CN .

Let g 2 G such that A D V.g/. Hence, g D h ı f , for some f W Kn ! K
m

in Fm and some h W Km ! K in G0. Let hN W Km ! K be CN and definable in
K0, such that V.h/ D V.hN / (the existence of hN is given by Proposition 6.3), and
define gN WD hN ı f W Kn ! K. Note that gN is CN and in G. Note moreover that

A D V.g/ D f �1
�
V.h/

� D f �1
�
V.hN

� D V.gN /;

and we are done. �
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Example 6.4. Let R0 be o-minimal expansion of the real field, and let F be the
family of generalized Pfaffian functions over R0.

Then, R0.F/ satisfies the assumption of Theorem 6.2 (see [10]), and hence it is
o-minimal.
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