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Preface

The lectures concentrate on highlights in Combinatorial (Chapters II and III) and
Number Theoretical (Chapter IV) Extremal Theory, in particular on the solution of
famous problems which were open for many decades.

However, the organization of the lectures in six chapters does neither follow the
historic developments nor the connections between ideas in several cases. With the
specified auxiliary results in Chapter I on Probability Theory, Graph Theory, etc., all
chapters can be read and taught independently of one another.

In addition to the 16 lectures organized in 6 chapters of the main part of the
book, there is supplementary material for most of them in the Appendix. In particu-
lar, there are applications and further exercises, research problems, conjectures, and
even research programs.

The following books and reports [B97], [ACDKPSWZ00], [A01], and
[ABCABDM06], mostly of the authors, are frequently cited in this book, especially
in the Appendix, and we therefore mark them by short labels as [B], [N], [E], and
[G]. We emphasize that there are also “Exercises” in [B], a “Problem Section” with
contributions by several authors on pages 1063–1105 of [G], which are often of a
combinatorial nature, and “Problems and Conjectures” on pages 172–173 of [E].

The book includes the two well-known results (both in Chapter V),
the Ahlswede/Zhang identity, which improves the LYM-inequality, and the
Ahlswede/Daykin inequality, which is more general and also sharper than known
correlation inequalities in Statistical Physics, Probability Theory, and Combi-
natorics (cf. the survey by Fishburn/Shepp in [N], 501–516). These inequali-
ties were started in Probability Theory (percolation) around 1960 with Harris,
in Combinatorics in 1966 with Kleitman’s Lemma, and in physics 1971 with
Fortuin/Kasteleyn/Ginibre (FKG). In many books the AD-inequality (also called
“4-Function Theorem”) is viewed in connection with lattices. We emphasize that a
much more general inequality of [AD79b] makes no reference to lattices.

Its essence is a Cartesian product property of sets and therefore there is a wider
range of possible applications. Also there is nothing holy about the number of
operations and factors on either side of the inequality as long as proper weight-
expansiveness is ensured. In the following, we come to another surprise concerning
number-theoretical inequalities.

v



vi Preface

A spectacular series of results started with a lecture in 1992 of Erdös, who raised
in 1962 (and repeatedly spoke about) the problem “What is the maximal cardinality
of a set of numbers smaller than n with no k + 1 of its members being pairwise
relatively prime?”

This stimulated Ahlswede and Khachatrian to make a systematic investiga-
tion of this and related number-theoretical extremal problems. Its immediate suc-
cesses are solutions for several well-known conjectures of Erdös and Erdös/Graham
(Chapter VI). More importantly, they gained an understanding for the role of the
prime number distribution for such problems, which distinguishes them from com-
binatorial extremal problems. These investigations had another surprising fruit. The
AD-inequality implies a number-theoretical correlation inequality for Dirichlet den-
sities of sets of numbers, which implies and is sharper than the classical inequalities
in [H37] and [R37], which settled a conjecture of Hasse concerning an identity
due to Dirichlet and Behrend, the number theoretical form of FKG! Number The-
ory came first and AD is a crossroad between Pure and Applied Mathematics (in
Chapter V). Also another inequality, seemingly without predecessors, was discov-
ered.

Finally, the analysis led to the discovery of a new “pushing” method with a
wide applicability. In particular, it led to the solution of well-known combinator-
ial problems like the famous 4m-conjecture (Erdös/Ko/Rado 1938, one of the oldest
problems in Combinatorial Extremal Theory) or the diametric problem in Hamming
spaces (optimal anticodes).

Actually, the 4m-conjecture just concerned the first unsolved case of the follow-
ing much more general problem: A system of sets A⊂

([n]
k

)
is called t-intersecting

if |A1∩A2| ≥ t for all A1,A2 ∈ A, and I(n,k, t) denotes the set of all such systems.
Determine the function M(n,k, t) = max

A∈I(n,k,t)
|A| and the structure of maximal sys-

tems! Ahlswede and Khachatrian gave the complete solution for every n,k, t. It has
a very clear geometrical interpretation (Chapter II).

Most lectures in Chapter III are devoted to combinatorics of multiple packings,
which are equivalent to list codes in Information Theory and as such relevant for
estimating error probabilities. Fundamental works of Blinovsky [B01a] represented
here deliver the solutions of the problems for list codes, which were stated by the
classics of information theory in the middle of the last century. These problems give
a beautiful example of interplay between Extremal Combinatorics and Information
Theory. Covering and packing are classical topics in Geometry. In Chapter III they
concern sequence spaces for problems primarily motivated by Information Theory:
Data Compression and Shannon’s zero error capacity problem of a noisy channel,
which is a packing problem for product hypergraphs. A highlight was Lovász’ solu-
tion of the pentagon case. In general, the progress is rather slow. Here we deal with
a related partition problem.

Origins of problems and theories, which developed with them, are only briefly
discussed because of limited space. However, we consider it especially important
for students to think about Mathematics in connection with other sciences and real
world phenomena. In fact, a large part of Chapters IV and V originated that way.
Stimuli came mostly from questions in Information Theory. We give a quote from
[N], page xvi.
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“The deep interplay between several disciplines and a broad philosophical view
is a thread through Ahlswede’s work. For him, Information Theory deals with gain-
ing information (that is, statistics), transfer of information without and with secrecy
constraints (that is, cryptology), and storing information (Memories, Data Compres-
sion). Applying ideas from one area to another often led to unexpected and beautiful
results and even to new theories.

Let us give an example involving storage. Motivated by the practical problem
of storing data using a new laser technique, code models for reusable memories
were introduced in Information Theory. It turned out that the analysis was much
more efficient when stating the question as a combinatorial extremal problem, which
led immediately to the connections with hypergraph coloring, novel iso-diametric
problems in sequence spaces and finally to the new class of the so-called “Higher-
level extremal problems” in Combinatorics.

Among them are also Sperner-type questions for “clouds” of antichains. These
problems are by one degree more complex than those usually considered: sets
take the role of elements, families of sets (clouds) take the role of sets, etc. ([N],
P.L. Erdös, L.A. Szekely, 117–124).

In another direction, generalizing models for reusable memories, Ahlswede and
Zhang introduced write–efficient rewritable memories leading to diametrical prob-
lems for sequence spaces.

Imagine a tape with n cells into which we can write letters from an alphabet X .
A word xn = (x1, . . . ,xn) stores some messages. When we want to update this record
to a message represented by yn = (y1, . . . ,yn) the per letter costs ϕ(xt ,yt) add up to
ϕn(xn,yn) = ∑n

t=1ϕ(xt ,yt). When there is a cost constraint D, then we require

ϕn(xn,yn)≤ D.

To be able to update many messages we come to the diametric problem to charac-
terize

M(ϕn,D) = max{|C| : ϕn(xn,yn)≤ D for all xn,yn ∈C}
for the “sum-type” cost ϕn, which can also be a distance function like the Hamming,
Taxi or Lee metric, etc. These problems are discussed also in Chapter II (and in the
Appendix).

There, in Lecture 6, also two families of sequences with constant mutual dis-
tances are considered. This falls into the subject of monochromatic rectangles,
which arose in Yao’s investigation of communication complexity.

The topic of the last lecture in Chapter II also has its origin in Computer Science
and was communicated to us by Mullin in 1990.

Finally, we emphasize that another approach, the study of extremal problems
under dimension constraints (in Chapter IV) has found an application in Computer
Science. Several questions on databases find answers as immediate consequences.

Another new concept, that of splitting antichains, is treated in Chapter V.
The lectures primarily address basic extremal problems and inequalities – two

sides of the same coin. Thus, they also prepare to ways of thinking and to methods,
which are useful and applicable in a broader mathematical context.
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At the end of every chapter, in addition to exercises, which also open eyes for new
connections, we present several problems and sometimes we offer also conjectures.

Another important feature of the present book is that several of its concepts and
problems arise in response or by remodeling the given questions and the models
in sciences like Information Theory, Computer Science, or Statistical Physics. The
interdisciplinary character gives Ars Combinatoria a special status in Mathematics.
Again with occasional references to the books and reports we hope to create an
atmosphere rich of incentives for new discoveries.

We hope that Ars Combinatoria gives light and joy to all minds and hearts striving
for understanding and happiness through the world – from their origins to their
destinations.

Our next remarks go to the potential readers. Above all, as indicated in the title,
the book is meant for lectures dealing with advances in Combinatorics.

They are suited for all Mathematics students at the graduate level and for un-
dergraduate students who very early specialize in certain parts of Combinatorics to
combine it, for instance, with Computer Science, especially Complexity Theory or
Data Structures, or with Information Theory, especially Coding Theory, Computer
Systems Organization, and Communication Networks or Cryptology, or with Bio-
chemistry, especially Sequencing in Genetics, etc.

Chapters of the book can be combined with the books mentioned below.
There seems to be no book on Combinatorics with such a concentration of high-

level results, novel concepts, and advanced novel proof techniques. Therefore, the
book is especially recommended to experienced researchers.

Concerning content, there is an overlap with the research collection “Sperner
Theory” by K. Engel, Cambridge University Press, 1997, which, however, con-
tains no Combinatorial Number Theory. The two books “Combinatorics (Set
Systems, Hypergraphs, Families of Vectors, and Combinatorial Probability)”,
Cambridge University Press, 1986, by B. Bollobás and “A Course in Combina-
torics”, Cambridge University Press, 1992 by J.H. van Lint and R.M. Wilson treat
basic combinatorial concepts and results. Probabilistic proofs can be learned from
“Probabilistic Methods in Combinatorics” by N.A. Alon, J. Spencer, and P. Erdös,
Akademiai Kiado, Budapest, 1974.

All of them are well-suited for undergraduate and graduate courses and qualify
as excellent preparations for chapters of this much more advanced book, which has
as a special ingredient also an Appendix with a wealth of research problems and
conjectures sometimes constituting even research programs for already established
mathematicians, but also for Ph.D. students.

There are also three research perspectives, novel links between Information
Theory and Combinatorics:

• A direction in Extremal Theory of Sequences: Creating Order with Simple
Machines.

• Information Flows in Networks.
• Information Theory and the Regularity Lemma.
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Chapters can also be used to give fresh air to graduate courses. Perhaps the most
recent and important are Chapter VI with results on divisors contributing to Ele-
mentary, Analytic, and Algebraic Number Theory, Chapter II with the Complete
Intersection Theorem, which recently found connections to complexity theory, and
Chapter IV with solutions to extremal problems with dimension constraints, which
have consequences for Statistical Databases.

For computer scientists, S. Jukna’s book “Extremal Combinatorics with Appli-
cations in Computer Science”, Springer, 2001, finds now substantial additional ma-
terial in most chapters.

The senior author gratefully acknowledges that he was given the opportunity
to head two research projects “Combinatorics on Sequence Spaces” and “Models
with Information Exchange” in the Sonderforschungsbereich “Discrete Structures
in Mathematics” of the German Science Foundations (DFG) in Bielefeld from 1989
to 2000 and a research project “General Theory of Information Transfer and Com-
binatorics” at the Center for Interdisciplinary Research (ZiF) in Bielefeld from 2000
to 2004, and that parallel and even afterwards the DFG has continued its very gen-
erous support with several projects.

Most of the work reported here is an outgrowth of the cooperation with guests
in Bielefeld. Among them, essentially working in Combinatorics, were Noga
Alon, Harout Aydinian, Christian Bey, Sergei Bezrukov, Vladimir Blinovsky, Aart
Blokhuis, Ning Cai, Konrad Engel, Peter Erdös, Levon Khachatrian, and Zhen
Zhang, and in Number Theory, Vladimir Blinovsky, Paul Erdös, Christian Mauduit,
Levon Khachatrian, and András Sárközy.

We are indebted to Christian Deppe and Christian Wischmann for diligent proof
reading and the reduction of the number of Russian or German styled phrases.

Last but not least, the junior author is grateful to Leonid Bassalygo for introdu-
cing him to Combinatorial Coding Theory in the early eighties and to Dan Kleitman
for instructive discussions on diametric problems and the senior author is grateful to
Gyula Katona and David Daykin for their extreme encouragement in the seventies
to look at Extremal Set Theory.
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Chapter I
Conventions and Auxiliary Results

We assume that the reader is familiar with basic concepts in Set Theory, Combi-
natorics, Probability Theory, Linear Algebra, and Elementary Number Theory. Still
textbooks are mentioned if some material needs refreshment.

All chapters can be studied and used for courses, independently of one another.
The following notation is used everywhere in the book.
Denote N,Z,R the set of natural numbers, integers, and real numbers, respec-

tively. For i < j∈N let [i, j] = [i, i+1, . . . , j] and [n] = {1,2, . . . ,n}. For the arbitrary
(finite) set X denote 2X = {A⊂X} and

(X
k

)
= {A⊂X : |A|= k}, where |A| is the

number of elements in A. We consider the natural bijection between 2[n] and set of
binary tuples an = (a1, . . . ,an), ai ∈ {0,1} of length [n]. Actually in many places in
the text we make no difference between a set A ∈ 2[n] and the corresponding binary
n-tuple an and think that it does not make any difficulties in understanding the text.
We use capital letters A,B, . . . to denote sets, we denote n-tuples as an,bn, . . . , and
we denote families of sets as A,B, . . . . But sometimes when it is convenient we use
other notation: for example, Sn for n-tuples from the set S or a,b for the points from
some set S.

We assume that the reader is familiar with basic notions from Lattice Theory such
as distributive lattice, order isomorphic lattices, isomorphism of a finite distributive
lattice to a sublattice of (2[n],⊂) for some n, upset and downset, complement ele-
ment, partially ordered set (poset), etc. For the facts about lattices we refer to [R65],
[G71], [B73a].

We write x(n) n→∞→ y if the limit of x(n) is y when n tends to infinity. We
write fn = O(gn) iff ∃C such that | fn| < C|gn| for sufficiently large n and fn =
o(gn) iff ∀C | fn|< C|gn| for sufficiently large n. Also fn =Ω(gn) iff gn = O( fn). At

last fn ∼ gn iff fn/gn
n→∞→ 1. The notation ∆= means “equal by definition.”

We use Stirling’s formula

n! =
√

2πn
(n

e

)n
(1+o(1)).

More special notions are introduced gradually throughout the book.

1



2 I Conventions and Auxiliary Results

Chapter II deals solely with Combinatorics.
In Chapters III–V it is combined with Probability Theory and finally Number

Theory comes on stage in Chapter V and becomes then the main topic in Chapter VI.
To make the lectures self-contained, in addition to the prerequisites mentioned

we need the following auxiliary results from Probability Theory (in Chapters III and
IV) and Graph Theory (in Chapter IV).

The reader should know the following basic notions from Probability Theory,
and for this purpose see, for example, [F68].

If we have a series of trials, that is, a sequence of probability spaces {(Ωn,Pn)}
and some property A (common for every Ωn) is true with probability Pn(A)→ 1 as
n→∞, we say that property A is valid with high probability (if the probability Pn(Ac)
of the complement event Ac decreases to zero). If Pn(Ac) decreases exponentially
with n, we say that property A is true with exponentially high probability.

We need several estimations of the deviations of sums of independent random
variables. These estimations are not best possible. All we are worried about is their
form, which should be convenient for our applications.

We often use the Chernoff bound: for a sequence of independent identically dis-
tributed (i.i.d.) random variables X ,X1, . . . ,Xn, . . . , such that the moment generating
function EehX <∞, which is the mathematical expectation of exponent ehX , we have

lnPn(Yn−nE(X)≥ nρ)≤ n
[
lnEehX −h(E(X)+ρ)

]
, h,ρ ≥ 0, Yn =

n

∑
i=1

Xn,

where
E(XehX )

EehX = E(X)+ρ

and
lnPn(−Yn +nE(X)≥ nρ)≤ n

[
lnEe−hX +h(E(X)−ρ)

]
,

where
E(Xe−hX )

Ee−hX = E(X)−ρ.

We also use the so-called Chebyshev inequality, which we introduce in two forms.
First form: for a random variable ξ ≥ 0 and a number c > 0 we have

P(ξ > cEξ ) <
1
c
.

Second form (which is a consequence of the first one): if Eξ 2 < ∞, then

P(|ξ −E(ξ )|> c
√

Var(ξ )) <
1
c2 ,

where
Var(ξ ) = Eξ 2− (E(ξ ))2

is the variance of ξ . The reader can find more about such inequalities in [DS89].
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We assume that the reader is familiar with basic notions from Graph Theory,
such as simple graph, hypergraph, chromatic number, degree of a vertex, matching
number, etc. One can find these and other notions of Graph Theory in [B98].

A graph-theoretic function for the given ground set [n] is a function, which de-
pends on the set of edges of graph G [AS92]. A graph-theoretic function L satisfies
the Lipschitz condition if |L(G)−L(G′)| ≤ 1, where G,G′ are graphs on the same
vertex set which differ by only one edge.

Lemma 1 Let Y1,Y2, . . . ,Ym be i.i.d. random variables with P(Yi = 1) = p, P(Yi =
0) = 1− p. Then

P

(∣∣
∣
∣
∣

m

∑
i=1

Yi−mp

∣
∣
∣
∣
∣
> α
√

mp

)

< 2e−α
2/2, (1)

P

(
m

∑
i=1

Yi ≥ [esmp]

)

< 2s−[esmp], s≥ 1. (2)

Consider a random graph G(n, p) on n vertices whose edges are chosen indepen-
dently with probability p ∈ (0,1). If L is a graph-theoretic function satisfying the
Lipschitz condition, then for any λ > 0

P

(∣
∣
∣
∣L(G(n, p))−E(L(G(n, p)))

∣
∣
∣
∣> λ

√(
n
2

))

< 2e−λ
2/2. (3)

Proof. The proof of the second relation (2) is quite simple. The LHS of (2) is

∑
j≥[esmp]

(
m
j

)
p j(1− p)m− j < ∑

j≥[esmp]

(
m
j

)
p j < 2

(
m

[esmp]

)
p[esmp].

From these inequalities and the inequalities
(

m
t

)
pt <

(mpe)t

tt ≤ s−t , (t = [esmp])

follows (2).
Inequality (1) is a special case of (4) if we consider the martingale Xk =∑k

j=1 Yj−
kp (the definition of a martingale comes next). We prove this later.

Instead of proving (3) we prove a little bit more general bound, which is called
Azuma–Hoeffding bound ([A67], [H63]). We present it in its usual form. Let Ω be
a finite set and let (Ω,F ,P) be a probability space. Further let F0 = { /0,Ω} ⊆ F1 ⊂
. . .⊂Fn =F be an increasing sequence of sub-σ -fields. A sequence of random vari-
ables X0,X1, . . . ,Xn is called a martingale if for Fk = σ(X0, . . . ,Xk) (Fk generated
by the first k +1 random variables X0, . . . ,Xk), we have E(Xk+1|Fk) = Xk. �

Lemma 2 Let (X0,X1, . . . ,Xn) be a martingale, Xn = X , X0 = E(X) and suppose
there exist constants ck > 0 such that

|Xk−Xk−1| ≤ ck.
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Then for t > 0 we have

P(|X−EX | ≥ t)≤ 2e
− t2

2∑n
k=1 c2

k . (4)

Proof. Actually we prove that

P(X ≥ EX + t)≤ e
− t2

2∑n
k=1 c2

k . (5)

Then the inequality complementary to (5) has a symmetric proof and (4) follows.
Setting Yk = Xk−Xk−1, Sk = ∑k

i=1 Yk Chernoff’s inequality yields

P(X ≥ E(X)+ t) = P(Sn ≥ t)≤ e−ht
E(ehSn), h≥ 0.

Since |Yn| ≤ cn, we conclude that

E(ehYn |Fn−1)≤ e
h2c2

n
2 .

Indeed, by convexity of ehx we have

ehYn ≤ cn +Yn

2cn
ehcn +

cn−Yn

2cn
e−hcn .

Thus
E(ehYn |Fn−1)≤ cosh(hcn)≤ eh2c2

n/2.

Here we used the relation E(Yn|Fn−1) = 0.
Next we have

E(ehSn) = E(ehSn−1E(ehYn |Fn−1))≤ eh2c2
n/2

E(ehSn−1).

Iterating the last inequality we obtain the relation

E(ehSn)≤ eh2∑n
k=1 c2

k/2

and hence

P(X ≥ E(X)+ t)≤ e−ht+h2∑n
i=k c2

k/2 ≤ e
− t2

2∑n
k=1 c2

k ,

where we put h = t/∑n
k=1 c2

k .
Now if we have a function f = f (Z1, . . . ,ZN) of N =

(n
2

)
variables

Zi, P(Zi = 1) = p, P(Zi = 0) = 1− p, and | f (Z1, . . . ,ZN)− f (Z′1, . . . ,Z
′
N)| ≤ 1 if

(Z1, . . . ,ZN),(Z′1, . . .Z
′
N) differ in one coordinate, then we can consider the σ -fields

Fk generated by Z1, . . . ,Zk and set Xk = E( f (Z1, . . . ,ZN)|Fk). It is easy to see that
|Xk−Xk−1| ≤ 1 and we can apply the previous lemma with ck = 1, t = λ

√
N and

obtain inequality (3). �
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The next result is called Vizing’s Theorem. It was proved by Vizing [V64] and
later reproved by Gupta [G66]. Let χ(G) denote the edge chromatic number of the
graph G = (V (G),E(G)), that is, the minimal number of colors such that every
vertex of the graph G is adjacent to edges with different colors and let ∆(G) be the
maximal degree among the vertices of the graph. Graph G is simple if it does not
have loops or multiple edges.

Theorem 1 (Vizing 1964) For a simple graph G the following inequality holds:

χ(G)≤ ∆(G)+1. (6)

To prove this we need the following lemma. Let G be a simple graph. For a given
vertex w ∈V (G) we say that a sequence of distinct edges wv1,wv2, . . . ,wvp is good
if for each i≥ 2 we have c(wvi) 
∈C(vi−1), where c(w,v) is the color of edge wv and
C(v) is the set of colors of the edges adjacent to vertex v. Denote deg(w) the degree
of vertex w ∈V (G). An (a,b)-chain is a maximal path or circuit of the subgraph of
edges colored by a or b.

Lemma 3 Let t ≥ ∆(G) and suppose that the graph G is not t-colorable, but for
some edge e = wu, G− e is t-colorable. Let c be some t-coloring of G− e and let
wv1 be an edge such that c(wv1) 
∈C(u). Let also wv1, . . . ,wvp be the longest good
sequence starting at wv1. Then we have the following properties:

(i) C(u)\C(w)⊆C(vi) for all i,
(ii) c(wv j) ∈C(vi) for all j < i,

(iii) d(vp) = ∆(G) = t.

Proof of the Theorem. If we suppose that this is valid, then Vizing’s Theorem
easily follows. Indeed, suppose that χ(G) ≥ ∆(G) + 2. Set t = ∆(G) + 1 and let
G′ be a minimal subgraph of G that is not t-colorable. Then G′ − e is t-colorable
for each edge e ∈ E(G′). The lemma implies that t = ∆(G′) ≤ ∆, which gives a
contradiction. �
Proof of the Lemma. First of all note that C(u)\C(w) 
= /0. This is because |C(u)∪
C(w)| = t and if C(u) ⊆C(w), then d(w) ≥ t + 1 > ∆(G). Now if a ∈C(u)\C(w)
and a 
∈C(vi), then we can color (or recolor) some of the edges of G as follows:

e, wv1, . . . , wvi−1, wvi
c(wv1), c(wv2), . . . , c(wvi), a (7)

and obtain a t-coloring of G and this is a contradiction that proves (i).
Now we prove (ii). Let a ∈C(u)\C(w) and ∃ j < i such that c(wvj) 
∈C(vi). Let

P be the (a,c(wvj))-chain starting from vi (it can be empty). Next we consider two
cases:

(i) Let j = 1. Then if P does not end at u, we interchange the colors along P and
then (re)color the edges according to table (7). If P does end at u, then we in-
terchange the colors along the (a,c(wv1))-chain starting at wv1 (this chain does
not end at u) and color e with c(wv1). In either case we come to a contradiction.
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(ii) Let now j ≥ 2. If P does not end at v j−1, then we interchange colors along P
and use the (re)coloring (7). Otherwise, interchange colors along P and then
(re)color as follows:

e, wv1, . . . , wv j−2, wv j−1
c(wv1), c(wv2), . . . , c(wv j−1), a.

This leads to a contradiction and proves (ii). To prove (iii) note that if some color c′

would be missing from vp, then by (i), (ii), and the relation |C(u)∪C(w)|= t, there
would be an edge w of color c′ 
∈ {c(wv1), . . . ,c(wvs)}, and so there would be a
longer good sequence. Thus all t colors are present at vp. �

We Turn to Another Fundamental Problem in Graph Theory. We will give a proof
of Ramsey’s Theorem. Let H =

([n]
k

)
be a complete k-uniform hypergraph H =

(V,E), |V|= n, |E|= k, E ∈ E . Let L positive numbers r1, . . . ,rL be given. Consider
a coloring of the edges of H by the “colors” 1, . . . ,L, that is, each edge has its own
number from [L]. The question is what is the minimal n0 such that when n > n0 for
arbitrary coloring of H there exists at least one color i such that the edges having
this color generate a complete subgraph (clique) Hi = (Vi,Ei) with the number of
vertices |Vi|> ri.

The next result from [R30], see also [GRS90], states that such a number n0 exists.

Theorem 2 (Ramsey 1930) Let r1, . . . ,rL,L be positive numbers. There exists n0
such that for n > n0 a k-uniform hypergraph with n vertices whose edges are col-
ored by L numbers contains a monochromatic complete subhypergraph with n′ ≥ ri
vertices.

Proof. The proof is by induction on k. When k = 1, we have the degenerate graph and
Ramsey’s Theorem in this case reduces to the pigeon-hole principle, which states
that among n vertices colored by L colors there exist not less than n/L monochro-
matic vertices.

Assume now that the statement of the theorem is true for k−1. Let Lj(n) be the
lower bound on the number of vertices in a complete monochromatic j-uniform sub-
hypergraph Ĥ of the hypergraphH on n vertices. We have to prove that L j(n) n→∞→ ∞
for arbitrary given j. Consider the vertices of the k-uniform complete hypergraph
H= (V,E), |V|= n in some order v1, . . . ,vn and fix the vertex v1. Consider the k−1-
uniform complete hypergraphH′ on n−1 vertices v2, . . . ,vn and the following edge-
coloring of it. The edge {vi1 , . . . ,vik−1}, 1 < i1 < · · · ,< ik−1 ≤ n has color i iff the
edge {v1,vi1 , . . . ,vik−1} of the initial graph H has color i. By induction, hypergraph
H′ has a monochromatic complete k− 1-uniform subhypergraph CH′ = (V1,E1)
on at least Lk−1(n−1) vertices u1, . . . ,um1 , m1 ≥ Lk−1(n−1). We expurgate all the
other vertices from the set v2, . . . ,vn and obtain the ordered vertex set v1,u1, . . . ,um1 .
Next we fix u1 and consider the k− 1-uniform complete hypergraph on vertex set
u2, . . . ,um1 . Then we carry out a similar procedure with this hypergraph and the
fixed vertex u1. After finding a corresponding monochromatic hypergraph and ex-
purgating all vertices that do not belong to the underlying set of this hypergraph,
we obtain the set v1,u1,w1, . . . ,wm2 and m2 ≥ Lk−1(Lk−1(n−1)−1). Also we have
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two fixed vertices v1,u1. Continuing this procedure we stop at the step when the
remaining set of nonfixed vertices has less than k−1 elements. The number of fixed
vertices in this case is lowerbounded by the value

M = min{ j : Lk−1(Lk−1 . . .Lk−1︸ ︷︷ ︸
j

(n−1)−1) · · ·−1) < k−1}.

This set of vertices h1, . . . ,hM generates the hypergraph H̃ with the property that
the color of an arbitrary edge {hi1 , . . . ,hik}, i1 < i2 < .. . < ik depends only on i1.
Next, it is easy to see by the pigeon-hole principle that not less than M/L vertices
from H̃ generate the k-uniform complete monochromatic hypergraph. It is easy to
show that if Lk−1(n) n→∞→ ∞, then Lk(n) = M/L n→∞→ ∞ and Lk(n) is a lower bound
for the number of vertices in the complete monochromatic subhypergraph of that
hypergraphH on n vertices. This proves Theorem 2. �

Note that from the proof of the theorem it follows that as n→ ∞, we can choose
the value of L increasing with n but the speed of increase of L should be extremely
low in order that the statement of the theorem is still valid.

The theorem gives a lower bound on the numbers Rk(r1, . . . ,rL), which are the
minimum n such that for an arbitrary k-uniform complete hypergraph on n vertices
whose edges are colored with L colors, for at least one i ∈ {1, . . . ,L} there exists
a complete subhypergraph with ri vertices, whose edges all have color i. To find
the precise values of Rk(r1, . . . ,rL) in general is a difficult problem. Very little is
known about tight asymptotic growth of this numbers (they are called Ramsey num-
bers). For R2(3, t) the order of magnitude is known. Ajtai, Komlós, and Szemerédi
in [AKS80], [AKS81] proved that R2(3, t) < ct2/ ln t and then Shearer in [S83] im-
proved this bound to R2(3, t) ≤ (1 + o(1))t2/ ln t, where o(1) t→∞→ 0. Then using
probabilistic arguments Kim proved in [K95] the lower bound R2(3, t)≥ c1t2/ ln t.

In conclusion, we also assume that the reader is familiar with notions from linear
algebra, such as rank of a matrix, dimension of linear space, span(A) for the set of
vectors A, etc. These notions can be found in [L69].



Chapter II
Intersection and Diametric Problems

In this chapter we first introduce the problem of finding the maximal cardinality of
a system (or family) of subsets (in particular from

([n]
k

)
), such that any two subsets

from the system intersect in not less than t elements. We call such a system of sub-
sets t-intersecting family. We also consider the diametric problem in two different
spaces. The diametric problem in one of the spaces is closely connected with the
intersection problem. This connection is based on a technique that was invented by
Ahlswede and Khachatrian. One can understand how it works by following the proof
of the Complete Intersection Theorem, which we introduce later. This technique the
reader first meets in the proof of Lemma 5. It is quite different from induction or
other methods known before. In some sense it is a combination of shifting, with
proving of necessity of the symmetry of the family under permutations of a suffi-
ciently large number of components. The whole method becomes clear when the
reader goes through the proofs and finds out that this method allows to solve several
problems that had been considered hopeless for solving before. The reward for the
efforts of the reader going along the lines of rather long proofs will be the satisfac-
tion he attains at the end.

Lecture 1 The Complete Intersection Theorem
We turn to the problem of finding the maximal cardinality of a t-intersecting family
of k-subsets (subsets of cardinality k of ground set [n]). It is easy to see that when
n≤ 2k−t, then the whole family

([n]
k

)
of k-subsets is t-intersecting. We thus consider

the case when n > 2k− t.
We come to necessary considerations and definitions. A system of sets A ⊂ 2[n]

is called t-intersecting if for arbitrary A1, A2 ∈ A, |A1∩A2| ≥ t. Denote by I(n, t)
the set of unrestricted t-intersecting systems and

I(n,k, t) =
{
A ∈ I(n, t) :A⊂

(
[n]
k

)}
.

9
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Our main goal is to determine the value

M(n,k, t) = max
A∈I(n,k,t)

|A|.

We denote

F(i) =
{

F ∈
(

[n]
k

)
: |F ∩ [t +2i]| ≥ t + i

}
,0≤ i≤ k− t.

In words: F(i) is the family of all k-element subsets of [n] containing at least t + i
elements in the first [t +2i] positions. Obviously, F(i) is a t-intersecting system: all
pairs of k-element subsets from F(i) intersect in at least t elements already in the
first [t +2i] positions.

Theorem 3 (Complete Intersection Theorem (Ahlswede and Khachatrian
1997))

(i) For n = 2k, t = 1

M(n,k,1) =
(

n−1
k−1

)
.

For 1≤ t ≤ k ≤ n, n > 2k− t,
(ii) If for some r ∈ {0,1,2 . . .}

(k− t +1)
(

2+
t−1
r +1

)
< n < (k− t +1)

(
2+

t−1
r

)
, (1)

then we have
M(n,k, t) = |F(r)|.

Here we set t−1
r = ∞ if r = 0.

(iii) If for some r ∈ {0,1,2 . . .} and t > 1

(k− t +1)
(

2+
t−1
r +1

)
= n, (2)

then
M(n,k, t) = |F(r)|= |F(r +1)|.

Moreover, all optimal systems are known. In case (i) one must choose for each
A ∈ 2[n] one set from A, Ā. In the other cases, up to permutations on [n], there is
uniqueness in case (ii) and there are two systems in case (iii).

From this theorem it follows that if n≥ (k− t +1)(t +1) then

M(n,k, t) =
(

n− t
k− t

)
. (3)

In other words in this case the set
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A(n,k, t) =
{

A ∈
(

[n]
k

)
: [1, t]⊂ A

}

is a maximal intersecting set.
Most famous in this subject is the 4m-conjecture, which was stated more than 70

years ago (see [E87]) and says that

M(4m,2m,2) =

(4m
2m

)
−
(2m

m

)2

2
,

which is based on the construction

{F ∈
(

[4m]
2m

)
: |F ∩ [1,2m]| ≥ m+1}.

It is the first case (t = 2) for which relation (3), which is based on the “naive”
constructionA=

{
A ∈
([n]

k

)
: [1, t]⊂ A

}
, is not optimal. Indeed, simple calculations

give for m = 1 still M(4,2,2) = 1 =
(4−2

2−2

)
; however, for m = 2 M(8,4,2) = 17 >

15 =
(6

2

)
.

The 4m-conjecture, which was mentioned in [E90] as the last open problem
from [EKR61], attracted the attention of many mathematicians for a long time (see
[DF83] and [CF92] for an upper bound). It also made it into the book [CG98].

Proof of Case (i). Obviously M(2k,k,1) ≥
(2k−1

k−1

)
and since with every A its com-

plement cannot be in an intersecting family,

M(2k,k,1)≤ 1
2

(
2k
k

)
=

1
2

((
2k−1

k

)
+
(

2k−1
k−1

))
=
(

2k−1
k−1

)
.

Now we turn to other cases of this theorem. For every 1 ≤ i < j ≤ n define on
2[n] the left shifting operator Li j by the equation

Li j(A) =
{
{i}∪ (A\{ j}), if i 
∈ A, j ∈ A,
A, otherwise.

Also for every 1≤ i < j ≤ n and set system A ∈ 2[n] define an operator on A

Li j(A,A) =
{

Li j(A), if Li j(A) 
∈ A,
A, otherwise.

Also set
Li j(A) = {Li j(A,A), A ∈ A}.

We say that the set systemA⊂ 2[n] is left-compressed ifA= Li j(A) for all 1≤ i <
j ≤ n. Let LI be the set of all left-compressed systems belonging to I. It is easy to
see (Exercise 3) that

M(n,k, t) = max
A∈LI(n,k,t)

|A|. (4)
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For arbitrary A ∈ 2[n] we denote by Ai, j, 1 ≤ i, j ≤ n the set obtained from A by
exchanging coordinates i, j. For a set system A ⊂ 2[n] and 1 ≤ i, j ≤ n we denote
by Ai, j the set system obtained from A by exchanging the coordinates i, j in every
A ∈A. Suppose thatA∈ LI(n,k, t) andA is not right-compressed. Let � < n be the
largest integer such that A is invariant under exchange operations in [0, �], that is,

A=Ai, j,1≤ i, j ≤ �, but A 
=Ai,�+1 for some 1≤ i≤ �. (5)

We set
A′ = {A ∈ A : Ai,�+1 
∈ A for some 1≤ i≤ �}. (6)

Lemma 4 The following relations are valid (Exercise 4):

(i) �+1 
∈ A for all A ∈ A′.
(ii) Let A ∈ A′ and j ∈ A, 1≤ j ≤ �, then A j,�+1 
∈ A.

(iii) Let A ∈ A′, A = B∪C, where B = A∩ [�], C = A∩ [�+1,n], then B′ ∪C ∈ A′
for every B′ ⊂ [1, �] with |B′|= |B|.

(iv) Let A ∈ A′ and D ∈ A\A′, then

|Ai,�+1∩D| ≥ t

for all 1≤ i≤ �.
(v) Let A1,A2 ∈A′, Bi = Ai∩ [�]; i = 1,2 and suppose that |B1|+ |B2| 
= �+ t, then
|A1∩A2| ≥ t +1.

Proposition 1 Let B ⊂ 2[n] be a set system, such that B = B̄ = {B̄ : B ∈ B}
and B̄ = [n]\B. Then every maximal intersecting B′ ⊂ B has cardinality |B|/2
(Exercise 4).

We will need the following key lemma.

Lemma 5 Let A⊂ LI(n,k, t), |A|= M(n,k, t), n > 2k− t and

n < (k− t +1)
(

2+
t−1

r

)
. (7)

Then Ai, j =A for all 1≤ i, j ≤ t +2r.

Proof. We can assume that t ≥ 2, because in the case t = 1 inequalities (7) and n >
2k− t are incomparable (r 
= 0). We suppose that the statement of the lemma is not
valid and come to a contradiction. Let � < t +2r be such thatAi, j =A, 1≤ i, j≤ �,
but A′ = {A ∈ A : Ai,�+1 
∈ A for some 1 ≤ i ≤ �} 
= /0. We will prove that in this
case under the assumption (7) there exists a B ∈ I(n,k, t) such that |B| > |A|, a
contradiction.

Let

A′ =
�⋃

i=1

A(i), A(i) = {A ∈ A′ : |A∩ [1, �] = i}.
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From Lemma 4 it follows that A(i) = /0 when 1 ≤ i < t. We will prove that all set
systems A(i) are empty. Suppose that A(i) 
= /0 for some i : t ≤ i≤ �. From (iii) of
Lemma 4 it follows that

|A(i)|=
(

�

i

)
|A∗(i)|, (8)

where
A∗(i) = {A∩ [�+2,n] : A ∈ A(i)}. (9)

From (i) of Lemma 4 it follows that �+ 1 
∈ A for all A ∈ A′. Also note that when
n = �+1, we have A∗(i) = { /0} and hence |A∗(i)|= 1. Let

B(i) = {B : |B∩ [1, �]|= i−1, �+1 ∈ B, B∩ [�+2,n] ∈ A∗(i)} .

Then by (ii) of Lemma 4

|B(i)|=
(

�

i−1

)
|A∗(i)|, B(i)∩A= /0. (10)

Similar to (8) and (10) we have

|A(�+ t− i)| =
(

�

�+ t− i

)
|A∗(�+ t− i)|, (11)

|B(�+ t− i)| =
(

�

�+ t− i−1

)
|A∗(�+ t− i)|. (12)

Next we consider two subcases: 1. i 
= �+ t− i and 2. i = �+ t− i.

Subcase 1. From (v) of Lemma 4 it follows:
For B ∈ B(i), A ∈ A( j) with i + j 
= �+ t we have |B∩A| ≥ t. Thus using this

inequality, from (iv) of Lemma 4 we obtain

H1 = ((A\A(�+ t− i))∩B(i)) ∈ I(n,k, t),
H2 = ((A\A(i))∩B(�+ t− i)) ∈ I(n,k, t).

Next we show that in this case

max{|H1|, |H2|}> |A|= M(n,k, t), (13)

which will be a contradiction. If the opposite to (13) is true, then from (8), (10)–(12)
the inequalities

(
�

i−1

)
|A∗(i)| ≤

(
�

�+ t− i

)
|A∗(�+ t− i)|, (14)

(
�

�+ t− i−1

)
|A∗(�+ t− i)| ≤

(
�

i

)
|A∗(i)|

follow. AsA(i) 
= /0, from the first inequality in (14) it follows thatA(�+ t− i) 
= /0.
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However, (14) yields the inequality

i(�+ t− i)≤ (�− i+1)(i+1− t),

which could not be true, because t ≥ 2, and hence

i > i+1− t, �+ t− i > �− i+1.

Thus A(i) = /0 for all i 
= �+ t− i.

Subcase 2. Here we have 2|(�+ t) and hence �+ 2 ≤ n. Therefore, if A
(

�+t
2

)

= /0,

then A∗
(

�+t
2

)

= /0.

We have ∣
∣
∣
∣A
(

�+ t
2

)∣∣
∣
∣=
(

�
�+t

2

)∣∣
∣
∣A
∗
(

�+ t
2

)∣∣
∣
∣

and any A ∈ A
(

�+t
2

)
can be written as A = B∪C with

B = (A∩ [1, �]) ∈
(

[�]
�+t

2

)
, C = (S∩ [�+2,n]) ∈ A∗

(
�+ t

2

)
,

where |C|= k− �+t
2 since �+1 
∈ A.

Using the pigeon-hole principle we establish the existence of an element in
[�+2,n] and D ⊂A∗

(
�+t

2

)
such that d ∈ D for all D ∈ D and

|D| ≥
∣
∣
∣
∣A
∗
(

�+ t
2

)∣∣
∣
∣

k− �+t
2

n− �−1
. (15)

We set

A1

(
�+ t

2

)
=
{

A ∈ A
(

�+ t
2

)
: (A∩ [�+2,n]) ∈ D

}
,

A2

(
�+ t

2

)
= A

(
�+ t

2

)
\A1

(
�+ t

2

)
.

Then

A
(

�+ t
2

)
=A1

(
�+ t

2

)
∪A2

(
�+ t

2

)
.

Also set

H=
(
A\A2

(
�+ t

2

))
∪G,

where

G =
{

B ∈
(

[n]
k

)
: (B∩ [1, �]) ∈

(
[�]

�+t
2 −1

)
, �+1 ∈ B,B∩ [�+2,n] ∈ D

}
.

From (ii) of Lemma 4 follows that G ∩A= /0. Also note thatH ∈ I(n,k, t).
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Next we show that under the conditions (1) and

� < t +2r, 2|(�+ t) (16)

the inequality
|H|> |A| (17)

is valid, which will be a contradiction to the assumption about maximality of A.
Note that from inequalities (16) the inequality

�≤ t +2r−2 (18)

follows. Since

|G|=
(

�
�+t

2 −1

)
|D|,

∣
∣
∣
∣A2

(
�+ t

2

)∣∣
∣
∣=
(

�
�+t

2

)(∣∣
∣
∣A
∗
(

�+ t
2

)∣∣
∣
∣−|D|

)
,

from (17) we get

(
�

�+t
2 −1

)
|D|>

(
�

�+t
2

)(∣∣
∣
∣
∣
A∗
(

�+ t
2

)∣∣
∣
∣
∣
−|D|

)

or (
�+1
�+t

2

)
|D|>

(
�

�+t
2

)∣∣
∣
∣
∣
A∗
(

�+ t
2

)∣∣
∣
∣
∣
.

From (15) it follows that for the validity of the last inequality it is sufficient to set

(
�+1
�+t

2

)
k− �+t

2
n− �−1

>

(
�

�+t
2

)
. (19)

Inequality (19) is equivalent to (k− t +1)
(

2+ 2(t−1)
�−t+2

)
> n. The validity of the last

inequality follows from (18) and assumption (7):

(k− t +1)
(

2+
2(t−1)
�− t +2

)
≥ (k− t +1)

(
2+

t−1
r

)
> n.

This proves Lemma 5. �

Proof of Theorem 3.
Case (ii): Suppose first that

(k− t +1)
(

2+
t−1
r +1

)
< n < (k− t +1)

(
2+

t−1
r

)
(20)

and A ∈ LI(n,k, t), |A| = M(n,k, t). From Lemma 5 it follows that A is in-
variant under the permutations of any positions in [1, t + 2r], hence k ≥ t + r.
Also it is easy to see that Ā is right-compressed, Ā ∈ I(n,n− k,n− 2k + t), and
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|A|= |Ā|= M(n,k, t) = M(n,n− k,n−2k + t). From (20) the inequalities

(k′ − t ′+1)
(

2+
t ′ −1
r′+1

)
< n < (k′ − t ′+1)

(
2+

t ′ −1
r′

)

follow, where k′ = n− k, t ′ = n−2k + t, and r′ = k− t− r ( t ′−1
r′ = ∞ when r′ = 0).

Now it is easy to see that Lemma 5 can be formulated for right-compressed sets
with obvious changes in the proof. This proof shows that Ā is invariant under the
permutations of the positions in [n− t ′ − 2r′+ 1,n] = [t + 2r + 1,n]. Hence such
invariance is also valid for A and [t + 2r + 1,n]. Since A is left-compressed and
n > 2k− t, we have

|A1∩A2∩ [1, t +2r]| ≥ t, A1,A2 ∈ A. (21)

But A is invariant under permutations of the positions from [1, t + 2r]. Thus the
unique maximal set A ∈ LI(n,k, t) is A= F(r).

Case (iii): n = (k− t + 1)
(
2+ t−1

r+1

)
. Similar to the previous case we consider the

complement set of A and using the same approach with one exception n = 2, k, t =
1, we derive an inequality similar to (21):

|A1∩A2∩ [1, t +2r +2]| ≥ t, A1,A2 ∈ A. (22)

Then (22) and Lemma 5 deliver two optimal sets: either A=F(r) orA=F(r +1)
and

|A|= |F(r)|= |F(r +1)|.
The answer in the case n = 2, k, t = 0 is obvious. The theorem is proved. Thus the
problem of finding a maximal t-intersecting family is completely solved.

Now we turn our attention to the uniqueness of the optimal families. In case (i)
one gets the optimal families by choosing from every set {A, Ā}, A ∈ A, exactly
one element. Up to permutations there is exactly one optimal family in case (ii) and
there are exactly two cases in case (iii). This we prove next.

We will need the following:

Lemma 6 SupposeA∈I(n,k, t) andA gets transformed by left shifting operations
into the set F(r) for some 0 ≤ r ≤ (n− t)/2. Then necessarily A is obtained from
F(r) by permutations of the elements, provided that

n ≥ 2k− t +2, for t ≥ 2,

n = 2k− t +1, for t ≥ 2 and k = t + r or k = t + r +1,

n ≥ 2k +1, for t = 1 and r = 0 or r = 1.

Proof. W.l.o.g. we assume that

Li j(A) = F(r). (23)

It is clear that if i, j ∈ [1, t +2r] or i, j 
∈ [1, t +2r], then A= F(r).
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Suppose now that i = t +2r and j = n. Let

A1 = {A ∈ A : j ∈ A, i 
∈ A, ((A\{ j})∪{i}) 
∈ A},
A2 = {A ∈ A : j 
∈ A, i ∈ A, ((A\{i})∪{ j}) 
∈ A}.

Clearly, if A1 = /0, then A= F(r) and if A2 = /0, then A is obtained from F(r) by
exchanging the coordinates i = t +2r and j = n. Suppose now that A1,A2 
= /0 and
let us show that in this case A 
∈ I(n,k, t). Consider

H=
{

H ∈
(

[n]\{i, j}
k−1

)
: |H ∩ [1, t +2r−1]|= t + r−1

}
.

Observe that from (23) it follows that, for any B ∈ A1 ∪A2, |B∩ [1, t + 2r− 1]| =
t + r− 1 holds. Moreover, from the same assumption (23) we have the following:
for every H ∈H either H ∪{ j} ∈ A1 or H ∪{i} ∈ A2.

Now we form a graph G = (V,E) as follows:

V =H, e(H1,H2) ∈ E iff
∣
∣
∣
∣H1∩H2

∣
∣
∣
∣= t−1.

One can easily verify that graph G is connected iff the conditions of the lemma hold.
Hence under these conditions, if A1 
= /0 and A2 
= /0, then there exist B1 ∈ A1 and
B2 ∈ A2 with |B1∩B2|= t−1, which contradicts A ∈ I(n,k, t). �

Now we are ready to prove the uniqueness of the optimal set system in the Com-
plete Intersection Theorem. Let n > 2k− t, A ∈ I(n,k, t), and |A| = M(n,k, t),
and after finitely many left shifting operations let A be transformed to the left-
compressed set system A′ ∈ LI(n,k, t), |A′|= M(n,k, t). We know that A′ = F(r)
for some r ∈ N∪ 0, where r is defined by the conditions of the theorem. It can be
easily verified that these r’s satisfy the conditions of the lemma and hence A is
obtained from F(r) by permutations of the elements. �

Now we consider the case when there is no restriction on the cardinality of a
set from the t-intersecting family. This case turns out to be much simpler than the
previous one. Denote

M(n, t) = max
A∈I(n,t)

|A|,

K(n, t) =
{

A ∈ 2[n] : |A| ≥ n+ t
2

}
=

n⋃

i= n+t
2

(
[n]
i

)
, i f 2|(n+ t).

Theorem 4 (Unrestricted Intersection Theorem (Katona 1964)) The following
identities hold:

M(n, t) =
{
|K(n, t)|, 2|(n+ t),
2|K(n−1, t)|, 2 
 |(n+ t). (24)
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Moreover, in the case 2|(n+ t), t > 1 the optimal family is unique, while in the case
2 
 |(n+ t), t > 1 it is unique up to permutations of the ground set [n].

Proof. We will give the simple proof of this theorem, which was presented in
[AK05]. It uses only shifting and induction. Consider only the case 2|(n + t), the
case 2 
 |(n + t) has a similar proof. For t = 1 and t = n the theorem is obviously
true M(n,1) = 2n−1, because if A ∈ A, then [n] \ A 
∈ A). We can assume, that
A ∈ LI(n, t). Let

A1 = {A ∈ A : 1 ∈ A},
A0 = A\A1,

A∗j = {A∩ [2,n] : A ∈ A j}, j = 0,1,

Then A∗1 ∈ I(n−1, t−1), A∗0 ∈ I(n−1, t +1).
We have by induction

|A| = |A∗0|+ |A∗1| ≤
n−1

∑
i= n+t

2 −1

(
n−1

i

)
+

n−1

∑
i= n+t

2

(
n−1

i

)

=
n

∑
i= n+t

2

(
n
i

)
.

The uniqueness of the family A for t > 1 also follows using induction. For t = 1 it
is delegated to Exercise 5. �

Lecture 2 The Diametric Problem for Vertices
in the Hamming Metric

Next we consider the diametric problem in the Hamming space Hn
q, which is the

space of n-tuples with elements from [0,q−1] endowed with the Hamming metric
dH(an,bn) = n−∑n

i=1 δai,bi . As we will see, the solution of this problem is closely
related to the t-intersection problem. The diametric problem is in some sense similar
to the intersection problem. In the case, when all n-tuples in the family have exactly
w nonzero symbols, these two problems coincide: if two n-tuples from the family
intersect in t positions, then the distance between them is 2(w−t). Next we consider
the nonrestrictive diametric problem: we find the maximal cardinality of a family of
n-tuples with prescribed diameter of this family. Note that in the binary case q = 2
this problem was solved a long time ago (formula (5) below). For an,bn ∈Hn

q denote

int(an,bn) =
∣
∣
∣
∣{ j : a j = b j}

∣
∣
∣
∣.

We call A⊂Hn
q a t−Hn

q intersecting family if for all an,bn ∈ A,

int(an,bn)≥ t.
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Let Iq(n, t) denote the set of all such families. Since

dH(an,bn) = n− int(an,bn),

we have that the diameter of a t−Hn
q intersecting familyA is not greater than n− t.

Hence the problem of finding a maximal t −Hn
q intersecting family is equivalent

to the problem of finding a maximal family with given diameter. Also note that the
notions of t−Hn

2 intersecting family and t-intersecting family in 2[n] are different.
We are interested in finding a formula for the volume of a maximal t−Hn

q inter-
secting family

Nq(n, t) = max
A∈Iq(n,t)

|A|. (1)

Let
B(an) = { j : a j = q−1}, (2)

K(i) =
{

an ∈Hn
q : |B(an)∩ [1, t +2i]| ≥ t + i

}
.

Clearly, K(i) ∈ Iq(n, t), i ∈ {0,1, . . . ,(n− t)/2}. Obviously K(i) has diameter n− t.
Indeed any two n-tuples already in the first t + 2i positions intersect in t positions.
The next theorem gives the complete solution of the diametric problem.

Theorem 5 (Ahlswede and Khachatrian 1998) For q ≥ 2, t > 1 or q = 2, t = 1
let r ∈ {0,1,2 . . .} be the largest integer such that

t +2r < min
{

n+1, t +2
t−1
q−2

}
. (3)

Then Nq(n, t) = |K(r)|. We set here (t−1)/(q−2) = ∞ if q = 2. Also we have

Nq(n,1) = |K(0)|= qn−1. (4)

Uniqueness properties are delegated to the Exercises. In the case q = 2, this theorem
was proved by Kleitman [K66a] and we write the explicit solution in that case

N2(n, t) =

{
∑

n−t
2

i=0

(n
i

)
, 2|(n− t),

2∑
n−t−1

2
i=0

(n−1
i

)
, 2 
 |(n− t).

(5)

This equality can be proved using the same arguments as in the proof of Theorem 4
(Exercise 7). We will use this equality later when we demonstrate the solution of the
diametric problem in the Taxi metric. For q > 2 and small values of n, Frankl and
Füredi [FF80] proved Nq(n, t) = qn−t iff t ≤ q− 1 or t = n,n− 1. A generalization
to q≥ 2 was proved in [M82].

Exercise 8 asks the reader to prove equality (4) directly. A natural candidate for
the solution of the diametric problem in the case of arbitrary t is

Nq(n, t) = qn−t . (6)
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The maximal family Bq(n, t) in this case can be chosen to be

Bq(n, t) = {B = (q1, . . . ,qn) ∈Hn
q : (q1, . . . ,qt) = (a1, . . . ,at)}

for some (a1, . . . ,at), ai ∈ [q]. However, as it follows from Theorem 5, this is not
true in the general case. Before in [FF80] it was proved that this is true when t ≥ 15
and n≤ t +1 or q≥ t +1.

Also it is interesting to mention one more particular case when

n≤ t +1+ log t/ log(q−1).

In this case

Nq(n, t) =
∣
∣
∣
∣K
(⌊

n− t
2

⌋)∣∣
∣
∣.

Proof of the Theorem. One can see that the definitions of the families F(i) and K(i)
are quite similar. This gives the hint that the proofs of this theorem and Theorem 3
should also have common features. The reader will find in the proof of Theorem 5
a lot of technique from the proof of the Complete Intersection Theorem. Note that
in the case t = 1,q > 2 inequality (3) is not satisfied for r = 0,1, . . . . It can be
easily seen by following the beginning of the next proof that in this case Nq(n,1) =
|K(0)| = qn−1 (see also Exercise 7). The uniqueness of the optimal configuration
in this case up to permutations of the components and elements of the alphabet
first was proved in [L79a]. In the case t = 1, q = 2 there are many possibilities of
the choice of the optimal configuration (see Exercise 6). Exercises 7 and 9 ask to
establish the uniqueness of the optimal configuration in other cases.

Now we turn to the proof of the theorem.
For A⊂Hn

q, an ∈ A, and j ∈ {1,2, . . . ,n}, i ∈ {0,1, . . . ,q−1} we define

Tji(an) =
{

bn = (a1,a2, . . . ,a j−1,q−1,a j+1, . . . ,an), bn 
∈ A and a j = i,
an, otherwise.

Also we put
Tji(A) =

{
Tji(an) : an ∈ A

}
.

We say that the set A⊂Hn
q is canonical if

Tji(A) =A

for all j = 1,2, . . . ,n and i = 0,1, . . . ,q−1. It is easy to see that by a finite number of
operations Tji every set A becomes canonical. Also, each transformation Tji keeps
the cardinality and the t−Hn

q-intersection property unchanged, that is, |Tji(A)| =
|A| and A ∈ Iq(n, t)⇒ Tji(A) ∈ Iq(n, t).

Hence
Nq(n, t) = max

A∈CIq(n,t)
|A|, (7)

where CIq(n, t)⊂ Iq(n, t) is the set of canonical families in Iq(n, t).
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With each system A∈CIq(n, t) we associate the “image” B(A) = {B(an) : an ∈
A}, where B(an) is defined in (2). It is not difficult to see that if A ∈CIq(n, t), then

B(A) ∈ I(n, t). (8)

�

Directly from the definition follows (Exercise 10)

Proposition 2 Let A ∈ CIq(n, t) be maximal: |A| = Nq(n, t) and let B(A) be the
image of A. Then

(i) B(A) is an upset.
(ii)

|A|= ∑
B∈B(A)

(q−1)n−|B| =
n

∑
i=0

g(i)(q−1)n−i,

where

g(i) =

∣
∣
∣
∣
∣
B(A)∩

(
[n]
i

)∣∣
∣
∣
∣
.

Denote by LCIq(n, t)⊂CIq(n, t) the set of all systemsA from CIq(n, t) with B(A)∈
LI(n, t). From the definitions it follows that

Nq(n, t) = max
A∈LCIq(n,t)

|A|. (9)

For E ∈ 2[n] denote

V(E) =
{

an ∈Hn
q : B(an) ∈ U(E)

}
. (10)

Here U(E) is the upset with one minimal set E. Obviously

|V(E)|= qn−|E|. (11)

For E ⊂ 2[n] we put
V(E) =

⋃

E∈E
V(E).

We call A a q-upset, if
A= V(B(A)).

For E = {e1,e2, . . . ,e|E|} ∈ 2[n], e1 < e2 < .. . < e|E| we set s+(E) = e|E| and for
E ⊂ 2[n] we set

s+(E) = max
E∈E

s+(E).

The next results follow from the definitions.

Proposition 3 Let A ∈ LCIq(n, t) be a q-upset and B(A) be the image of A. Let
M(A) be the set of minimal elements of B(A) (in the sense of set inclusion). Then
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A is a disjoint union
A=

⋃

E∈M(A)

D(E),

where

D(E) =
{

an = (a1,a2, . . . ,an) ∈Hn
q : B(an)∩ [1,s+(E)] = E

}
. (12)

Proposition 4 Let A ∈ LCIq(n, t) be a q-upset. For E ∈M(A) such that s+(E) =
s+(M(A)), denote

AE = V(E)\V(M(A)\E).

This is the set of elements from A which are generated only by E.
Then

AE = D(E)

and
|AE |= (q−1)s+(E)−|E|qn−s+(E). (13)

Proposition 5 Let A ∈ LCIq(n, t) be a q-upset and let E1,E2 ∈ M(A) have the
properties i 
∈ E1∪E2, j ∈ E1∩E2 for some i, j ∈ [n], i < j. Then

|E1∩E2| ≥ t +1.

We need the following key result.

Lemma 7 For q > 2 and A ∈ LCIq(n, t) with |A| = Nq(n, t) for some r ∈
{0,1,2, . . .} we have

s+(M(A)) = t +2r ≤ t +
2(t−1)

q−2
. (14)

If (t − 1)/(q− 2) is a positive integer, then there exists an A′ ∈ LCIq(n, t) with
|A′|= Nq(n, t) such that for some r′ ∈ {0,1,2, . . .}

s+(M(A′)) = t +2r′ < t +
2(t−1)

q−2
. (15)

Proof. First we prove (14). Suppose the opposite is true:

s+(M(A)) = � > t +
2(t−1)

q−2
(16)

or 2 
 |(�− t) and

�≤ t +
2(t−1)

q−2
. (17)

Let us show that in this case there exists A′ ∈ Iq(n, t) such that |A′| > |A|. The
proof of this fact is quite similar to the proof of the t-intersection theorem and we
frequently refer to it. Consider the partition
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M(A) =M0(A)∪M1(A),

where
M0(A) = {E ∈M(A) : s+(E) = s+(M(A)) = �}

and
M1(A) =M(A)\M0(A).

Note that for E1 ∈M0(A) and E2 ∈M1(A) we have

|(E1 \{�})∩E2| ≥ t.

Similar to Lemma 4 (v), using Proposition 5, it can be proved (Exercise 11) that if
E1,E2 ∈M0(A) and |E1∩E2|= t, then

|E1|+ |E2|= �+ t. (18)

Like in the proof of the t-intersection theorem, we consider the partition

M0(A) =
⋃

i

R(i),

whereR(i) =M0(A)∩
([n]

i

)
and

R′(i) = {E ⊂ [1, �−1] : E ∪{�} ∈ R(i)} .

Now we prove that allR(i) are empty. Suppose that for some i, R(i) 
= /0. Note that
from (18) it follows that if E ′1 ∈R′(i), E ′2 ∈R′( j), and i+ j 
= �+ t, then

|E ′1∩E ′2| ≥ t. (19)

As before, we consider two cases: a. i 
= (�+ t)/2 and b. i = (�+ t)/2.

Case a. According to (19) the two sets

F1 =M1(A)∪ (M0(A)\ (R(i)∪R(�+ t− i)))∪R′(i),
F2 =M1(A)∪ (M0(A)\ (R(i)∪R(�+ t− i)))∪R′(�+ t− i),

have the property F1, F2 ∈ I(n, t) and hence Ai = V(Fi) ∈ Iq(n, t), i = 1,2. We
show that under the assumptionR(i) 
= /0 we have

max{|A1|, |A2|}> |A|, (20)

which will be a contradiction to the maximality of A.
From the definitions of F1 andR(i) it follows that

A\A1 =
⋃

E∈R(�+t−i)

D(E),
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and from Proposition 4 we have

|A\A1|= |R(�+ t− i)|(q−1)i−tqn−�. (21)

Now we estimate the value |A1 \A|. Let E1 ∈R′(i). Then, denote

D′(E1) =
{

an ∈Hn
q : B(an)∩ [�] = E1

}
. (22)

We have
D′(E1) ∈ A1 \A. (23)

Since
|D′(E1)|= (q−1)�−i+1qn−�

and
D′(E1)∩D′(E2) = /0, E1,E2 ∈R(i), E1 
= E2

we obtain
|A1 \A| ≥ |R(i)|(q−1)�−i+1qn−�. (24)

In a similar way we show that

|A\A2| = |R(i)|(q−1)�−iqn−�, (25)
|A2 \A| ≥ |R(�+ t− i)|(q−1)i−t+1qn−�. (26)

It is left to the reader to show that even more, (24) and (26) are equalities!
From (21), (24), (25), and (26) follows that if (20) is not true, then

|R(i)|(q−1)�−i+1 ≤ |R(�+ t− i)|(q−1)i−t ,

|R(�+ t− i)|(q−1)i−t+1 ≤ |R(i)|(q−1)�−i.

IfR(i) 
= /0 and q > 2, these inequalities are inconsistent. This implies thatR(i) = /0
for all i 
= (� + t)/2. In particular, we prove that if R(i) 
= /0, then 2|(� + t) and
i = �+t

2 .

Case b. By the pigeon-hole principle there exists an i ∈ [1, �−1] and a G ⊂R′
( t+�

2

)

such that i 
∈ E for all E ∈ G and

|G| ≥ �− t
2(�−1)

∣
∣
∣
∣
∣
R′
(

�+ t
2

)∣∣
∣
∣
∣
. (27)

As |E1∩E2| ≥ t, E1,E2 ∈ G, andR(i) = /0, i 
= (�+ t)/2, we have

F′ =
(
M(A)\R

(
�+ t

2

))
∪G ∈ I(n, t).

Thus
V(F′) ∈ Iq(n, t).
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Next we show that under the condition (14),

|V(F′)|> |A|, (28)

which is a contradiction to the maximality of A. Consider the partition

A= V(M(A)) = D1∪D2,

where

D1 = V
(
M(A)\R

(
�+ t

2

))
,

D2 = V
(
R
(

�+ t
2

))
\V
(
M(A)\R

(
�+ t

2

))
,

and
V(F′) = D1∪D3,

where
D3 = V(G)\V

(
M(A)\R

(
�+ t

2

))
.

Inequality (28) is equivalent to the inequality

|D3|> |D2|. (29)

From Proposition 4 we have

|D2|=
∣
∣
∣
∣R
(

�+ t
2

)∣∣
∣
∣(q−1)(�−t)/2qn−�. (30)

Let E ∈ G, E ⊂ [�−1], and |E|= (�+ t)/2−1. Denote

C(E) =
{

an ∈Hn
q : B(an)∩ [�−1] = E

}
.

Then C(E)⊂ D3 and we have the partition

D3 =
⋃

E∈G
C(E)

and hence
|D3|= |G|(q−1)(�−t)/2qn−�+1. (31)

Using inequality (27), from (29), (30), and (31) we get that the following inequality
is sufficient for (28) to hold:

�− t
2(�−1)

∣
∣
∣
∣R
(

�+ t
2

)∣∣
∣
∣
∣
(q−1)(�−t)/2qn−�+1

>

∣
∣
∣
∣
∣
R
(

�+ t
2

)∣∣
∣
∣
∣
(q−1)(�−t)/2qn−�.

From inequality (16) it follows that the last inequality is true (R
(

�+t
2

)

= /0).

Hence assumption (16) is false and the first part of Lemma 7 is proved.
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To prove the second part of the lemma, suppose that (t−1)/(q−2) is a positive
integer and

s+(M(A)) = � = t +2
t−1
q−2

. (32)

We have already proved that for all E ∈ M(A) with s+(E) = � we have |E| =
(�+ t)/2. One can repeat the proof of Case b and show that instead of (28) under
assumption (32) we have the inequality |V(F′)| ≥ |A|. This completes the proof of
the lemma. �

In the proof of Theorem 5 we use a lemma that allows to reduce the problem to
another one, which we have already solved with Theorem 3. Let S⊂ 22[m]

and

H(S,βt , . . . ,βm) = max
L∈S

m

∑
i=t
|L(i)|βi, (33)

where L(i) = L∩
([m]

i

)
, t ≤ m, L ⊂ 2[m], and βt ,βt+1, . . . ,βm ∈ R+. Suppose that

for some S⊂ 22[m]
there is an L∗ ∈ S such that for some r ∈ {1,2, . . .}, L∗(i) = /0 for

t ≤ i < t + r and |L∗(i)| ≥ |L(i)| for t + r ≤ i≤ m and all L ∈ S.

Lemma 8 Let βt ,βt+1, . . . ,βm ∈ R+ and

L∗ = argmax
L∈S

m

∑
i=t
|L(i)|βi

have the properties described above. Then, for any γt , . . . ,γm ∈ R+ such that

βi

βi+1
≥ γi
γi+1

, i = t, . . . ,m−1, (34)

it holds

L∗ = argmax
L∈S

m

∑
i=t
|L(i)|γi.

Proof. W.l.o.g. we can assume that βm = γm = 1. We introduce the numbers
βt , . . . ,βm and γt , . . . ,γm in the form

βm = 1, γm = 1;
βm−1 = δm−1, γm−1 = εm−1;

βm−2 = δm−1δm−2, γm−2 = εm−1εm−2,

...
...

βi = δm−1δm−2 . . .δi, γi = εm−1εm−2 . . .εi;
...

...
βt = δm−1δm−2 . . .δt , γt = εm−1εm−2 . . .εt .
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We have
δi ≥ εi, i = 1, . . . ,m−1. (35)

Let � ∈ {1,2, . . .} be the largest integer such that δi = εi, i≥ m− �+1.
Introduce the positive numbers β ′t , . . . ,β ′m satisfying β ′m = βm, . . . ,β ′m−�+1 =

βm−�+1 and β ′i = βiεm−�/δm−�, t ≤ i≤ m− �.
If m− �+1≤ t + r, then

m

∑
i=t
|L∗(i)|β ′i =

m

∑
i=t
|L∗(i)|βi ≥

m

∑
i=t
|L(i)|βi ≥

m

∑
i=t
|L(i)|β ′i .

If m− �+1 > t + r, then the inequality

m

∑
i=1
|L∗(i)|β ′i ≥

m

∑
i=1
|L(i)|β ′i (36)

is equivalent to

m

∑
i=m−�+1

|L∗(i)|βi +
m−�

∑
i=t+r

|L∗(i)|βiεm−�

δn−�

≥
m

∑
i=m−�+1

|L(i)|βi +
m−�

∑
i=t
|L(i)|βiεm−�

δm−�
,

or

(δm−�− εm−�)
m

∑
i=m−�+1

(|L∗(i)|− |L(i)|)βi

+ εm−�

(
m

∑
i=t
|L∗(i)|βi−

m

∑
i=t
|L(i)|βi

)

≥ 0.

The last inequality is true since δm−� > εm−� and |L∗(i)| ≥ |L(i)| for i≥m−�+1 >
t +r. Continuing this transformation we obtain step by step the coefficients γt , . . . ,γm
and this proves Lemma 8. �

Now we are ready to prove Theorem 5. It is convenient now to denote the Ham-
ming ball in the space of binary sequences of length t + 2r, which has radius r and
is centered at [t +2r] by

D(r, t) =
{

D ∈ 2[t+2r] : |D| ≥ t + r
}

.

Let

D(i) =D(r, t)∩
(

[t +2r]
i

)
.
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We have |D(i)|= 0, i < t + r, and |D(i)|=
(t+2r

i

)
, i≥ t + r. Also note that D(r, t) ∈

I(t +2r, t). It is easy to show that the following relations are valid:

|F(r)| =
r

∑
j=0

(
2r + t

t + r + j

)(
n−2r− t

k− t− r− j

)

=
t+2r

∑
i=0
|D(i)|

(
n−2r− t

k− i

)
,

|K(r)| =
r

∑
j=0

(
2r + t

t + r + j

)
(q−1)r− jqn−2r−t

= qn−2r−t
t+2r

∑
j=0
|D(i)|(q−1)2r+t−i.

We can reformulate Theorem 3 as follows. Let for some r = {0,1,2, . . .}

(k− t +1)
(

2+
t−1
r +1

)
< m0 < (k− t +1)

(
2+

t−1
r

)
, (37)

and for i≥ t

γi =
(

m0−2r− t
k− i

)
. (38)

Then

D(r, t) = arg max
M∈I(2r+t,t)

t+2r

∑
i=t
|M(i)|γi,

whereM(i) =M∩
([t+2r]

i

)
.

When q≥ 2, t > 1 or q = 2, t = 1, let us choose r ∈ {0,1,2, . . .} such that

t +2r < min
{

n+1, t +
2(t−1)

q−2

}
(39)

and

Nq(n, t) = max
M∈I(t+2r,t)

t+2r

∑
i=t
|M(i)|(q−1)t+2r−iqn−t−2r

= qn−t−2r max
M∈I(t+2r,t)

t+2r

∑
i=t
|M(i)|(q−1)t+2r−i. (40)

The possibility of such a choice follows from Lemma 7. Next we apply Lemma 8
for m = t +2r, S = I(t +2r, t)⊂ 22[t+2r]

, γi =
(m0−2r−t

k−i

)
, i = t, t +1, . . . , t +2r, where

m0 satisfies (37) and βi = (q−1)t+2r−i. Also, we take L∗ =D(r, t) ∈ I(1+2r, t). It
is easy to see that D(r, t) enjoys the properties from Lemma 8 for the set L∗.

Now it remains to make a proper choice of the parameters k and m0. We will show
for given r satisfying (39), the existence of m0 from the interval (37) with condition
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γi
γi+1

≥ q−1 =
βi

βi+1
, i = t, . . . , t +2r−1 (41)

from Lemma 8 holding. Therefore

k ≥ t +2r, (42)
m0 ≥ q(k− t)+ t +2r−1. (43)

It remains to prove that there exists k ∈ {1,2, . . .} such that the system
{

(k− t +1)
(
2+ t−1

r+1

)
< m0 < (k− t +1)

(
2+ t−1

r

)
,

q(k− t)+2r + t−1≤ m0
(44)

has a solution m0 ∈ {1,2, . . .} and

k ≥ t +2r, r <
t−1
q−2

. (45)

We rewrite the system (44) in a way to get the following conditions on k:
{

rm0
2r+t−1 + t−1 < k < (r+1)m0

2r+t+1 + t−1,

k ≤ m0
q −

2r+t−1
q + t .

(46)

To be able to choose an integer k satisfying the first inequality, it is enough to satisfy
the inequality

rm0

2r + t−1
+ t−1 <

(r +1)m0

2r + t +1
+ t−2,

or

m0 >
(2r + t +1)(2r + t−1)

t−1
. (47)

Consider now the second inequality from (46). For this we impose the condition

rm0

2r + t−1
+ t−1 <

m0

q
− 2r + t−1

q
+ t−1

or, since r < (t−1)/(q−2), we have

m0 >
(2r + t−1)2

2r + t−qr−1
. (48)

We also impose the condition

2r + t <
m0

2r + t−1
+ t−1,

or

m0 >
(2r +1)(2r + t−1)

r
. (49)
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Finally, we choose m0 that satisfies (47)–(49) and take k to be the smallest integer
such that k > rm0/(2r + t− 1)+ t− 1. For such a choice of m0,k inequalities (41)
hold and hence we can apply Lemma 8. Thus we get

Nq(n, t) = |K(r)|= αn−2r−t
t+2r

∑
i=0
|D(i)|(q−1)2r+t−i. (50)

It is easy to show that the maximum of the RHS of (50) is achieved when r is the
maximal number that satisfies (39). This completes the proof of Theorem 5 in the
case q≥ 2, t > 1 and q = 2, t = 1. When q > 2, t = 1 we derive r = 0 from Lemma 7
and the theorem follows trivially. �

Lecture 3 The Diametric Problem for Vertices
in the Taxi Metric

Now we turn to a problem that has considerably different methods of proof. How-
ever, there are several connections with the previous material. First of all we once
more deal with the diametric problem, but in the Taxi metric (definitions will come
next). In the case of binary n-tuples this metric coincides with the Hamming metric
and Kleitman’s result (5) gives the solution for both metrics.

Consider the diametric problem in a space, which is a direct product of paths.
This problem is in some sense easier than its q-ary Hamming space counterpart (the
direct product of the complete graphs of given size) and has been solved before the
latter one. The metric in the space, which is a direct product of paths, is called the
Taxi metric. In other words, we consider the space T n of sequences xn = (x1, . . . ,xn)
with components xi ∈Xi, where the nodes Xi =

{
x1, . . . ,x|Xi|

}
are nodes of the path

x1− x2− . . .− xXi , |xi− x j|= |i− j| and the distance between n-tuples is

∆(xn,yn) =
n

∑
i=1
|xi− yi|.

In the case |Xi|> 2, the structure and the solution of the diametric problem becomes
much more difficult in comparison with the binary case. Next we come to the for-
mulation of the problem and the results. For any subset A⊂ X n, the diameter D(A)
and the radius R(A) are defined as usual:

D(A) = max
xn,yn∈A

∆(xn,yn),

R(A) = min
xn∈A

max
yn∈A

∆(xn,yn).

We are interested in determining the quantity

C(d,n) = max{|A| : D(A)≤ d}.
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We show how to completely solve this problem in some important cases, namely
when all |Xi| are odd or all |Xi| are even. In the solution of the diametric problem
when all |Xi| are odd and all |Xi| are even, quite different approaches are used. But
note that in both cases the maximal set of diameter d is the ball of radius d/2. It
is interesting that the center of the ball in the case of all even |Xi| is not a point in
∏n

i=1Xi but some point with coordinates in the intervals [minx∈Xi x,maxx∈Xi x].
Note the important (probably the main) conclusion here that in all cases the max-

imal set is a ball in L1-metric of radius d/2 with some specified center, which can
vary in different cases.

We start with the case when all |Xi| are odd. For convenience we write the alpha-
bets in the form

Xi = {−qi, . . . ,−1,0,1, . . . ,qi}, |Xi|= 2qi +1,

denote qn = (q1, . . . ,qn), and define for convenience the qn-space by B = X n =
X1×·· ·×Xn. Let

B(0n,r) = {xn ∈ B : ||xn|| ≤ r}
be the Taxi ball of radius r with the center in the origin (here ||xn|| = ∑i |xi|). De-
note N(r,n) = |B(0n,r)|. The next two theorems give the solution of the diametric
problem in Taxi metric when all |Xi| are odd. The first theorem gives the solution
for even diameter, and the next one for odd diameter of the set.

Theorem 6 (Ahlswede, Cai, and Zhang 1992) C(2r,n) = N(r,n), if all |Xi| are
odd.

Proof. We define the order <c on Xi by arranging its elements in the form
0,1,−1, . . . and the order ≤c on B by setting xn ≤ yn iff xi ≤c yi for i = 1, . . . ,n. By
means of this order we introduce the “pushing to the center operator” P as follows:
for any set A⊂ B and any xn

j = (x1, . . . ,x j−1,x j+1, . . . ,xn) ∈∏1≤i
= j≤nXi we set

A(xn
j) = {(z1, . . . ,zn) ∈ A : zi = xi f or i 
= j},

let PjA(xn
j) = {(x1, . . . ,x j−1,x,x j+1, . . . ,xn) : x be one of the |A(xn

j)| c-smallest ele-
ments in X j} and also let Pj(A) =

⋃
xn PjA(xn

j).
If PjA = A for all j, then we say that A is a c-downset. It is easy to verify that

every A⊂ B can be pushed into a c-downset A′ such that

|A| = |A′|,
D(A) ≥ D(A′).

One easily verifies the fact (I) that ||xn|| − ||yn|| = 0 (mod 2) implies ∆(xn,yn) =
0 (mod 2).

We proceed with the proof of the theorem by induction on n. The case n = 1
being trivial, let now qn = q1qn−1 and let A⊂ B satisfy D(A)≤ 2r. We can assume
that A is a c-downset. Therefore, we have for u >c v

Au ⊂ Av
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if Au = {xn−1 : uxn−1 ∈ A}, and for every nonnegative integer θ ≤ q1 we have
A−θ ⊂ Aθ . Consider now the sets

A0
θ = {xn−1 : ||xn−1|| is odd, xn−1 ∈ Aθ \A−θ},

Ae
θ = {xn−1 : ||xn−1|| is even, xn−1 ∈ Aθ \A−θ}

and define
A∗−θ = A−θ ∪A0

θ , A∗θ = Aθ \A0
θ = A−θ ∪Ae

θ .

We then have

D(A∗−θ ) = max{D(A−θ ),D(A0
θ ),D(A−θ ,A0

θ )}, (1)

where we define
D(U,V ) = max

u∈U, v∈V
∆(u,v).

We shall show next that
D(A∗−θ )≤ 2(r−θ). (2)

For this, notice that for an−1,bn−1 ∈ A−θ ⊂ Aθ and xn−1,yn−1 ∈ A0
θ the following

sequences are in the set A :

(−θ)an−1, (−θ)bn−1, θan−1, θbn−1, θxn−1, θyn−1, (−θ+1)xn−1, (−θ+1)yn−1.

From the fact D(A)≤ 2r we obtain therefore the inequalities

∆(an−1,bn−1), ∆(an−1,xn−1)≤ 2(r−θ), (3)
∆(xn−1,yn−1) ≤ 2(r−θ)+1.

However, since ||xn−1|| and ||yn−1|| are odd, by (I), ∆(xn−1,yn−1) must be even. This
shows that actually

∆(xn−1,yn−1)≤ 2(r−θ).

This inequality together with (1) and (3) implies (2).
Similarly one can prove that

D(A∗θ )≤ 2(r−θ).

By the induction hypothesis we conclude our proof with

|A|=
q1

∑
u=−q1

|Au|=
q1

∑
u=−q1

|A∗u| ≤
q1

∑
u=−q1

N(r−|u|,qn−1) = N(r,qn).

�

We address now the case of an odd diameter. Again we present a complete solu-
tion for spaces with odd |Xi|.
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For this, we introduce the ball S∗(r,n) in L1-metric with the center in
(1/2,0, . . . ,0). For d = 2r +1 and qn = qn−1qn with q1 ≥ qi, i = 2, . . . ,n we set

S∗(r,n) = {xn : x1 ≤ 0, ||xn|| ≤ r, or x1 > 0, ||xn|| ≤ r +1}.

Clearly
D(S∗(r,n)) = d.

Theorem 7 (Ahlswede, Cai, and Zhang 1992) If we assume w.l.o.g. q1 ≥ qi for
i = 2, . . . ,n, then we have C(2r + 1,n) = |S∗(r,n)| for d = 2r + 1, when all |Xi|
are odd.

For an,bn ∈ B denote

∆(an,bn) = max{∆(a′n,b′n) : a′n ≤c an, b′n ≤c bn}.

We introduce a metric ∆∗ : B×B→ R+ by

∆∗(an,bn) =
{
∆(an,bn), an 
= bn,
0, an = bn,

and the diameter
D∗(A) = max{∆∗(an,bn) : an,bn ∈ A}.

The following result can easily be verified.

Proposition 6 (i) ∆∗(an,bn) = ||an||+ ||bn||− |{i : ai > 0, bi > 0}| if an 
= bn,
(ii) ∆∗ is a metric,

(iii) D∗(Mc(A)) = D(A) for a c-downset A⊂B, where Mc(A) is the set of c-maximal
elements in A.

We assume that q1 ≥ . . . ≥ qn. The operator below is based on the mapping ϕ :
Xn−1×Xn →Xn−1×Xn defined by

ϕ(x,y) =

⎧
⎪⎪⎨

⎪⎪⎩

(−x,−y), x < 0,y > 0
(−x+1,−y), x > 0,y > 0
(y,0), x = 0,y > 0
(x,y), otherwise.

We will use this function to define for any A⊂ B a mapping φ : A→B by

φ(an) =
{

an, if an > 0, an−2ϕ(an−1,an) ∈ A,
an−2ϕ(an−1,an), otherwise.

We also write φ(A) = {φ(an) : an ∈ A}.
For any set B ⊂ B we introduce the associated c-downset Dc(B) = {xn : ∃bn ∈

B such that xn ≤c bn}. Now we define an operator Q by putting

Q(A) =Dc(φ(A)).
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Clearly
|Q(A)| ≥ |φ(A)|= |A|.

We summarize some properties that follow immediately from the definitions.

Proposition 7 For any set A⊂ B
(i) Mc(Q(A)) = Mc(φ(A))⊂ φ(A)⊂ Q(A),

(ii) an−2an−1an ∈ φ(A) implies an−2ϕ(an−1,an) ∈ φ(A).

We need the following:

Lemma 9 For a c-downset A, D(Q(A))≤ D(A).

Proof. By (iii) in Proposition 6,

D(Q(A)) = D∗(Mc(Q(A)) = D∗(Mc(φ(A)))≤ D∗(φ(A))

and, since A is a c-downset, also

D(A) = D∗(A).

It suffices therefore to show that D∗(φ(A))≤ D∗(A) or that

∆∗(φ(an),φ(bn))≤ D∗(A) (4)

for all an,bn ∈ A. In the case φ(an) = an, φ(bn) = bn, which includes the case
an ≤ 0, bn ≤ 0, this is of course true.

In the case an ≤ 0, bn > 0 we notice that φ does not increase || · || and only in
the case when bn−1 > 0, φ may decrease |{i : ai > 0, bi > 0}|, but by at most 1.
Furthermore, in the case bn−1 > 0, bn > 0 we have ||φ(bn)||= ||bn||−1. Therefore,
by (i) in Proposition 6, we obtain

∆∗(φ(an),φ(bn))≤ ∆∗(an,bn)

and thus (4).
The case an > 0,bn ≤ 0 being symmetrically the same, we are left with the case

an > 0, bn > 0, and (again by symmetry) φ(bn) 
= bn. We divide this into two sub-
cases:

1. φ(an) 
= an. We establish (4) by proving ∆∗(φ(an),φ(bn)) = ∆∗(an,bn). To
prove it one should verify that ∆∗(an,bn)−∆(an−2,bn−2) and ∆∗(φ(an),φ(bn))−
∆(an−2,bn−2) are equal.

2. φ(an) = an. Here necessarily ãn = an−2ϕ(an−1,an) ∈ A. We can easily
prove that ∆∗(φ(an),φ(bn)) = ∆∗(ãn,bn) by verifying the validity of the equality
∆∗(ãn,bn)−∆(an−2,bn−2) = ∆∗(φ(an,bn))−∆(an−2,bn−2). �

Now we are able to prove Theorem 7. As before, we proceed by induction on n.
The case n = 1 is clear. By Proposition 7 and Lemma 9 we can assume that A is a
c-downset with the property

an = an−2an−1an ∈Mc(A), (5)
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which implies
an−2ϕ(an−1,an) ∈ A.

Let Ax = {xn−1 : xn−1x ∈ A} and consider for θ > 0 the sets

A+
θ = {xn−2xn−1 ∈ Aθ \A−θ : xn−1 > 0}

A−θ = {xn−2xn−1 ∈ Aθ \A−θ : xn−1 ≤ 0}
A∗θ = Aθ \A−θ = A−θ ∪A+

θ
A∗−θ = A−θ ∪A−θ , A∗0 = A0.

Since A is a c-downset, we have Aθ ⊃ A−θ . Therefore, for an−1,bn−1 ∈ A−θ ⊂ Aθ
and xn−1 ∈ Aθ we also have an−1(−θ), bn−1θ , xn−1θ ∈ A and thus

∆(an−1,bn−1), ∆(an−1,xn−1)≤ d−2θ

and
D(A−θ ),D(A−θ ,A−θ ),D(A−θ ,A+

−θ )≤ d−2θ . (6)
Now we are going to prove that also

D(A−θ ) = D∗(Mc(A−θ ))≤ d−2θ (7)
D(A+

θ ) = D∗(Mc(A+
θ ))≤ d−2θ . (8)

Suppose (7) is not true, then for some an−1,bn−1 ∈Mc(A−θ )

∆∗(an−1,bn−1) > d−2θ . (9)

Since an−1 
∈ A−θ and an−1θ ∈Mc(A), we have an−2ϕ(an−1,θ) ∈ A by (5). More-
over, since an−1 ≤ 0 and θ > 0, by our definitions

ϕ(an−1,θ) =
{

(−an−1,−θ), an−1 < 0,
(θ ,0), an−1 = 0.

Thus, noticing that θ > 0 and bn−1 ≤ 0, we can conclude that

d ≥ D(A)≥ ∆∗(an−2ϕ(an−1,θ),bn−1θ) = ∆(an−2,bn−2)
+ |an−1|+ |bn−1|+2θ = ∆∗(an−1,bn−1)+2θ > d.

This contradiction proves (7).
Now suppose that (8) is not true, that is, for some an−1,bn−1 ∈Mc(A+

θ ) (9) holds.
By the reasoning given before an−2ϕ(an−1,θ) ∈ A. Now ϕ(an−1,θ) = (−(an−1−
1),−θ), because an−1 > 0 and θ > 0 in this case. We arrive again at a contradiction

d ≥ D(A)≥ ∆∗(an−2ϕ(an−1,θ),bn−1θ)
= ∆(an−2,bn−2)+∆(ϕ(an−1,θ),bn−1θ)
= ∆(an−2,bn−2)+ |an−1|+ |bn−1|+2θ −1
= ∆∗(an−1,bn−1)+2θ > d.
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So (8) holds. From (6), (7), and (8) we conclude that

D(A∗�)≤ d−2|�|

for all � and by the induction hypothesis

|A∗� | ≤ |S∗ (r−|�|,n) |.

Note that A∗� = /0 when |�|> r, and S∗(z,n) = /0 when z < 0. Therefore,

|A| ≤
qn

∑
�=−qn

|S∗ (r−|�|,n) |= |S∗ (r,n) |.

This completes the proof of Theorem 7. �

Now we consider the diametric problem in the case, when all |Xi| are even. As
we have already mentioned, the proof that some ball of radius d/2 is a maximal set
of diameter d in this case is quite different.

First of all, we prove that in this case a maximal set of diameter d = b(B)− 1,
where b(B) = ∑n

i=1 qi, contains half of the points from B. Moreover, such a set can
be chosen to be a ball of radius (b(B)−1)/2 with the center depending on the parity
of b(B)+n.

Let L1 be the space of n-tuples of reals with the L1-metric

∆(xn,yn) =
n

∑
i=1
|xi− yi|, xn = (x1, . . . ,xn), yn = (y1, . . . ,yn) ∈ L1.

We consider the set B imbedded into the space L1 in such a way that the ith coor-
dinate of B takes the values from Xi =

{
−qi + 1

2 , . . . ,− 1
2 , 1

2 , . . . ,qi− 1
2

}
. Next we

show that a set of diameter b(B) cannot contain more than |B|/2 points from B.
Indeed, consider the set B j ⊂ B, which belongs to some orthant of L1 (by orthant
we mean a set with a prescribed sign of each component), and couple it with the set
B̃ j : B̃ j =−B j. To every point xn = (x1, . . . ,xn)∈B j there is a corresponding unique
point x̃n = (x̃1, . . . , x̃n) ∈ B̃, x̃i =−qi + xi. It is easy to see that this correspondence
is a bijection and

∆(xn, x̃n) = b(B).

Thus only one of the points from a pair (xn, x̃n) can be in a set of diameter b(B)−1,
and a set of diameter b(B)−1 contains not more than half of the points from B.

The next lemma solves the problem of representing a maximal set of diameter
d = b(B)−1 as a ball of radius d/2.

Lemma 10 Let d = b(B)− 1. If b(B) + n is odd, then the ball B
(
0n, d

2

)
, 0n =

(0, . . . ,0) ∈ L1 contains half of the points from B. In the case when b(B) is odd,
the ball B

(
zn, d

2

)
, zn = (1/2, . . . ,1/2) also contains half of the points from B and

in the case of even b(B) the same assertion is true with zn = (0,1/2, . . . ,1/2).
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If b(B) + n is even, the ball B
(
zn, d

2

)
, zn = (1/2,0, . . . ,0) contains half of the

points from B. If b(B) is even, the ball B
(
zn, d

2

)
, zn = (0,1/2, . . . ,1/2) also contains

half of the points from B. Here in the case of odd b(B) the same assertion is true
with zn = (1/2, . . . ,1/2).

Proof. Suppose that b(B) + n is odd. We call the point 0n = (0, . . . ,0) ∈ L1 the
center of B. Let us show that each orthant intersects the ball B

(
0n, b−1

2

)
in exactly

half of the points. W.l.o.g. we consider the orthant B+ with all-positive coordinates.
Again we consider coupling, now the points being from B+. To each point xn =
(x1, . . . ,xn) ∈ B+ we assign in a one-to-one manner the point x̄n = (x̄1, . . . , x̄n) ∈ B+

with x̄i = qi−xi. Next we show that the ball B
(

0n, b(B)−1
2

)
contains at least (actually

exactly) one point from each pair (x, x̄).
Indeed, if

||xn|| > b(B)−1
2

, (10)

||x̄n|| > b(B)−1
2

,

or
b(B)+1

2
>

n

∑
i=1

xi >
b(B)−1

2
.

The only possibility for these inequalities to be valid is

n

∑
i=1

xi =
b(B)

2
.

For some positive integer yi, xi = yi− 1
2 = 2yi−1

2 ; thus

n

∑
i=1

(2yi−1) = b(B)

or

2
n

∑
i=1

yi = n+b(B). (11)

We see that the RHS of (11) is odd and the LHS is even, leading to a contradiction.
Thus, when b(B)+n is odd, the ball B

(
0n, d

2

)
is maximal and contains exactly half

of the points from B+ and hence, by symmetry, also from B.
Using the same method, it is easy to check that if 2|(b(B)− 1), then the ball

B
(

zn, b(B)−1
2

)
, zn = (1/2, . . . ,1/2) is also a maximal set of diameter b(B)− 1

and contains half of B. To prove this we consider the pairing (xn, x̄n), xn =
(x1, . . . ,xn), x̄n = (x̄1, . . . , x̄n) ∈ B with

x̄i =
{

qi + xi, xi < 1/2,
−qi + xi, xi ≥ 1/2.

(12)
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As before, the correspondence xn ↔ x̄n is a bijection and the relations, similar
to (10), look as follows:

||xn− zn|| =
n

∑
i=1

∣
∣
∣
∣xi−

1
2

∣
∣
∣
∣>

b(B)−1
2

,

||x̄n− zn|| = ∑
xi<1/2

∣
∣
∣
∣qi + xi−

1
2

∣
∣
∣
∣+ ∑

xi≥1/2

∣
∣
∣
∣−qi + xi−

1
2

∣
∣
∣
∣>

b(B)−1
2

or

n

∑
i=1
|xi|+

α−β
2

>
b(B)−1

2
,

b(B)−
n

∑
i=1
|xi|−

α−β
2

>
b(B)−1

2
,

where
α = |{i : xi < 1/2}|, β = |{i : xi ≥ 1/2}|.

Hence we have
b(B)+1

2
>

n

∑
i=1
|xi|+

α−β
2

>
b(B)−1

2

or

2
n

∑
i=1
|xi|+α−β = b(B).

It is easy to see that the LHS of this equality is even, while b(B) is odd, again a
contradiction.

If b(B) is even, we prove that the subset B′ ⊂ B with the first coordinate being
positive intersects B

(
zn, d

2

)
, zn = (0,1/2, . . . ,1/2) in |B′|/2 points, from which by

symmetry follows that the ball B
(
zn, d

2

)
contains half of the points from B. Consider

now the coupling defined by the transformation (12) in all but one coordinate (for
example, when i = 2, . . . ,n) and set

x̄1 = q1− x1.

As before, we impose the conditions

||xn− zn|| =
n

∑
i=2

∣
∣
∣
∣xi−

1
2

∣
∣
∣
∣+ x1 >

b(B)−1
2

,

||x̄n− zn|| = ∑
xi<1/2

∣
∣
∣
∣qi + xi−

1
2

∣
∣
∣
∣+ ∑

i>1, xi≥1/2

∣
∣
∣
∣−qi + xi−

1
2

∣
∣
∣
∣+q1− x1

>
b(B)−1

2
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or

n

∑
i=1
|xi|+

α−β1

2
>

b(B)−1
2

,

b(B)−
n

∑
i=1
|xi|−

α− γ
2

>
b(B)−1

2
,

where
γ = #{i > 1 : xi ≥ 1/2}.

Hence we have
b(B)+1

2
>

n

∑
i=1
|xi|+

α− γ
2

>
b(B)−1

2
or

2
n

∑
i=1
|xi|+α− γ = b(B).

But α− γ is odd and b(B) is even, a contradiction.
We are done with the case of odd b(B)+ n. The case of even b(B)+ n can be

settled analogously and we leave it to the reader. �

Now we are ready to prove the theorem, which says that a ball of radius d/2 with
center in some specified point in L1 is a maximal set of diameter d in B.

Theorem 8 Let us assume that all |Xi| are even, then there is a ball (in Taxi
metric) of radius d/2, which is a maximal set of diameter d in B. The center of
the ball can be chosen to be zn = (1/2, . . . ,1/2) if d is even and d < b(B) or
zn = (0,1/2, . . . ,1/2) if d is odd and d < b(B).

If d ≥ b(B), then we can choose zn = (0, . . . ,0) if d − n is even and zn =
(1/2,0, . . . ,0) if d−n is odd.

Proof. To prove the theorem we use the result (5) of Lecture 2, which solves the
problem in the case when all qi are equal to 1 (the binary B). It is easy to check that
the solution of the problem in the binary case is consistent with the general case,
formulated in the theorem.

As in the proof for odd values of |Xi| we can assume that the maximal set is
p-compressed according to the p-order on each Xi : −qi + 1/2 >p qi − 1/2 >p
−qi +3/2 >p qi−3/2 >p . . . >p −1/2 >p 1/2.

Suppose first that d is odd and d < b(B). Fix some coordinate i with qi > 1. Let
B1 be the set obtained from B by deleting the extremal points from the set Xi, that
is, the points qi− 1/2, −qi + 1/2, and B2 = B \B1. We shift the ith coordinate of
B2 to zero in the following way: qi−1/2→ 1/2; −qi +1/2→−1/2. Let S be the
maximal p-compressed set in B and S j = S∩B j, j = 1,2 (we also assume that the
ith coordinate of S2 is shifted simultaneously with the ith coordinate of B2). Let
zn = (0,1/2, . . . ,1/2). If d j = d(S j), then

d1 ≤ d,

b(B1) = b(B)−1,
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d2 ≤ d−2qi +2,

b(B2) = b(B)−qi +1.

Here the inequality for d2 is valid, because the set S is p-compressed.
We deduce that if d < b(B), then d1 ≤ b(B1) and d2 ≤ b(B2)− 1. Assume at

first that d1 < b(B). Note that the RHS of the restrictions for d j from (13) have the
same parities as d. For the set S2 we can use induction and choose the ball B2 =
B
(

zn, d−2qi+2
2

)
in B2 as a maximal set of diameter d− 2qi + 2. If d < b(B1)− 1,

then we choose the ball B1 = B
(
zn, d

2

)
inB1 as a maximal set of diameter d. Then the

ball B1∪B2 = B
(
zn, d

2

)
gives a maximal set of diameter d in B. If d1 = d = b(B1) =

b(B)− 1, then we can apply Lemma 10 for even b(B) to justify the statement of
the theorem. Also in some step it can happen that B1 and/or B2 become binary and
in this case we use (5) of Lecture 2 and choose the center of the maximal ball in
the binary space as needed for induction (make the necessary considerations in this
case!).

Since the RHS of restrictions for d j in (13) has the same parities as d, the proof
of the theorem in the case of even d < b(B)−1 is similar to the case of odd d and
we leave it to the reader.

Now consider the case when d ≥ b(B). Here we make another splitting of the
set B. Again we choose i such that qi > 1 and choose B3 ⊂ B to be the set of all
n-tuples xn = (x1, . . . ,xn) from B with x1 = ±1/2 and B4 = B \B3. Again we shift
the ith coordinate of B4 by making the transformation

xi →
{

xi +1, xi < 0,
xi−1, xi > 0.

With the same notation as before we have

d3 ≥ min{d, t},
b(B3) = b(B)−qi +1,

d4 = d−2,

b(B4) = b(B)−1,

where t = d(B3). Hence if d ≤ t, then in any case d3 > b(B3) and if d4 ≥ b(B4),
then (as the restrictions on d j have the same parity as d) we can deduce that the
cardinality of S3 or S4 is upper-bounded by the cardinality of the balls B

(
zn, d

2

)
in

B3 or B
(
zn, d−2

2

)
in B4, respectively, where the common center zn depends on the

parity of d (or, for fixed n, the parity of d− n). Thus the cardinality of S does not
exceed the cardinality of the ball B

(
zn, d

2

)
in B.

If d > t, then we can choose the center zn of the ball B
(
zn, d−2

2

)
in B4 as the

maximal set of diameter d−2 in B4 and we have B3 ⊂ B
(
zn, d

2

)
for the ball in B.

In the case d4 = b(B4)−1, we use Lemma 10 in the same way as before.
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Again it is possible that on some step B j becomes binary. In that case we use (5)
of Lecture 2 and a consistent choice of the ball center zn. Check that such a choice
always exists. �

Theorems 6, 7, and 8 completely solve the problem of determining maximal sets
of a given diameter in the Taxi metric, when all components Xi have even or odd
lengths.

Lecture 4 The Diametric Problem for Edges
in Hamming Metric

Theorem 5 deals with the vertex-diametric problem: we find the maximal cardinality
of a set with given diameter. It was started in [AK00b] to consider the situation
where one wants to find a set with given diameter that has maximal number of edges.
For a given set A ⊂ {0,1}n (in this problem we consider only the binary case, and
the general case of an arbitrary alphabet is not solved) the edge set is defined as

E(A) = {(an,bn) : an,bn ∈ A, dH(an,bn) = 1}.

We denote D(n,d) = I2(n,n−d). The edge-diametric problem is to find the value

E(n,d) = max
A∈D(n,d)

|E(A)|.

Theorem 9 gives the complete solution of this problem. As in the case of the vertex
diametric problem, while following the proof of this theorem the reader will see that
some parts of it use technique from the proof of the Complete Intersection Theorem.

Let

W(n) = {(a1, . . . ,an) ∈ {0,1}n : a1 = 1} ,

G(r) =
{

A ∈ 2[n] :
∣
∣
∣
∣A∩ [1, t +2r]

∣
∣
∣
∣≥ t + r

}
, t = n−d.

Note that G(r) is the Cartesian product of the Hamming ball on the length 2t + r
with radius r and center in [1,2t + r] and the whole space 2[n−t−2r] on the rest length
n− t−2r.

Theorem 9 (Ahlswede and Khachatrian 2000) Let t = n−d. The following rela-
tion is valid:

E(n,d) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

|E(W(n))|, i f d = n−1,∣
∣
∣
∣E
(
G
( d

2

))
∣
∣
∣
∣, i f d ≤ n−2, 2|d,

∣
∣
∣
∣E
(
G
( d−1

2

))
∣
∣
∣
∣, i f d ≤ n−2, 2 
 |d.
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For A ∈ A we denote Tj(A) = Tj0(A). It is easy to see that in addition to the men-
tioned properties, Tj satisfies the relation

|E(Tj(A))| ≥ |E(A)|.

Let UD(n,d) be the set of all upsets in D(n,d). We have

E(n,d) = max
A∈UD(n,d)

|E(A)|. (1)

On the other hand, if A ⊂ 2[n] is an upset and has diameter d, then any A1,A2 ∈ A
have at least (n−d) componentwise common 1’s.

Hence
E(n,d) = max

A∈UI(n,n−d)
|E(A)|, (2)

where UI(n,n−d) denotes the set of all (n−d)-intersecting systems, which are also
upsets.

Also, it is easy to see that

E(n,d) = max
A∈LUI(n,n−d)

|E(A)|, (3)

where LUI(n,n− d) is the set of all left-compressed sets from UI(n,n− d). We
define the sets Ai, j, A′, etc. in the same way as in Lemma 4. Then all statements of
the lemma are still valid in our case. In addition, it is easy to see that the following
items (vi) and (vii) are also true.

(vi) Let A ∈ A′. Then for any B′ ⊂ [1, �] with |B′|< |B| and C′ ⊆C we have

B′ ∪C′ 
∈ A.

(vii) Let A ∈ A′. It can be shown that for any C′ ⊂ C, B ∪C′ ∈ A implies
B∪C′ ∈ A′.

We will need two more results. The verification of Proposition 8 is left to the
reader.

Proposition 8 Let A⊂ 2[n] be an upset. Then

|E(A)|= ∑
A∈A

(n−|A|).

Proposition 9 The following relation holds:

max
A⊂2[n], |A|=2n−1

|E(A)|= |E(W(n))|.

The proof of Proposition 9 is given at the end of the lecture. We start with the
following lemma.
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Lemma 11 Let S ⊂ 2[m] have the following properties:

(i) S is complement closed, that is, from A ∈ S follows that Ā ∈ S,
(ii) S is convex, that is, from A,C ∈ S and A⊂ B⊂C follows that B ∈ S.

Then there exists an S′ ⊂ S such that S′ ∈ I(m) and

∑
A∈S ′

(m−|A|)≥ m−1
2m ∑

A∈S
(m−|A|) =

m−1
4
|S|. (4)

Moreover, if S 
= 2[m], then there exists an S′ ⊂ S, S′ ∈ I(m) for which strict in-
equality in (4) holds.

Proof. First we notice that the identity in (4) follows from property (i). In the case
S = 2[m], by taking S′ = {A ∈ 2[m] : 1 ∈ A}, we have S′ ∈ I(m), |S′|= |S|

2 = 2m−1,
and easily get (4) in this case.

Let now S 
= 2[m], let B ∈ S be any element with minimal cardinality, and let
i ∈ B. We consider the following partition of S = S1∪S2∪S3∪S4, where

S1 = {A ∈ S : i ∈ A, (A\{i}) ∈ S} , S2 = {A ∈ S : i 
∈ A, A∪{i} ∈ S} ,
S3 = {A ∈ S : i ∈ A, (A\{i}) 
∈ S} , S4 = {A ∈ S : i 
∈ A, A∪{i} 
∈ S} .

It is easily seen that
S̄1 = S2, S̄3 = S4.

Hence |S1|= |S2| and |S3|= |S4|. Also S3 
= /0, since i ∈ B ∈ S and B has minimal
cardinality. Also, for every A ∈ S4 and A′ ∈ S \S3, A∩A′ 
= /0 holds. Hence (S1∪
S4),(S1∪S3) ∈ I(m).

We have

∑
A∈S3∪S4

(m−|A|) = m
|S3|+ |S4|

2
.

Consequently,

max

{

∑
A∈S3

(m−|A|), ∑
A∈S4

(m−|A|)
}

≥ m
|S3|+ |S4|

4
. (5)

On the other hand, by construction of S1,S2 and the property S̄1 = S2, we have

m
|S1|+ |S2|

2
= ∑

A∈S1

(m−|A|)+ ∑
A∈S2

(m−|A|) = 2 ∑
A∈S1

(m−|A|)+
|S1|+ |S2|

2
.

Hence

∑
A∈S1

(m−|A|) =
m−1

4
(|S1|+ |S2|). (6)

Therefore, from (5) and (6) we get
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max

{

∑
A∈S1∪S3

(m−|A|), ∑
A∈S1∪S4

(m−|A|)
}

≥ m
4

(|S3|+ |S4|)

+
m−1

4
(|S1|+ |S2|)≥

m−1
4

(|S1|+ |S2|+ |S3|+ |S4|) =
m−1

4
|S|.

�

Corollary 1 Let S ⊂ 2[m] be defined as in the previous lemma and let (4) hold for
S′ ⊂ S, S′ ∈ I(m), |S′|= |S|

2 . Then for any c ∈ R

∑
A∈S ′

(m−|A|+ c)≥ m+2c−1
2(m+2c) ∑A∈S

(m−|A|+ c). (7)

Proof. We just notice that (7) follows from (4) and the identities

m+2c−1
2(m+2c) ∑A∈S

(m−|A|+ c) =
m+2c−1
2(m+2c)

(m
2
|S|+ c|S|

)

=
m−1

4
|S|+ c

2
|S|,

∑
A∈S ′

(m−|A|+ c) = ∑
A∈S ′

(m−|A|)+
c
2
|S|.

�

Now let A ∈ D(n,d) and |E(A)| = E(n,d). We can assume that A ∈ LUI
(n,n−d). The next lemma plays the central role in the proof of Theorem 9.

Lemma 12 Let A be the set that was described just above. Then, necessarily, A is
invariant under exchange operations in

(i) [1,n], if 2|d and d ≤ n−3
(ii) [1,n−2], if 2|d and d = n−2

(iii) [1,n−1], if 2 
 |d and d ≤ n−2.

Proof. The proof of this lemma is quite similar to the proof of Lemma 5. Let � be
the largest integer such thatAi, j =A for all 1≤ i, j≤ �. Assume the opposite to the
statement of the lemma is true:

� < n1, (8)

where n1 ∈ {n− 2,n− 1,n} depends on the case. We are going to show that,
under the assumption (8), there exists a B ∈ I(n,n− d) with |E(B)| > |E(A)|,
which is a contradiction. As in the proof of Lemma 5, we start with the partition
A′ = ⋃�

i=1A(i). From Lemma 4 it follows that A(i) = /0 for all 1 ≤ i < n− d = t.
We will show that all A(i)s are empty. Suppose that A(i) 
= /0 for some i, t ≤ i≤ �.
From Lemma 4 we know that

|A(i)|=
(

�

i

)
|A∗(i)|. (9)
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Note that in the case n = �+ 1 we have A∗(i) = /0 and |A∗(i)| = 1. Now as before
we consider the sets B(i). From Lemma 4 it follows that for B∈B(i),A∈A( j) with
i+ j 
= �+ t, |A∩B| ≥ t holds. Hence, using this and (iv) of Lemma 4, we have

H1 = ((A\A(�+ t− i))∪B(i)) ∈ I(n,n−d),

and
H2 = ((A\A(i))∪B(�+ t− i)) ∈ I(n,n−d).

Let us show that

max{|E(H1)|, |E(H2)|}> |E(A)|= E(n,d), (10)

which will be a contradiction.
From the additional (vi) and (vii) of Lemma 4 one can easily show that the sets

H1,H2, (A\A( j)) are upsets. Therefore, using Proposition 8, we have

|E(A)| = |E(A\A(�+ t− i)|+ ∑
A∈A(�+t−i)

(n−|A|)

= |E(A\A(i))|+ ∑
A∈A(i)

(n−|A|),

|E(H1)| = |E(A\A(�+ t− i))|+ ∑
A∈B(i)

(n−|A|) (11)

|E(H2)| = |E(A\A(i))|+ ∑
A∈B(�+t−i)

(n−|A|).

Hence the negation of (10) is

∑
A∈A(�+t−i)

(n−|A|) ≥ ∑
A∈B(i)

(n−|A|), (12)

∑
A∈A(i)

(n−|A|) ≥ ∑
A∈B(�+t−i)

(n−|A|).

Since we have assumed A(i) 
= /0, then clearly A(� + t − i) 
= /0 as well, because
otherwise the first inequality of (12) would be false.

Using properties of the sets A(i),B(i) we can write (12) in the form
(

�

�+ t− i

)

∑
C∈A∗(�+t−i)

(n− �− t + i−|C|) (13)

≥
(

�

i−1

)

∑
D∈A∗(i)

(n− i−|D|),
(

�

i

)

∑
D∈A∗(i)

(n− i−|D|)

≥
(

�

�+ t− i−1

)

∑
C∈A∗(�+t−i)

(n− �− t + i−|C|).
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However, (13) implies

(�− i+1)(i+1− t)≥ (�+ t− i)i,

which is false, because t ≥ 2 and, consequently, i > i+1− t, �+ t− i > �− i+1.
Hence A(i) = /0 for all i 
= �+ t− i.
Let now i = �+t

2 . Here necessarily 2|(�+ t) and therefore by assumption (8) we
have in Lemma 12 �≤ n−2 in the case (i), �≤ n−4 in the case (ii), and �≤ n−3
in the case (iii). Let us call these conditions “conditions C.”

Now we consider any element A′ = B′ ∪C′, where B′ ∈
( [�]

�+t
2

)
, C⊂C′ ⊂ [�+2,n],

and C ∈ A∗
(

�+t
2

)
. Of course A′ ∈ A, since A is an upset and (B′ ∪C) ∈ A′ ⊂

A, (B′ ∪C) ⊂ (B′ ∪C′). It is also clear by the definition that, if A′ ∈ A′, then A′ ∈
A
(

�+t
2

)
. Using Lemma 4 we can say more: A′ = B′ ∪C′ ∈ A

(
�+t

2

)
iff there is a

C′′ ∈ A∗
(

�+t
2

)
with C′′ ∩C′ = /0, and hence with every C ∈ A∗

(
�+t

2

)
we have also

C̄ = ([�+2,n]\C) ∈A∗
(

�+t
2

)
. Moreover, it is easily seen thatA∗

(
�+t

2

)
is a convex

set. Therefore,A∗
(

�+t
2

)
has the properties described in Lemma 11 and we can apply

this lemma and the corollary to get an intersecting set A∗1
(

�+t
2

)
⊂ A∗

(
�+t

2

)
for

which (7) holds:

∑
D∈A∗1( �+t

2 )
(m−|D|+ c)≥ m+2c−1

2(m+2c) ∑
D∈A∗( �+t

2 )
(m−|D|+ c) (14)

for m = n− �−1 and any constant c.
Now denote

B1 =
{

B : |B∩ [1, �] =
�+ t

2
−1, �+1 ∈ B, (B∩ [�+2,n]) ∈ A∗1

(
�+ t

2

)}

A1

(
�+ t

2

)
=
{

A ∈ A
(

�+ t
2

)
: (A∩ [�+2,n]) ∈ A∗1

(
�+ t

2

)}
(15)

and consider the following competitor of the set A :

H3 =
((
A\A

(
�+ t

2

))
∪A1

(
�+ t

2

)
∪B1

)
.

It is easily seen thatH3 ∈ I(n,n−d).
We are going to show that

|E(H3)|> |E(A)|, (16)

which will be a contradiction.
It is easily verified that bothH3 andA\A

(
�+t

2

)
are upsets. Therefore, by Propo-

sition 8 we can write
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|E(A)| =
∣
∣
∣
∣E
(
A\A

(
�+ t

2

))∣∣
∣
∣+ ∑

A∈A( �+t
2 )

(n−|A|),

|E(H3)| =
∣
∣
∣
∣E
(
A\A

(
�+ t

2

))∣∣
∣
∣+ ∑

A∈A1( �+t
2 )∪B1

(n−|A|).

Hence the negation of (16) is

∑
A∈A( �+t

2 )
(n−|A|)≥ ∑

A∈A1( �+t
2 )∪B1

(n−|A|),

which can be written in the form
( �

�+t
2

)
∑D∈A∗( �+t

2 )(m+ c−|D|)

≥
(( �

�+t
2

)
+
( �

�+t
2 −1

))
∑D∈A∗1( �+t

2 )(m+ c−|D|)

=
(�+1

�+t
2

)
∑d∈A∗1( �+t

2 )(m+ c−|D|),

m = n− �−1, c = �−t+2
2 . This is equivalent to

�− t +2
2(�+1) ∑

D∈A∗( �+t
2 )

(m+ c−|D|)≥ ∑
D∈A∗1( �+t

2 )
(m+ c−|D|). (17)

However, (14) for m = n− �−1, c = �−t+2
2 , and (17) imply

n− t
n− t +1

≤ �− t +2
�+1

, (18)

which is false, since t ≥ 2 and conditions C can be checked to hold. �

Now we are ready to make the final step in the proof of the theorem. Let A ∈
D(n,d) be a set with |E(A)|= E(n,d). We can assume that A ∈ LUI(n,n−d).

In the case d = n− 1 we just notice that any maximal set B ∈ D(n,n− 1) has
cardinality |B|= 2n−1. Now the equality E(n,n−1) = |E(H)| immediately follows
from Proposition 9.

In the case 2|d, d ≤ n−3 we get from Lemma 12 |A| ≥ n− d
2 for all A∈A, since

A is invariant in [n] and at the same timeA∈ I(n,n−d). This impliesA⊂ G
( d

2

)
∈

D(n,d), and by maximality of A we get

A= G
(

d
2

)
.
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Now we consider the case 2|d, d = n−2. Looking at the proof of Lemma 12, (ii),
we see that in (18) for t = n− d = 2, � = n− 2 we have equality, which means it
can be slightly changed to

(ii∗) If 2|d and d = n−2, then there exists an optimal set that is invariant in [1,n].
Therefore, in this case again, we have

E(n,d) =
∣
∣
∣
∣G
(
K
(

d
2

))∣∣
∣
∣.

We verify (for 2|d, d = n−2) that
∣
∣
∣
∣E
(
G
(

d
2
−1
))∣∣
∣
∣=
∣
∣
∣
∣E
(
G
(

d
2

))∣∣
∣
∣

and hence G
( d

2 −1
)

is the second optimal configuration in this case.
Finally, the case 2 
 |d, d ≤ n− 2 follows from Lemma 12, (iii), by similar

arguments. �

Proof of Proposition 9. First we will make some definitions. A k-subcube of the
n-cube is a set of all vertices, which have the same components in some set of n− k
positions.

A shadow of a k-subcube is obtained by changing one of the n−k fixed positions.
Each k-subcube has n− k shadows.

The following algorithm will number � vertices of the n-cube so that the config-
uration of these � vertices gives a maximal number of connections: assign one to an
arbitrary vertex; having assigned 1, . . . , �−1, assign � to an unnumbered vertex (not
necessarily unique), which has the most numbered nearest neighbors. We will prove
by induction on � and n.

But first we find out which configurations the algorithm delivers. The answer fol-
lows from the fact that whenever � = 2k, a k-subcube is numbered. This is trivial for
k = 0. Assume that we have numbered 2k−1 vertices of an n-cube and that by the
inductive hypothesis they form a (k− 1)-subcube. This cube will have n− (k− 1)
disjoint shadows. When the (2k−1 +1)th vertex is numbered, it will be in any of the
shadows. The next 2k−1−1 numbers will also fall in this shadow. Since no shadow
of that shadow intersects any other shadow, there will always be unnumbered ver-
tices in the first shadow, which will have two or more numbered nearest neighbors.
Thus, it is inductively apparent that, for any �, the construction gives a series of
cubes, corresponding to the ones in the binary expansion of �, each shadow of every
larger cube.

Now we perform induction. It is obviously true for � = 1. Suppose it is true for
1, . . . , �− 1 and suppose that we have a maximally connected configuration of �
vertices of an n-cube. The n-cube may be divided into two (n− 1)-subcubes in n
ways. Choose one of them. Suppose we have a numbered vertices contained in one
of the halves and b ≤ a in the other one. If b = 0, induction on n completes the
proof. If b > 0, then the number of connections is maximized by having a maxi-
mally connected configuration in each half and b connections between them. By the
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hypothesis, the maximal configurations for a and b would be built of cubes, so that
the smaller one will fit into the shadow of the larger one and so make b connections.
This then is the case. Now suppose that 2k is the largest power of two equal to or
less than �. Then if 2k ≤ a, we have, by the induction hypothesis, a k-subcube in
the larger configuration. If 2k > a, then 2k−1 is the largest power of two equal to
or less than both a and b. In this case both a and b configurations contain (k− 1)-
subcubes, and since they are the largest such, each must lie in the other’s shadow.
In either case we have a k-subcube in maximal configuration. At last we must show
that the remaining �− 2k vertices lie in a single shadow of the k-subcube. If not,
c vertices lie in one shadow and d lie in another (c + d ≤ �− 2k). Let 2 j be the
smallest power of two equal to or greater than c + d. There can be no connections
between the c and d configurations, so that the inductive hypothesis tells us that they
are series of subcubes, each in the shadows of all larger ones. Look at a j-subcube
which contains the c configurations and lies entirely within the shadow. Note that
the complement of the c configurations in that j-subcube is also of the maximally
connected type, so that the d configurations could be placed into it without changing
its number of connections. But since c + d > 2 j−1, placing them both in the same
j-cube would produce at least one more connection, contradicting our assumption
that the configuration was maximally connected with c,d > 0.

At last note that the natural numbering of the n-cube assigns to each vertex the
number that the vertex represents when considered as a binary digit, plus one. It can
be easily seen that this natural numbering produces the above algorithm and hence
the first 2n−1 vertices in this natural order give a set of 2n−1 vertices with the largest
possible number of edges. This proves Proposition 9. �

Lecture 5 Words with Pairwise Common Letter
In this lecture we present a problem that seems to stay apart from the topics of the
other lectures. The problem deals with sets of words with pairwise common letter in
different positions. It does, however, fall into the general frame of maximizing cardi-
nalities of sets, whose members are pairwise in a certain relation like incomparable,
t-intersecting, t−Hn

q intersecting, having distance d, independent, etc.
We start with some definitions. For an alphabet Xq = [q] we consider the set X n

q
of words of length n and also the subset W n

q of all words without repetition of letters,
that is,

W n
q = {xn = (x1, . . . ,xn) : xt ∈ Xq, xs 
= xt i f s 
= t}. (1)

We say that two words xn and yn are in “good relation” if xs = yt for some s 
= t.
For this relation we write xn ↙↘ yn. A set G ⊂ X n

q is good if xn ↙↘ yn for all
xn,yn ∈ G. We will study Gn

q , the family of good sets in X n
q , and the quantity

gn
q = max{|G| : G ∈ Gn

q}. (2)

Denote by Fn
q the family of good sets in W n

q and

f n
q = max{|F | : F ∈ Fn

q}.
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Also, denote the set of entries in xn by

E(xn) = {x : for some t, xt = x}.

Very little is known about the values of gn
q and f n

q . In the following we are going to
demonstrate the asymptotical behavior of gn

q as q→ ∞. The theorem we will prove
states the most significant known result in this area.

§1 Asymptotical Behavior of gn
q

Here we will show that gn
q ∼ qn−2

(n
2

)
as q→ ∞. We will prove

Theorem 10 (Ahlswede and Cai 1991) The following relation is valid:

lim
q→∞

gn
q

qn−2 =
(

n
2

)
. (3)

Proof. We begin with the inequality

liminf
q→∞

gn
q(q−1

n−2

) ≥
(

n
2

)
(n−2)! (4)

Define

G0 = {xn ∈ X n
q : |E(xn)|= n−1 and 1 occurs exactly twice in xn}.

Obviously G0 ∈ Gn
q , |G0|=

(n
2

)
(n−2)!.

(q−1
n−2

)
(q−1≥ n−2), and (4) follows.

Next we show that

limsup
q→∞

gn
q(q−1

n−2

) ≤
(

n
2

)
(n−2)!. (5)

Recall that a partition of an integer n is a finite nonincreasing sequence
of positive integers λ1 ≥ ·· · ≥ λr with ∑r

i=1λi = n. Denote by P(n) the
set of all partitions of n. We partition now X n

q according to P(n) as fol-
lows. For Λ = (λ1, . . . ,λr) ∈ P(n), set T (Λ) = {xn ∈ X n

q : ∃z1, . . . ,zr ∈
Xq such that zi occurs in xn = (x1, . . . ,xn) exactly λi times . We subdivide {T (Λ) :
Λ ∈ P(n)} into three classes. The class 0 consists of T (Λ0), where Λ0 = (1, . . . ,1).
The class 1 consists of T (Λ) for Λ = Λ1 = (2,1, . . . ,1) and the remaining sets be-
long to the class 2. For all G ∈ Gn

q we have by our definitions |G∩T (Λ0)| ≤ f n
q .

It is easy to see that f n
q ≤ (n!)2, the bound being independent of q. Choose any

(x1, . . . ,xn) ∈ F ∈ Fn
∞. For all yn ∈ F it holds E(yn)∩{x1, . . . ,xn} 
= /0 and, on the

other hand, for fixed j and i, |F ∩{yn : y j = xi}| ≤ f n−1
∞ . This implies f n

∞ ≤ n2 f n−1
∞

and clearly f n
q ≤ f n

∞. Therefore,
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|G∩T (Λ0)| ≤ (n!)2. (6)

Now consider the class 2. For all xn,yn ∈G we have E(xn)∩E(yn) 
= /0. So {E(xn) :
xn ∈G∩T (Λ)} is an intersecting family of r-element sets (if Λ= (λ1, . . . ,λr)). For
a T (Λ) in the class 2 of partitions n into r≤ n−2 parts and for all xn ∈T (Λ) it holds

|{yn : E(yn) = E(xn)}| ≤ rn ≤ (n−2)n. (7)

This leads for large q to the estimate

∣
∣
∣
∣G∩

⎛

⎝
⋃

Λ
∈{Λ0, Λ1}
T (Λ)

⎞

⎠
∣
∣
∣
∣≤ |P(n)|

(
q−1
n−3

)
(n−2)n. (8)

This inequality uses also equality (3) (Lecture 1). Taking into account relations (6)
and (8) (ln |P(n)|= O(

√
n)), for verification of (5) it suffices to show that for G∈Gn

q

limsup
q→∞

|G∩T (Λ1)|(q−1
n−2

) ≤
(

n
2

)
(n−2)!. (9)

To do this, we have to consider a partition of T (Λ1)∩G into a few subparts. First of
all, we can assume that the intersecting system {E(xn) : xn ∈G∩T (Λ1)} is not a 2-
intersecting family, because otherwise for large q, |G∩T (Λ1)| ≤

(q−2
n−3

)(n
2

)
(n−1)!∼

qn−3, which follows from the equality

|{yn : E(yn) = E(xn)}|=
(

n
2

)
(n−1)!, xn ∈ T (Λ1) (10)

and (3) (Lecture 1). From this (9) follows.
Using (6), (8), and (9) and taking into account that the set on the LHS of (10) is

intersecting (which gives the factor
(q−1

n−2

)
), we obtain the relation

limsup
q→∞

gn
q(q−1

n−2

) ≤
(

n
2

)
(n−1)!. (11)

Now suppose that |E(an)∩E(bn)| = 1 for some an,bn ∈ G∩T (Λ1). W.l.o.g. let
E(an) = {1,2, . . . ,n− 1} and E(bn) = {1,n,n + 1, . . . ,2n− 3}. Denote Z = {xn ∈
G∩T (Λ1) : 1 
∈ E(xn)}. Since E(xn)∩E(an) 
= /0 and E(xn)∩E(bn) 
= /0 for all
xn ∈ Z , we have |{E(xn) : xn ∈ Z}|< 22(n−2)(q−2n+2

n−3

)
. Consequently, by (10),

|Z|< 22(n−1)
(

n
2

)
(n−1)!

(
q−2n+2

n−3

)
. (12)

Let now Ci = {(c1, . . . ,cn) ∈ T (Λ1) : ci = 1, c j 
= 1, j 
= i} for i = 1, . . . ,n. Then

T (Λ1)∩G = (G∩G0)∪Z ∪ (C1∩G)∪ . . .∪ (Cn∩G). (13)
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As {(c1, . . . ,ci−1,ci+1, . . . ,cn) : (c1, . . . ,ci−1,1,ci+1, . . . ,cn) ∈ Ci ∩G} ∈ Gn−1
q , we

obtain
|Ci∩G|= O(qn−3), q→ ∞ (14)

by inequality (11).
Finally,

|G0∩G| ≤ |G0|=
(

n
2

)
(n−2)!

(
q−1
n−2

)
(15)

and (12)–(15) imply (9). This completes the proof of (5) and the theorem. �

Lecture 6 Constant Distance Code Pairs
For an alphabet Xq = [q] consider the Hamming metric dH on X n

q : dH(xn,yn) =
|{i : xi 
= yi}|.

A pair (A,B) of sets A,B⊂Hn
q is an (n,δ ) constant distance code pair if

dH(an,bn) = δ , for all an ∈ A, bn ∈ B.

The set of all such pairs we denote by Sq(n,δ ). In this lecture we give a partial
solution to the problem of determining the value

Mq(n,δ ) = max{|A||B| : (A,B) ∈ Sq(n,δ )}.

We will find an explicit formula for Mq(n,δ ) only in the cases q = 2,4,5 and will
formulate a conjecture for the values of Mq(n,δ ), when q = 3 and q≥ 6. The explicit
formula for Mq(n,δ ) will be expressed in terms of the following functions

F2(n,δ ) = max
d1+d2=δ

4d1

(
n−2d1

d2

)
, (1)

F3(n,δ ) = max
2�+d=δ

18�

(
n−3�

d

)
2d , (2)

Fq(n,δ ) = max
d1+d2=δ

q̄d1

(
n−d1

d2

)
(q−1)d2 , q≥ 4, (3)

q̄ =
⌊

q
2

⌋⌈
q
2

⌉
.

§1 The Exact Value of Mq(n,δ )

The main result we are going to prove here is contained in the following:

Theorem 11 (Ahlswede 1987) For q = 2,4,5 the following equality holds:

Mq(n,δ ) = Fq(n,δ ). (4)
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Proof. First we show for arbitrary q the validity of the inequality

Mq(n,δ )≥ Fq(n,δ ). (5)

To do this we present explicit constructions of the sets A and B such that (A,B) =
(A,B)q,n,δ and |A||B|= Fq(n,δ ).

First of all we define the following sets:

E1(q,m) = {(1, . . . ,1), . . . ,(q, . . . ,q)} ⊂ [q]m,

E2(q) = {π(1), . . . ,π(q) : π ∈ Sq} ⊂ [q]q,

E3(q,m,d) = {xm ∈ [q]m : dH(xm,(1, . . . ,1)) = d},

E4 = {1,2, . . . ,β}, Ē4 = {β +1, . . . ,q}, β =
⌊

q
2

⌋
,

where Sq is the set of all permutations on [q].
We treat first the case q = 2 and consider the sets

A = (E1(2,2))d1 ×E1(1,n−2d1),

B = (E2(2))d1 ×E3(2,n−2d1,d2).

We have dH(a,b) = d1 + d2, when a ∈ A, b ∈ B and |A| = 2d1 , |B| = 2d1
(n−2d1

d2

)
.

Thus an optimal choice of di gives

|A||B|= F2(n,δ ).

Next, suppose q = 3. This time we define the sets A and B as follows:

A = (E1(3,3))�×E1(1,n−3�),

B = (E2(3))�×E3(3,n−3�,d).

We have dH(a,b) = 2�+d, a ∈ A, b ∈ B, and

|A|= 3�, |B|= 6�

(
n−3�

d

)
2d .

An optimal choice of d, � with 2�+d = δ gives

|A||B|= F3(n,δ ).

In the case q≥ 4 define

A = (E4(q))d1 ×E1(1,n−d1),

B = (Ē4(q))d1 ×E3(d,n−d1,d2).
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Again, dH(a,b) = d1 +d2, a ∈ A, b ∈ B, and

|A|=
⌊

q
2

⌋d1

, |B|=
⌈

q
2

⌉d1
(

n−d1

d2

)
(q−1)d2 .

An optimal choice of di with d1 +d2 = δ yields

|A||B|= Fq(n,δ ).

Now we start to prove for q = 2,4,5 the inequality

Mq(n,δ )≤ Fq(n,δ ),

which together with (5) gives the proof of Theorem 11. We need the following
lemma, which we then use in the inductive proof of the theorem.

Lemma 13 The following relations are valid:

F2(n,δ ) = F2(n−2,δ −1)max
(

4,
n(n−1)
δ (n−δ )

)
, (6)

n ≥ 3, 1≤ δ ≤ n−1,

Fq(n,δ ) = Fq(n−1,δ −1)max
(

q̄,
n(q−1)
δ

)
, (7)

q ≥ 4, n≥ 2, δ ≥ 1.

Proof. First we show that the LHS of equalities (6), (8) do not exceed their RHS.
Choose d1,d2 such that d1 +d2 = δ and

F2(n,δ ) = 22d1

(
n−2d1

d2

)
.

If d1 = 0, then

F2(n,δ ) =
(

n
δ

)
=
(

n−2
δ −1

)
n(n−1)
δ (n−δ )

≤ F2(n−2,δ −1)
n(n−1)
δ (n−δ )

,

and if d1 ≥ 1, then

F2(n,δ ) = 2222(d1−1)
(

n−2−2(d1−1)
d2

)
≤ 4F2(n−2,δ −1).

For q≥ 4 we have

Fq(n,δ ) = q̄d1

(
n−d1

d2

)
(q−1)d2

and in the case d1 = 0
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Fq(n,δ ) =
(

n
δ

)
(q−1)δ =

n(q−1)
δ

(
n−1
δ −1

)
(q−1)δ−1

≤ Fq(n−1,δ −1)
n(q−1)
δ

.

If d1 ≥ 1, then

Fq(n,δ ) = q̄d1

(
n−d1

d2

)
(q−1)d2

= q̄q̄d1−1
(

(n−1)− (d−1)
d2

)
(q−1)d2 ≤ q̄Fq(n−1,δ −1).

Next we prove that the RHS of (8) does no exceed its LHS. Let d1,d2 satisfy d1 +
d2 = δ −1 and

Fq(n−1,δ −1) = q̄d1

(
n−1−d1

d2

)
(q−1)d2 .

Then d1 +1+d2 = δ and we have

q̄Fq(n−1,δ −1) = q̄d1+1
(

n− (d1 +1)
d2

)
(q−1)d2 ≤ Fq(n,δ ).

Furthermore, since

n(q−1)
δ

Fq(n−1,δ −1) = q̄d1

(
n−1−d1

d2

)
n
δ

(q−1)d2+1,

it suffices to show that
(

n−1−d1

d2

)
n
δ
≤
(

n−d1

d2 +1

)
.

But (
n−1−d1

d2

)
n
δ

=
(

n−d1

d2 +1

)
d2 +1
n−d1

n
δ

.

Therefore, it suffices to show that

n
n−d1

≤ δ
d2 +1

=
δ

δ −d1
,

which is true, because for x≥ y≥ 0,z≥ 0 with xyz 
= 0 it holds x+z
y+z ≤

x
y .

Now we prove that the RHS of (6) does not exceed its LHS. Suppose that

F2(n−2,δ −1) = 22d
(

n−2−2d
δ −1−d

)
, (8)
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then
4F2(n−2,δ −1) = 22(d+1)

(
n−2(d +1)
δ − (d +1)

)
≤ F2(n,δ )

and, to finish the proof, we have to consider the case

4 <
n(n−1)
δ (n−δ )

. (9)

From (8) it follows that

F2(n−2,δ −1)
(n−2d)(n−2d−1)
(δ −d)(n−d−δ )

= 22d
(

n−2d
δ −d

)
< F2(n,δ ).

It remains to prove that under condition (9) either

n(n−1)
δ (n−δ )

≤ (n−2d)(n−2d−1)
(δ −d)(n−d−δ )

or

δ (n−δ )(n2−4nd +4d2−n+2d)≥ (n2−n)((n−δ )δ − (n−δ )d−δd +d2)

or
n(n−1)
δ (n−δ )

≥ 4− 2
n−d

(10)

holds, which is true under condition (9). The proof of Lemma 13 is completed.
�

Next we give the following definitions. For a set C ⊂ [q]n and i, j ∈ [q], J ⊂ [q],
define

Ct
i = {(c1, . . . ,ct−1,ct+1, . . . ,cn) : (c1, . . . ,ct−1, i,ct+1, . . . ,cn) ∈C},

Ct(J) = {(c1, . . . ,cn) ∈C : ci ∈ J} ⊂ C, n≥ 2,

Cst
i j = {(c1, . . . ,cs−1,cs+1, . . . ,ct−1,ct+1, . . . ,cn) :

(c1, . . . ,cs−1, i,cs+1, . . . ,ct−1, j,ct+1, . . . ,cn) ∈C},s 
= t, n≥ 3.

Denote also Jq =
( [q]
� q

2 �
)
. We need two lemmas.

Lemma 14 For (A,B) ∈ S2(n,δ ) there exist s, t ∈ [n] such that

(|Ast
11|+ |Ast

22|)(|Bst
12|+ |Bst

21|)+(|Ast
12|+ |Ast

21|)(|Bst
11|+ |Bst

22|) (11)

≥ 2δ (n−δ )
n(n−1)

|A||B|.

Proof. Let
Ci j(s, t) = {(c1, . . . ,cn) ∈C : cs = i, ct = j}.
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Then |Ci j(s, t)|= |Cst
i j | and if IA(xn) is the indicator function of the set A, then

∑
s
=t

[
(|Ast

11|+ |Ast
22|)(|Bst

12|+ |Bst
21|)+(|Ast

12|+ |Ast
21|)(|Bst

11|+ |Bst
22|)
]

= ∑
(xn,yn)∈(A,B), s
=t

[
(IA11(s,t)(x

n)+ IA22(s,t)(x
n))(IB12(s,t)(y

n)+ IB21(s,t)(y
n))

+ (IA12(s,t)(x
n)+ IA21(s,t)(x

n))(IB11(s,t)(y
n)+ IB22(s,t)(y

n))
]
.

Since dH(xn,yn) = δ for xn ∈ A and yn ∈ B, the contribution of (A,B) is |A||B|δ (n−
δ ) and there exists at least one pair (s, t) with contribution at least |A||B|δ (n−
δ )/
(n

2

)
. The lemma is proved. �

Lemma 15 For (A,B) ∈ Sq(n,δ ) there exists a t ∈ [n], such that

∑
J∈Jq

|At(J)||Bt(Jc)| ≥ |A||B| δ
n(q−1)

q̄
q

(
q
� q

2�

)
, (12)

where Jc = [q]\ J.

Proof. We have

n

∑
t=1
∑

J∈Jq

|At(J)||Bt(Jc)| =
n

∑
t=1
∑

J∈Jq

∑
xn∈A, yn∈B

IAt (J)(x
n)IBt (Jc)(y

n)

= ∑
xn∈A, yn∈B

n

∑
t=1
∑

J∈Jq

IAt (J)(x
n)IBt (Jc)(y

n)

= ∑
xn∈A, yn∈B

δ
(

q−2
� q

2�−1

)
= |A||B|δ

(
q−2
� q

2�−1

)
.

Therefore, there exists a t with

∑
J∈Jq

|At(J)||Bt(Jc)| ≥ |A||B|δ
n

(
q−2
� q

2�−1

)

and (12) follows due to the identity
(

q
� q

2�

)
=

q(q−1)
q̄

(
q−2
� q

2�−1

)
.

By symmetry also

∑
J∈Jq

|At(Jc)||Bt(J)| ≥ |A||B| δ
n(q−1)

q̄
q

(
q
� q

2�

)
.
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Thus there exists a t for which we have

∑
J∈Jq

(|At(J)||Bt(Jc)|+ |At(Jc)||Bt(J)|)≥ |A||B| 2δ
n(q−1)

q̄
q

(
q
� q

2�

)
. (13)

�

Now we continue to prove the theorem. First we prove (4) for q = 2. In the cases
δ = 0 and δ = n, it can be easily verified that

M2(n,0) = F2(n,0) = M2(n,n) = F2(n,n) = 1.

In the other cases we proceed by induction on n and we assume that δ 
= 0,n. For
n = 1,2 only the case

M2(2,1) = F2(2,1) = 4

is relevant. An optimal configuration here is (A,B) = ({11,22}, {21,12}).
Let (4) be valid for n− 2. We show that it holds also for n. We use the sets

Ast
αβ ,B

st
αβ with property (11). For simplicity we omit the indices s, t and make the

following conventions:

I = (|A11|+ |A22|)(|B11|+ |B22|),
II = (|A12|+ |A21|)(|B11|+ |B22|),

III = (|A11|+ |A22|)(|B12|+ |B21|),
IV = (|A12|+ |A21|)(|B12|+ |B21|).

Lemma 14 says that

|A||B| ≤ n(n−1)
2δ (n−δ )

(II + III). (14)

W.l.o.g. we can assume that
II ≤ III. (15)

First we consider the case A11∩A22 
= /0. Then

dH(an
11,b

n
ββ ) 
= dHan

22,b
n
ββ ), an

αα ∈ Aαα(s, t), bn
ββ ∈ Bββ (s, t)

and we have B11 = B22 = /0 and therefore I = II = 0. If now B12∩B21 
= /0, then by
the same argument A12 = A21 = /0 and thus also IV = 0. Therefore,

|A||B|= III ≤ 4M2(n−2,δ −1) = 4F2(n−2,δ −1)≤ F2(n,δ ).

Here, the last equality follows from the induction hypothesis and the last inequality
follows from (6).

On the other hand, if B12∩B21 = /0, then (Aαα ,B12∪B21)∈ S2(n−2,δ−1), α =
1,2 and therefore III ≤ 2M2(n−2,δ −1). Since II = 0, we conclude that

II + III ≤ 2M2(n−2,δ −1) = 2F2(n−2,δ −1)
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and by (14) we have

|A||B| ≤ n(n−1)
δ (n−δ )

F2(n−2,δ −1).

Then (6) implies |A||B| ≤ F2(n,δ ).
Suppose now A11∩A22 = /0. If B12∩B21 
= /0, then, as previously, A12 = A21 = /0

and II = 0, II + III = III ≤ 2M2(n− 2,δ − 1), and |A||B| ≤ F2(n,δ ). Finally, if
B12∩B21 = /0, then

(A11∪A22,B12∪B21) ∈ S2(n−2,δ −1)

and thus III ≤M2(n−2,δ −1). From the assumption (15) it follows that II + III ≤
2M2(n−2,δ −1) and the proof can be completed as in the previous case.

Now we prove (4) for q = 4. The case n = 1 is settled by inspection. We assume
that J = {0,1}, Jc = {2,3} and consider the following scheme (we omit index t in
the notations At

i, Bt
i):

For q = 4 inequality (13) can be written in the form

|A||B| ≤ 3n
2δ

((|A1|+ |A2|)(|B3|+ |B4|) (16)

+ (|A3|+ |A4|)(|B1|+ |B2|)) =
3n
2δ

(II + III),

where

I = (|A1|+ |A2|)(|B1|+ |B2|),
II = (|A3|+ |A4|)(|B1|+ |B2|),

III = (|A1|+ |A2|)(|B3|+ |B4|),
IV = (|A3|+ |A4|)(|B3|+ |B4|).

Now we proceed as in the proof of the case q = 2 with substitutions 11→ 1, 22→
2, 12→ 3, 21→ 4, A11 → A1, B11 → B1, etc.; F2(n,δ )→ F4(n,δ ), (14)→ (16).
Repeating all arguments from the previous proof and taking into account that q̄ = 4,
we are done with the case q = 4.

Now let q = 5. We need one simple preliminary result, which we state in the
forthcoming Lemma 16, whose proof we leave to the reader (Exercise 12). For sim-
plicity we again omit the index t in the notations At

i,B
t
i. Define the numbers r,s, p by

r = |{1≤ i≤ q : |Ai||Bi|> 0}|,
s = |{1≤ i≤ q : |Ai|> 0}|− r,

p = |{1≤ i≤ q : |Bi|> 0}|− r.

After relabeling we have |Ai||Bi|> 0 for 1≤ i≤ r, |Ai|> 0 for 1≤ i≤ r+s, |Bi|> 0
for 1≤ i≤ r, and r + s+1≤ i≤ r + s+ p.
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Lemma 16 Let n ≥ 2. If (A,B) ∈ Sq(n,δ ) and r + s,r + p ≥ 2, then for 1 ≤ i ≤
r, 1≤ j ≤ q, i 
= j we have Ai∩A j = /0 and Bi∩B j = /0.

Denote

X = {1, . . . ,r}, Y = {r +1, . . . ,r + s},
Z = {r + s+1, . . . ,r + s+ p}.

It is easy to see that if we replace Ai, i ∈ Y by E =
⋃

i∈Y Ai and Bi, i ∈ Z by F =⋃
i∈Z Bi, then we again obtain a pair in Sq(n,δ ). Note also that if s + p 
= 0 we can

enlarge Y or Z so that r + s+ p = q.
Denote

e = ∑
J∈Jq

|A(J)||B(Jc)|.

For J ∈ Jq we define

U = J∩X , V = J∩Y, W = J∩Z, E =
⋃

i∈Y

Ai, F =
⋃

i∈Z

Bi,

a(J) = ∑
i∈J
|Ai|, b(J) =∑

i∈J
|Bi|, J ⊂ [q].

If s+ p = 0, then

e = ∑
U⊂X , 1≤|U |≤min{βk−1}

a(U)b(X \U)
(

q− r
β −|U |

)
. (17)

If r + s+ p = q, then

e = ∑
U⊂X , V⊂Y, W⊂Z, |U |+|V |+|W |=β

(a(U)+ |V ||E|)(b(X \U)+ |Z \W ||F |).

Opening the brackets on the RHS of the expression for e we obtain four sums

e1 = ∑
U⊂X , V⊂Y, W⊂Z, |U |+|V |+|W |=β

a(U)b(X \U)

= ∑
U⊂X ,� ,|U |+�=2

(
s+ p

�

)
a(U)b(x\U)

= ∑
U⊂X , 1≤|U |≤min{β ,r−1}

(
q− r
β −|U |

)
a(U)b(X \U),

e2 = ∑
U⊂X , V⊂Y, W⊂Z, |U |+|V |+|W |=β

a(U)|Z \W ||F|

= ∑
U⊂X , |U |+|V |+|W |=β

(
s
|V |

)(
p
|W |

)
(p−|W |)a(U)|F|
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= ∑
U⊂X , 1≤|U |≤β

(
q− k−1
β −|U |

)
pa(U)|F |,

e3 = ∑
U⊂X , V⊂Y, W⊂Z, |U |+|V |+|W |=β

b(X \U)|V ||E|

= ∑
U⊂X , |U |+|V |+|W |=β

(
s
|V |

)(
p
|W |

)
|V |b(X \U)|E|

= ∑
U⊂X ,1≤|U |≤min{β ,r−1}

(
q− r−1
β −|U |−1

)
b(X \U)s|E|,

e4 = ∑
U⊂X , V⊂Y, W⊂Z, |U |+|V |+|W |=β

|V ||E||Z \W ||F|

= ∑
U⊂X , |U |+|V |+|W |=β

(
s
|V |

)(
p
|W |

)
|V ||Z \W ||E||F|

= ∑
U⊂X , |U |≤β−1

(
q− r−2
β −|U |−1

)
sp|E||F|.

Note that in the case s+ p = 0 we obtain the same final relations for ei and e. Now
by (8) and Lemma 15, in the case q = 5 the relation

e≤ F5(n−1,δ −1)12 (18)

is sufficient for induction to work. To prove this inequality we go through the cases
defined by the value of r.
r = 5. Since s = p = 0, we have e2 = e3 = e4 = 0. Therefore,

e = e1 = ∑
U⊂[5], 1≤|U |≤2

(
5−5

2−|U |

)
a(U)b(X \U).

As
(⋃

i∈U Ai,
⋃

i∈X\U Bi

)
= S5(n−1,δ −1) and by Lemma 16

∣
∣
∣
∣
⋃

i∈U

Ai

∣
∣
∣
∣= a(U),

∣
∣
∣
∣
⋃

i∈X\U
Bi

∣
∣
∣
∣= b(X \U),

we conclude by using the induction hypothesis that

e≤
(

5
2

)
M2(n−1,δ −1)≤ 10F5(n−2,δ −1).



62 II Intersection and Diametric Problems

r = 4. In this case either s = 1, p = 0 or s = 0, p = 1 holds. By symmetry, it suffices
to consider only the first case. Then e2 = e4 = 0 and

e = e1 + e2 = ∑
U⊂[4], 1≤|U |≤2

(
2

2−|U |

)
a(U)b(X \U)

+ ∑
U⊂[4], |U |≤2

(
0

2−|U |−1

)
b(X \U)s|E|

≤
(

4
2

)
F5(n−1,δ −1)+ ∑

U⊂[4],|U |=1
(a(U)+ |E|)b(X \U).

By Lemma 16 and the induction hypothesis the second summand is smaller than
4F5(n−1,δ −1) and therefore e≤ 10F5(n−1,δ −1).
r = 3. Here we have

e1 = ∑
U⊂[3], 1≤|U |≤2

(
2

2−|U |

)
a(U)b(X \U)

= 2(|A1|(B2|+ |B3|)|A2|(|B1|+ |B3|)+ |A3|(|B1|+ |B2|))
+ ((|A1|+ |A2|)|B3|+(|A1|+ |A3|)|B2|+(|A2|+ |A3|)|B1|),

e2 = 3(|A1|+ |A2|+ |A3|)p|F|,
e3 = 3(|B1|+ |B2|+ |B3|)s|E|,
e4 = 3sp|E||F |.

Now we consider a few subcases.
s = 2, p = 0. Then

e = e1 + e2 = 3(|B1|+ |B2|)(|A3|+ |E|)
+ 3(|B1|+ |B3|)(|A2|+ |E|)+3(|B2|+ |B3|)(|A1|+ |E|).

Since (B1∪B2,A3∪E) ∈ S5(n− 1,δ − 1), we have 3(|B1|+ |B2|)(|A3|+ |E|) ≤
F5(n− 1,δ − 1). The remaining terms in the expression for e are estimated in the
same manner. Thus we have e≤ 9F5(n−1,δ −1).
s = 1,p = 1. Then

e = e1 + e2 + e3 + e4,

e2 = 3(|A1|+ |A2|+ |A3|)|F|, e3 = 3(|B1|+ |B2|+ |B3|)|E|, e4 = 3|E||F |

and e1 has the same expression as in the previous subcase. We can assume that
e2 ≤ e3, because otherwise we can exchange the roles of A and B. Thus, by the
previous subcase, e1 +e2 +e3 ≤ 9F5(n−1,δ −1), and since e4 ≤ 3F5(n−1,δ −1),
we conclude e≤ 12F5(n−1,δ −1).
s = 0,p = 2. Since e1 and e2 are symmetric in A and B, replacement of e3 by e2 in
the case s = 2, t = 0 gives again the bound e≤ 9F5(n−1,δ −1).
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r = 2. In this case

e1 = ∑
U⊂[2],|U |=1

(
3
|U |

)
a(U)b(X \U) = 3(|A1||B2|+ |A2||B1|),

e2 = ∑
U⊂[2], 1≤|U |≤2

(
2

2−|U |

)
a(U)p|F |= 3(|A1|+ |A2|)p|F |,

e3 = ∑
U⊂[2], |U |≤1

(
2

1−|U |

)
b(X \U)s|E|= 3(|B1|+ |B2|)s|E|,

e4 = ∑
U⊂[2], |U |≤1

(
1

1−|U |

)
sp|E||F|= 3sp|E||F |.

Here also we have some subcases.
s = 3,p = 0. Then

e = e1 + e2 = 3(|B1|(|A2|+ |E|)
+ 3|B2|(|A1|+ |E|)+6(|B1|+ |B2|)|E|)≤ 12F5(n−1,δ −1).

s = 2,p = 1. Then

e = e1 + e2 + e3 + e4 =
(

e1 + e2 +
1
2

e3 + e4

)
+

1
2

e3

= 3(|B1|+ |F|)(|A2|+ |E|)+3(|B2|+ |F|)(|A1|+ |E|)
+ 3(|B1|+ |B2|)|E| ≤ 9F5(n−1,δ −1).

The other subcases are symmetrically the same.
r = 1. In this case we can write

e1 = 0, e2 =
(

5−1
2−1

)
|A1||F |,

e3 =
(

5−1
2−1

)
|B1|s|E|,

e4 =
(

5−3
2−1

)
sp|E||F|

(
5−3
2−2

)
sp|E||F|= 5q−2β −1sp|E||F |

and
e = 3(|A1|p|F |+ |B1|s|E|+ s|E|p|F|).

But

λ = |A1|p|F |+ |B1|s|E|+ s|E|p|F|= s|E|(|B1|+ |F|)+(|A1|+ |E|)p|F|
+ (s−1)p|E||F|− s|E||F|
= s|E(|B1|+ |F|)+(|A1|+ |E|)p|F|+(sp− s− p)|E||F|.
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As (E,(B1 ∪F)), (A1 ∪E,F), (E,F) ∈ S5(n− 1,δ − 1), the induction hypothesis
gives

λ ≤ (s+ p+(sp− s− p))F5(n−1,δ −1)≤ 4F5(n−1,δ −1)

and therefore e≤ 12F5(n−1,δ −1).
r = 0. We have

|A||B|= sp|E||F| ≤ 6|E||F | ≤ 6F5(n−1,δ −1).

This completes the proof of the theorem. �

§2 Four-Words Property

We formulate a generalization of the property of the pair (A,B) to be a constant
distance pair. We say that the pair of sets (A,B), A,B ⊂ X n

q , Xq = [q] satisfies the
four-words property (4-WP) if

dH(an,bn)−dH(an,b′n)+dH(a′n,b′n)−dH(a′n,bn) 
= 1,2

for all an,a′n ∈ A, bn,b′n ∈ B.

Proposition 10 If a pair (A,B) satisfies the 4-WP, then

|A||B| ≤ q∗n, q∗ =

⎧
⎨

⎩

q, q = 2,3,4,

q̄ =
⌊

q
2

⌋
·
⌈

q
2

⌉
, q≥ 4

and this bound is best.

Next we consider a further generalization of the 4-WP and prove Theorem 12
below, from which also follows the statement of Proposition 10.

Let X and Y be two finite sets. We consider the function

f : X ×Y → Z.

With f we associate the sum-type function fn : X n×Yn → Z :

fn(xn,yn) =
n

∑
i=1

f (xi,yi),

xn = (x1, . . . ,xn) ∈ X n, yn = (y1, . . . ,yn) ∈ Yn.
We say that the pair (A,B) with A ⊂ X n, B ⊂ Yn satisfies the R−four-word

property (R−4-WP), if

fn(an,bn)− fn(an,b′n)+ fn(a′n,b′n)− fn(a′n,bn) ∈R, (19)
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for all an,a′n ∈ A, bn,b′n ∈ B. Let P( f ,R,n) be the set of all those pairs. We are
interested in

M( f ,R,n) = max{|A||B| : (A,B) ∈ P( f ,R,n)}.

Let P∗( f ,R,n) be the set of those pairs in P( f ,R,n) on which the maximum
M( f ,R,n) is achieved. The following theorem is the basis in the study of theR−4-
WP [ACZ89].

Theorem 12 (Ahlswede, Cai, and Zhang 1989) For anyR⊂ Z

M( f ,R,n)≤Mn( f ,R,1). (20)

Furthermore, if 0 ∈R and M( f ,{0},1) = M( f ,R,1), then equality holds in (20).

The proof of this theorem proceeds by induction on n and is based on two simple
lemmas, which we first state and prove.

For the set C of sequences of length n from some finite alphabet denote

Cc = {(c1, . . . ,cn−1) : (c1, . . . ,cn−1,c) ∈C},
J(C) = {c : Cc 
= /0},

L(C) = max

{

|D| : D ∈ J(C),
⋂

c∈D

Cc 
= /0

}

.

Lemma 17 For (A,B) ∈ P( f ,R,n) we have L(A)|J(B)| ≤M( f ,R,1).

Proof. It suffices to show that for every D ⊂ J(A) with
⋂

a∈D Aa 
= /0 necessarily
(D,J(B)) ∈ P( f ,R,1).

To see this choose a,a′ ∈ D, b,b′ ∈ J(B) and note that by assumptions there
are an−1, bn−1, b′n−1 such that an−1a, an−1a′ ∈ A, and bn−1b,b′n−1b′ ∈ B. Now
obviously

R � fn(an−1a,bn−1b)− fn(an−1a,b′n−1b′)
+ fn(an−1a′,b′n−1b′)− fn(an−1a′,bn−1b)
= f (a,b)− f (a,b′)+ f (a′,b′)− f (a′,b).

�

Lemma 18 If (A,B) ∈ P( f ,R,n), then
(⋃

d∈J(A) Ad ,Bb

)
∈ P( f ,R,n− 1) for all

b ∈ J(B).

Proof. For an−1,a′n−1 ∈ ⋃d∈J(A) Ad choose a,a′ ∈ J(A) such that an−1 ∈
Aa, a′n−1 Aa′ . Now for any bn−1,b′n−1 ∈ Bb,

R � fn(an−1a,bn−1b)− fn(an−1a,b′n−1b)
+ fn(a′n−1a′,b′n−1b)− fn(a′n−1a′,bn−1b)
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= fn−1(an−1,bn−1)− fn−1(an−1,b′n−1)
+ fn−1(a′n−1,b′n−1)− fn−1(a′n−1,bn−1).

�

Proof of Theorem 12. Obviously, if for (A,B) ∈ P∗( f ,{0},1) we have |A||B| =
M( f ,R,1), then (∏n

i=1 A,∏n
i=1 B)∈P( f ,{0},n), where∏n

i=1 C is the set of n-tuples
of elements from C. Therefore, if 0∈R, then M( f ,R,n)≥ (|A||B|)n = Mn( f ,R,1).

To prove (20) we use induction. For n = 1 nothing needs to be proved. For
(A,B) ∈ P( f ,R,n) we have

|A||B| = ∑
a∈J(A)

|Aa| ∑
b∈J(B)

|Bb|

≤ L(A)
∣
∣
∣
∣
⋃

a∈J(A)

Aa

∣
∣
∣
∣|J(B)| max

b∈J(B)
|Bb|

≤ M( f ,R,1)
∣
∣
∣
∣
⋃

a∈J(A)

Aa

∣
∣
∣
∣ max

b∈J(B)
|Bb|.

The last inequality here follows from Lemma 17. The result |A||B| ≤ Mn( f ,R,1)
now follows from Lemma 18 and the induction hypothesis. �

From this Theorem follows Proposition 10. Indeed the 4-WP means that (A,B)∈
P(dH ,Z−{1,2},n). We have P(dH ,Z−{1,2},1) = P(dH ,{0},1) and therefore
M(dH ,Z−{1,2},n) = Mn(dH ,{0},1). Finally, equality M(dH ,{0},1) = q∗ is easily
verified.

The following fact easily follows from Theorem 12 (Exercise 13). If A,B ⊂
[0,q−1]n and the set [0,q−1]n is equipped with a Lee metric dL, which is defined
as follows:

dL(xn,yn) =
n

∑
i=1

min{|xi− yi|,q−|xi− yi|},

and for all an,a′n ∈ A, bn,b′n ∈ B

dL(an,bn)−dL(an,b′n)+dL(a′n,b′n)−dL(a′n,bn) 
= 1,2, . . .q, (21)

then

|A||B| ≤
(

max
{

q,

(⌊
q
4

⌋
+1
)(⌈

�q/2�
2

⌉
+1
)})n

. (22)

The next fact is also the consequence of Theorem 12 (Exercise 13). Let dT be a Taxi
metric on [0,q−1]n. If A,B⊂ [0,q−1]n and for an,a′n ∈ A, bn,b′n ∈ B,

dT (an,bn)−dT (an,b′n)+dT (a′n,b′n)−dT (a′n,bn) 
= 1,2, . . .2q,
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then

|A||B| ≤
(

max
{

q,

(⌊
q
2

⌋
+1
)⌈

q
2

⌉})n

(23)

and this bound is best possible.

Notes to Chapter II

As already said, Theorems 6, 7, and 8 completely solve the problem of determining
the maximal sets of given diameter in the Taxi metric when all components X j
have even or odd lengths. In the mixed case, when some of the components have
even length and some odd length, in general some partial results are known when
d < b(B) and d ≥ b(B)+ e(B)−1, where e(B) is the number of components with
odd q′is. In this case it is known that the ball of radius d/2 with some center in L1

is a maximal set of diameter d. The proof here is the same as for all-even q′is in
Theorem 8, but the splitting of B is different. For details about such splittings we
refer to [ACZ92a] and [DK90], see also [KF88]. In [BL93] a direct approach was
used to the diametric problem in Taxi metric. A complete solution was presented
for the problem in the space B, where all qi are equal. There the diametric problem
on the torus also has been considered. Relation (5) (Lecture 2) was first proved in
[K66a].

Theorem 3 was proved in [AK97b] and Theorem 5 was proved in [AK98]. We
reproduced here their proofs. The Intersection Theorem 4 was first proved by Katona
by using another method in [K64]. Relation (3) (Lecture 1) for t ≥ 15 was first
established by Frankl [F78] and subsequently by Wilson [W84] for all t. We took
the proof of Proposition 9 from [H64]. Theorems 6 and 7 were proved in [ACZ92a].
Theorem 9 is taken from [AK00b].

An A ∈ I(n,k, t) is called nontrivial if
∣
∣
∣
∣
⋂

A∈A A
∣
∣
∣
∣ < t and Ĩ(n,k, t) denotes all

nontrivial families from I(n,k, t). Let

M̃(n,k, t) = max
A∈Ĩ(n,k,t)

|A|, 1≤ t ≤ k ≤ n.

Let also

V1(n,k, t) =
{

V ∈
(

[n]
k

)
: [1, t]⊂V,

V ∩ [1+ t,k +1] 
= /0
}
∪{[1,k +1]\{i} : i ∈ [1, t]}.

In [AK96d] the following equalities are proved, which give the complete solution
of the determination of the maximal cardinality of a nontrivial family. This settles
the Hilton-Milner problem, whose investigation was initiated in [HM67b].
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(i) If 2k− t < n≤ (t +1)(k− t +1), then

M̃(n,k, t) = M(n,k, t).

(ii) If (t +1)(k− t +1) < n and k ≤ 2t +1, then

M̃(n,k, t) = |F(1)|

and F(1) is – up to permutations – the unique optimum.
(iii) If (t +1)(k− t +1) < n and k > 2t +1, then

M̃(n,k, t) = max{|F(1)|, |V1|},

and – up to permutations – F(1) or V1 are the only solutions.

Consider the following sets:
(

[n]
≥ k

)
=

n⋃

i=k

(
[n]
i

)
,

(
[n]
≤ k

)
=

k⋃

i=0

(
[n]
i

)
,

I(n,≥ k, t) = I(n, t)∩2([n]
≥k),

I(n,≤ k, t) = I(n, t)∩2([n]
≤k),

F(i,≥ k) = G(i)∩
(

[n]
≥ k

)
,

F(i,≤ k) = G(i)∩
(

[n]
≤ k

)
, i = 0, . . .

⌊
n− t

2

⌋
.

The description of the following results can be found in [ABEK02]. Using Katona’s
Theorem 4 it is not difficult to prove that

max
A∈I(n,t,≥k)

|A|=
∣
∣
∣
∣F
(⌊

n− t
2

⌋
,≥ k

)∣∣
∣
∣.

The problem of determination of the value maxA∈I(n,t,≤k) |A| is still open. In
Research Problem 3 at the end of the chapter the corresponding conjecture is
formulated.

In [AAK98], Ahlswede et al. consider the problem of maximal intersecting
systems for direct products. This problem was initiated by Frankl and arose in
connection with a result of Sali. Let n = n1 + · · ·+ nm, k = k1 + · · ·+ km, [n] =
[n1]∪ [n2] · · ·∪ [nm],H=

{
F ∈

([n]
k

)
: |F ∩ [ni]|= ki for i = 1, . . . ,m

}
. For given in-

tegers ti, 1≤ t ≤ ti≤ ki, 1≤ i≤m, we may say thatA⊂H is (t1, . . . , tm)-intersecting,
if for every A,B ∈ A there exists an i, 1 ≤ i ≤ m, such that |A∩B∩Ωi| ≥ ti holds.
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Denote the set of such systems by I(H, t1, . . . , tm). The problem is to determine
maxA∈I(H,t1,...,tm) |A|.

The case t1 = t2 = · · ·= tm = 1 has been solved by Frankl. Here is the complete
solution.

Theorem 13 (Ahlswede, Aydinian, and Khachatrian 1998) Let ni ≥ ki ≥ ti ≥ 1
for i = 1, . . . ,m, then

max
A∈I(H,t1,...,tm)

|A|= max
i

M(ni,ki, ti)(ni
ki

) |H|.

We emphasize that the combination of this Theorem and Theorem 3 gives an
explicit value. The proof is heavily (but not only!) based on ideas and methods from
[A96], in particular the method of “generated sets” (c.f. [N] Bey/Engel, “Old and
New Results for the Weighted t-Intersection Problem via AK-Methods”, 45-74;)
takes a central role in the book [E97b].

We took Theorem 10 from [AC91]. Also the following relations were proved
there:

f q−1
q =

1
2
|W q−1

q |= 1
2

q!,

f 3
q = 12, q≥ 4,

g3
q = 3q+7, 3≤ q < ∞.

We took Theorem 11 from [A87].
For the matrix with entries ai j = d(xn

i ,y
n
j), where xn

i are n-tuples with elements
from some finite set X and d(·, ·) is a metric on X n, consider the area i · j of an i× j
minors with constant entries. This concept was introduced in [Y79] for estimating
communication complexity. It inspired the work reported in Lecture 6.

Proposition 10 was first proved in [AM88]. Inequality (22) was first proved in
[C86]. Theorem 12 was proved in [ACZ89].

A pair (A,B), A,B ⊂ {0,1}n is said to be �-cross-intersecting iff λ (an,bn) =
∑n

i=1 min{ai,bi}= � for all an ∈ A, bn ∈ B. If one considers an,bn as subsets of [n],
then λ (an,bn) is their intersection. How large can |A||B| be? A simple construction
in [ACZ89] gives a lower bound stated in Exercise 14. Moreover, it is conjectured
that the construction is best possible. In [AL06] this conjecture is proved for suffi-
ciently large � > �0.

Exercises

1. Erdös, Ko, and Rado [EKR61] proved the Theorem 3 for the case t = 1. Give a
proof using the Kruskal/Katona Theorem ([K63],[K68],[D74]). A formulation
of the result of [K63] and [K68] can be found without proof in [S59].

2. Give another proof with Katona’s cycle method ([K72], see also the book [N]
with the survey [K00]).
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3. Prove relation (4) (Lecture 1).
4. Prove Lemma 4 and Proposition 1.
5. Determine all optimal unrestricted t-intersecting families for t = 1. Hint:

Among them is always A = {A ∈ 2[n] : {1} ∈ A}, A =
⋃

i≥ n+1
2

([n]
i

)
for n odd,

and A=
⋃

i≥ n
2

([n−1]
i

)
for n even.

6. For t = 1 and q = 2 find all optimal configurations for the Hamming distance
problem. Hint: see considerations before Lemma 6.

7. One can see that M(n, t) = N2(n, t). Using operations Tji, relation (8), and the
method of the proof of Theorem 4, prove the validity of (5) (Lecture 2).
For t > 1 prove that the set on which N2(n, t) is achieved is unique up to chang-
ing 0↔ 1 symbols in components and permutations of components.

8. Prove equality (4) (Lecture 2) directly. Consider mod q componentwise sum-
mation in Hn

q and prove that if an is in intersection family A, then an +bn 
∈ A
for all bn = (b, . . . ,b), b ∈ {1, . . . ,q−1}.

9. Prove that for t > 1 or t = 1, q > 2 up to permutations of the components and
elements of the alphabet in the components there is only one optimal configu-
ration in Theorem 5, unless t > 1, t +2(t−1)/(q−1)≤ n, and (t−1)/(q−2)
is an integer in which case we have two optimal configurations K

(
t−1
q−2

)
and

K
(

t−1
q−2 −1

)
.

In addition to the optimal configuration in Theorem 9 we have in the case
d = n− 2, 2|d also the optimal configuration Gd/2−1(n,n− d). Prove that up
to permutations of the components and elements of the alphabet in the compo-
nents these configurations are unique.

10. Prove Propositions 2, 3, 4, and 5.
11. Prove relation (18) (Lecture 2): if E1,E2 ∈M0(A) and |E1∩E2|= t, then |E1|+
|E2|= �+ t.

12. Prove Lemma 16.
13. Using Theorem 12 prove inequalities (22) and (23).
14. Give a construction of an l-cross-intersecting pair (A,B), A,B⊂ {0,1}n with

|A||B| ≥
{(2l

l

)
2n−2l if n≥ 2l,(n
l

)
if n < 2l.

15. Actually, it was originally conjectured in [A87] that

max
A,B⊂{0,1}n

l-cross-inters.

|A||B|= max
l≤x≤n

2n−x
(

x
l

)
.

Show that this bound equals the bound in exercise 14, which was conjectured
in [ACZ89].
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16. For B⊂ {0,1}n, X t = {0,1}, and X = (x1 < x2 < .. . ,< x|X |)⊂ [n], we say that
B has parity on X if for all bn ∈ B,‖X |-tuples b|X | = (bx1 , . . . ,bx|X |) have number
of units of the same parity. Prove that [A87]

∑
X⊂[n], B has parity on X

2|X ||B| ≤ (2n +1)2n−1.

This bound achieves equality, for instance, on the set B of all n-tuples with even
number of ones.

Research Problems

1. Conjecture The lower bound in Exercise 14 is the maximum value for |A||B|.
This was proved in [AL06] for large n.

2. Conjecture Theorem 11 holds also for values of q different from 2,4,5.
3. Conjecture If k ≤ n+t

2 , then the following relation is valid

max
A∈I(n,t,≤k)

|A|= max
{
|F(i,≤ k)| : i = 0, . . . ,

⌊
n− t

2

⌋}
.



Chapter III
Covering, Packing, and List Codes

In this chapter we investigate two basic notions from Coding Theory: covering and
packing. Usually if one considers a finite metric space, the main problem in Cod-
ing Theory (see, e.g., [L98]) is to find the maximal number of points in this space
such that the balls of a given radius with centers in those points do not intersect.
This is the packing problem. The dual problem in Coding Theory is the covering
problem: find the minimal cardinality of a subset of the metric space such that the
union of the balls with centers in the points of that set is the whole space. Usu-
ally the covering problem is much simpler than the packing problem (we see this in
Lecture 8) and only asymptotic bounds on the cardinality of a packing are known in
the general case.

The situation is quite different if one considers the packing and covering prob-
lems for k-uniform hypergraphs, when k is small (fixed). We see in the next lecture
that in that case it is possible to find the exact asymptotical growth of the cardinali-
ties of optimal coverings and packings (and they coincide).

Lecture 7 Covering and Packing of Hypergraphs
Results of this lecture will find application in Lecture 11, where we consider
higher level extremal problems. We start with one useful theorem, which is based
on the probabilistic method. For a k-uniform hypergraph H = (V,E), |V| = n, de-
fine the packing number p(H) as the maximal number of pairwise disjoint edges and
the covering number c(H) as the minimal number of edges such that their union is
the whole set V. Evidently

p(H)≤ n
k
≤ c(H). (1)

For a set of vertices A ⊂ V , denote by H(A) the set of edges E ∈ E in hypergraph
H= (V,E) such that A⊂ E. Denote also

degH(A) = |H(A)|.

73
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In other words, H(A) consists of the edges containing all the elements of A and
the number of those edges is the degree degH(A) of A in H. Instead of H({x}),
H({x,y}), degH({x}), and degH({x,y}) we write H(x), H(x,y), degH(x), and
degH(x,y).

Sometimes we allow ourselves to identify hypergraphs and sets of edges.
Namely, any family F of sets can be viewed as a hypergraph with vertex set
V =

⋃
F∈F F (shortly denoted ∪F) and edge set F . For the resulting hypergraph we

use the same letter F . Thus, for example, F(x) is the set of all F ∈ F containing x.
Sometimes we write a union of edges thinking of it as a set of edges included in this
union. We think that these conventions will not make difficulties and will be clear
in every particular case. We frequently use inequalities (1), (2) (Chapter I) without
directly referring to them. For example, this is the case when we come from the
estimation of the average E(|R|) in (6) to the estimation (7) of the random variable
itself.

Theorem 14 (Frankl and Rödl 1985) Suppose that ε > 0 is arbitrary, H is a
k-uniform hypergraph, a > 3. If there exists δ = δ (ε) > 0 such that for some d
one has |degH(x)− d| < δd for all x ∈ V and degH(x,y) < d/(lnn)a holds for all
distinct x,y ∈ V, then for all n > n0(δ ),

c(H)≤ (1+ ε)
n
k
. (2)

It is easy to see that (1) and (2) imply

p(H)≥ (1− εk)
n
k
. (3)

This theorem shows that the asymptotic behavior of c(H) and p(H) when k is fixed
is equivalent to n/k. We use the convenient notation X

ρ∼ Y iff |X−Y | ≤ ρY.
To prove the theorem we need the following:

Lemma 19 Suppose that ε ∈ (0,1) is a small number and F is a k-uniform hyper-

graph on vertices V, |V| = n, and there exists a special choice of ρ = ρ(ε) ε→0→ 0
such that the following two properties are satisfied for all x,y ∈ V :

(i) |F(x)| ρ∼ d,
(ii) |F(x,y)|< d/(lnn)a, a > 3 .

Then for n > n0(ε,ρ) there exists a subhypergraphR⊂F such that

|R| 2ρ∼ ε n
k
, (4)

∣
∣
∣
∣∪R

∣
∣
∣
∣

4ρ∼ n(1− e−ε) (5)

and F̃ = {F ∈ F : F ∩R = /0 for all R ∈R} with vertex set Ṽ = V −∪R satisfying
(i), (ii) for ρ̃ = 6ρ, d̃ = e−(d0−1)εd, ã > a−o(1). Here ∪R is the set of the vertices
each contained in some edge fromR.
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This lemma shows that we can divide the whole hypergraph into two parts:
hypergraph R, which has a proper covering of | ∪R| vertices, and hypergraph F̃ ,
with noncovered vertices, satisfying conditions (i) and (ii). To prove the theorem
we iterate this procedure t times, with t large enough, and come to the noncovered
hypergraph F̃ with a small number of vertices and we cover each vertex from this
hypergraph by one edge. After proving the lemma we show more precisely how
this technique works.

Proof. Note that |F|k ρ∼ dn. Let R be a random hypergraph, which is obtained by
choosing each edge of F independently with probability ε/d. The expected number
of edges ofR is

E(|R|) = ε|F|/d
ρ∼ εn/k (6)

and with exponentially high probability

|R| 2ρ∼ εn/k. (7)

Next we show that with high probability (5) holds. For a given x ∈ V we have
P(x ∈ ∪R) = 1− (1− ε/d)|F(x)| ρ∼ 1− e−ε . Hence E(|∪R|) ρ∼ n(1− e−ε).

Let Zi be the indicator random variable

Zi =
{

1, if xi ∈ ∪R,
0, otherwise,

and V = {x1, . . . ,xn}. We have | ∪ R| = ∑Zi and we break up this sum
into t � n/(lnn)a/3 parts, by partitioning {1,2, . . . ,n} into I1 ∪ . . . ∪ It with
||I j|− (lnn)a/3| ≤ 1.

First we estimate ∑i∈I j Zi. Let I be one of I j. Note that for distinct i, i′ ∈ I,

|F(xi)∩F(xi′)|= |F(xi,xi′)|< d/(lnn)a.

Thus

∑
i,i′∈I i>i′

|F(xi)∩F(xi′)|<
(
|I|
2

)
d

(lnn)a <
d

2(lnn)a/3 . (8)

Now set Y =
⋃

i∈IF(xi) as the set of edges and consider the partition Y =Y1∪ . . .∪
Yk, where Ym consists of those elements that appear m times in the union. From (8)
it follows

k

∑
�=2

�|Y�|<
d

(lnn)a/3 (9)

and hence

|F(xi)∩Y1|
2ρ∼ d (10)

for all i ∈ I.
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Define the indicator random variable Z′i by

Z′i =
{

1, if xi ∈ R ∈R for some R ∈ Y1,
0, otherwise.

Next we have ∑i∈I(Zi− Z′i) ≤ ∑k
�=2 �|Y� ∩R| and Z′i ≤ Zi. The random variables

Z′i , i ∈ I are independent. Therefore, ∑Z′i
3ρ∼ |I|(1−e−ε) holds with high probability

(exponentially with |I|, i.e., with probability greater than 1− n−b for some b > 1

and large n). From this it follows that ∑n
i=1 Z′i

3ρ∼ n(1− e−ε) holds with probability
greater than 1− n−(b−1). If Ȳ is the union of all Y2 ∪ . . .∪Yk when I takes values
I1, . . . , It , then using (9) we have

|Ȳ|< n
d

(lnn)2a/3 .

Hence from (2) in Chapter I follows that

|Ȳ ∩R|< n
(lnn)a/3

with probability greater than 1− n−b, that is, with this probability ∑(Zi − Z′i) <
kn/(lnn)a/3. Thus we get

|∪R| 4ρ∼ n(1− e−ε)

with probability greater than 1−2n−(b−1).
Next we prove the lemma for the hypergraph F̃ on vertex set Ṽ. Suppose that

F ∈ F(x). Then for given x ∈ Ṽ, F ∈ F̃(x) iff none of the edges from F(F−{x})
was chosen.

We have

(k−1)d(1−ρ)−
(

k−1
2

)
d

(lnn)a ≤ |F(F−{x})|< (k−1)d(1+ρ).

Thus for n large enough

P(F ∈ F̃(x)) =
(

1− ε
d

)|F(F−{x})| ρ∼ e−(k−1)ε

and
E(|F̃(x)|) 2ρ∼ e−(k−1)εd.

We need to prove that with high probability |F̃(x)| 6ρ∼ e−(k−1)εd. To do this, we
consider a partition of F(x) into stars. A star in F(x) is a sub-family {F1, . . . ,Ft}
satisfying Fi ∩Fi′ = {x} with i 
= i′. Let t = [(lnn)a/3] and suppose that we have
already fixed a partition of stars F1, . . . ,F s in F(x). Continuing the process we
finally want to find a star F s+1 in J = F(x)−⋃s

i=1F i with |F s+1| = t. Suppose
that this is impossible, that is, we find a set {F1, . . . ,F�} with l < t forming a star
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and for all other F ∈ J we have that {F1, . . . ,F�,F} is not a star. This means that
the (k− 1)�-element set G = (F1 ∪ . . .∪F�)−{x} meets every F ∈ J . Thus J ⊂⋃

g∈GF(x,g) and hence

|J | ≤ (k−1)�
d

(lnn)a < k
d

(lnn)2a/3 .

Now we consider the indicator random variable

YF =
{

1, if F ∈ F̃
0, otherwise.

Then

∑
F∈(F(x)−J )

YF ≤ |F̃(x)| ≤ ∑
F∈(F(x)−J )

YF + k
d

(lnn)2a/3 . (11)

The variables YF are not independent, but their dependence for the sets from F i is
caused only by sets H ∈ F , x 
∈ H such that there exist y,y′ ∈ H with y ∈ F, y′ ∈ F ′

for some F,F ′ ∈ F i,F 
= F ′.
Hence for a given star F i the number of such “bad” H counted with multiplicity

is upperbounded by the value
(

t
2

)
(k−1)2 d

(lnn)a ≤ (k−1)2 d
2(lnn)a/3 .

Denote byHi the union of such sets for given F i and H=
⋃

iHi. Let also µ(H) be
the multiplicity of H (showing how many times it is “bad” for different y,y′). Then
we have

∑
H∈H

µ(H)≤ (k−1)2 d2

(lnn)2a/3 . (12)

We state that

µ(H)≤
(

k
2

)
d

(lnn)a . (13)

Let N (H) = {F ∈ F(x) : (F−{x})∩H 
= /0}. Then |N (H)| < kd/(lnn)a. But for
F,F ′ ∈ (N (H)∩F i) we have ((F−{x})∩H)∩((F ′−{x})∩H) = /0, since F∩F ′=
{x}. This means that each F ∈ N (H) adds at most k− 1 to the multiplicity of H.
This yields (13).

Next we define new random variables. For F ∈ F i we set

Y ∗F =
{

1, if F ∩R = /0 for all R ∈ (R−Hi),
0, otherwise.

We have Y ∗F ≥YF and {Y ∗F : F ∈F i} are independent random variables. Also we have

∑
F∈F(x)

(Y ∗F −YF)≤ ∑
H∈H∩R

µ(H). (14)
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DefineHi = {H ∈H : µ(H) = i} and � = maxH∈H µ(H). It holds

�≤
(

k
2

)
d

(lnn)a .

Next we estimate the RHS of (14). We get

∑
H∈H∩R

µ(H) =
�

∑
i=1

i|Hi∩R|=
�

∑
i=1
|(Hi∪ . . .∪H�)∩R|. (15)

From (12) it follows

|Hi∪ . . .∪H�| ≤
(k−1)2d2

i(lnn)2a/3 .

Since R ∈ R are chosen independently, using estimation (2) (Chapter I) we obtain
that

|(Hi∪ . . .∪H�)∩R|<
e(lnn)a/3(k−1)2dε

i(lnn)2a/3 <
e(k−1)2d
i(lnn)a/3 (16)

holds with probability greater than 1−2(lnn)−(lnn)a/3
> 1−1/(n2�) for large n.

Thus (16) is true simultaneously for all i = 1,2, . . . , � <
(k

2

)
d/(lnn)a with proba-

bility at least 1−n−2, (n > n0). Substituting (16) into (15) we obtain the inequality

∑
H∈H∩R

µ(H) <
�

∑
i=1

1
i

e(k−1)2d
(lnn)a/3 <

3(k−1)2d
(lnn)(a−3)/3 ,

which holds with probability greater than 1−n−2.
Next we have

P(Y ∗F = 1)
3ρ∼ e−(k−1)ε

and

∑
F∈F i

Y ∗F
4ρ∼ e−(k−1)ε |F i|

holds with probability greater than 1− n−2. Taking into account (11) and (14) we
obtain that

|F̃(x)| 6ρ∼ e−(k−1)εd

holds with probability greater than 1− 2n−2. Thus with probability greater than
1− 2n−1 the same holds for all x ∈ Ṽ. Therefore, (i) holds with d̃ = e−(k−1)εd,
ρ̃ = 6ρ. Since e−(k−1)ε = O(1), we have that (ii) is satisfied with ã = a−o(1) when
n→ ∞. The proof of Lemma 19 is completed. �

To prove Theorem 14, consider a k-uniform hypergraph H, which satisfies the
assumptions of the theorem. Then applying Lemma 19 to hypergraph F = H we
obtain R =R1 and F̃ = F1 with properties from the lemma. We apply the lemma
now to F1 to obtain R2 and F2. Repeating this procedure t times, we obtain a
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sequence R1,R2, . . . ,Rt and F1,F2, . . . ,Ft satisfying |R j+1|
ε/3∼ εne− jε/k. After

t steps we cover all but ne−εt vertices with ∑t−1
j=0

εn
k e− jε edges. For each of these

uncovered points we pick one edge containing it. Hence for t > t0(ε)

t−1

∑
j=0
ε

n
k

e− jε +ne−εt < (1+ ε)
n
k

edges cover all points. More precisely, we first fix a small ε > 0, then choose t = t(ε)
and finally ρ . This proves the theorem. �

Now we are going to use Theorem 14 to prove one corollary, which we use in
Lecture 11. First we give some definitions (caution: we change the meaning of k).
Let H be a family of t-sets over k elements, that is, H is a t-uniform hypergraph on
k vertices. Suppose that F ⊂

(N
k

)
is a family of k-sets on N, |N| = n and for every

F ∈ F there exists a copy HF of H on F , that is, HF ⊂
(F

t

)
and HF ≈H. If every

t-set T ∈ HF is covered only by F (i.e., T 
⊂ F ′ ∈ F , F ′ 
= F), then we call F a
(k,H)-packing. It is evident that

|F| ≤
(n

t

)

|H| . (17)

Next we define a c− (k,H)-packing, which imposes some more restrictions. For F
with |F |= k letHF ⊂

(F
t

)
, c =

(k
t

)
−|H| and consider a partition

(
F
t

)
=HF ∪{T1}∪ . . .∪{Tc}. (18)

The family F ⊂
(N

k

)
is called c− (k,H)-packing if |F ∩F ′| ≤ t for every F,F ′ ∈ F

and there exists a partition (coloring)

χ :
(

N
t

)
= C0∪C1∪ . . .∪Cc (19)

such that for each F ∈ F the partition

(
F
t

)
=
((

F
t

)
∩C0

)
∪
((

F
t

)
∩C1

)
∪ . . .∪

((
F
t

)
∩Cc

)

is isomorphic to the partition (18) and

∣
∣
∣
∣

((
F
t

)
∩C0

)
∩
((

F ′

t

)
∩C0

)∣∣
∣
∣
∣
< t.

The last condition means that the parts of F that are isomorphic to H intersect in
less than t vertices.
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If we denote

f (n,k,H) = max
F is a (k,H)-packing

|F|,

fc(n,k,H) = max
F is a c− (k,H)-packing

|F|,

then f (n,k,H) ≥ fc(n,k,H). Hence any lower bound for fc(n,k,H) is a lower
bound also for f (n,k,H).

Corollary 2 (Frankl, Füredi 1987) For every given k and H the following bound
is valid:

fc(n,k,H) > (1+o(1))

(n
t

)

|H| (n→ ∞). (20)

This corollary is a consequence of Theorem 14. To apply this theorem we need

Lemma 20 Let k > t and 4k lnn ≤ d < n2/3. Then there exists a family of k-sets S
of n-element set N such that

(i)
|S∩S′| ≤ t

holds for all distinct S,S′ ∈ S,
(ii)

|degS(T )−d|< 2
√

kd lnn (21)

holds for every T ∈
(N

t

)
.

Here degS(T ) = |{S ∈ S : T ⊂ S}|.
We first prove this lemma and then return to the proof of Corollary 2.
Proof. For every F ∈

(N
k

)
we define the random variables YF :

P(YF = 1) =
d
(n−t

k−t

) ,P(YF = 0) = 1−P(YF = 1). (22)

Let F =
{

F ∈
(N

k

)
: YF = 1

}
be a random family.

Let YT =∑F⊃T YF , T ∈
(N

t

)
. Then E(YT ) = d and relation (1) (Chapter I) implies

for every given T

P
(∣∣
∣
∣YT −d

∣
∣
∣
∣> (2kd lnn)1/2

)
< 2n−k.

Hence, uniformly in T ∈
(N

t

)
, with probability greater than

1−2
(

n
t

)
n−k, (23)

the inequality
|YT −d| ≤ (2kd lnn)1/2 (24)
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holds. The same simple probabilistic argument shows that for some U ∈
( N

t+1

)

degF (U) > 3k the probability P′ satisfies the relation

P′ <
1

t +1
. (25)

Indeed, it is easy to calculate that

P′ ≤
(

n
t +1

)((n−t−1
k−t−1

)

3k

)(
d
(n−t

k−t

)

)3k

<
1

t +1
.

Here we used the inequality d < n2/3. A similar proof (by a counting argument, see
Exercise 1) shows the validity of the following:

Lemma 21 If s =
[
0.2k−2.5(d lnn)0.5

]
, then the probability that there exists a T ∈(N

t

)
and 2s elements F1, . . . ,F2s ∈ F such that for i ≤ s, T ⊂ Fi and |Fi ∩Fs+i| >

t, i = 1, . . . ,s, is less than k−2 (for sufficiently large n > n0(k)).

Now we are ready to prove Lemma 20. Choose F at random as before. Then the
sum of probabilities (23), (25), and the last condition is less than 1. Hence there
exists a family F without the prescribed configurations and

|degF (T )−d|<
√

2kd lnn (26)

holds for all T ∈
(N

t

)
.

We call a set F ∈ F bad if there exists an F ′ ∈ F , F 
= F ′ with |F ∩F ′| > t.
We denote the family of bad sets by B and S = F −B. This family S fulfils the
constraints of Lemma 20. Indeed, (i) is satisfied and (ii) follows from the inequality

degB(T ) < (2−
√

2)
√

kd lnn, T ∈
(

N
t

)
.

Suppose the contrary is true, that is, for some T ∈
(N

t

)
we have degB(T ) > 3k3s.

Then by (25) there exist B1, . . . ,Bsk ∈ B such that T ⊂ Bi and Bi∩B j = T, 1≤ i <
j ≤ sk. And for each i there exist distinct B′i ∈ B such that |B′i ∩Bi| > t. Then we
can choose a subsequence Bi1 , . . . ,Bis and a sequence B′i1 , . . . ,B

′
is which contradicts

Lemma 21. Lemma 20 is proved. �

Proof of Corollary 2. We suppose that t > 1, otherwise the statement of the corollary
is trivial. To construct a colored packing we begin with the family S ⊂

(N
k

)
, |N|= n,

given by Lemma 20 with d =
√

n. We suppose that h > 0 is some sufficiently small
number, depending only on k, and n > n0(k) is sufficiently large. Let p = n−h and{

ZT : T ∈
(N

t

)}
be a set of i.i.d random variables such that

P(ZT = i) = p, i = 1, . . . ,c and P(ZT = 0) = 1− cp.
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Recall that c =
(k

t

)
−|H|. Let Ci = {T : ZT = i}, then for i≥ 1, E(|Ci|) = p

(n
t

)
and

by (1) in Chapter I

P

(∣∣
∣
∣
∣
|Ci|− p

(
n
t

)∣∣
∣
∣
∣
> nt−h/2

)

< 2e−nt/2.

We call a set S ∈ S good if the restriction of coloring to
(S

t

)
is isomorphic to χ.

Denote the family of good sets byW. If g is the number of non-isomorphic imbed-
dings of χ into

(S
t

)
, then

P(S ∈W) = gpc(1− cp)(
k
t)−c.

Define the |H|-uniform hypergraph A with vertex set C0,

A=
{(

S
t

)
∪C0 : S ∈W

}
.

Denote d∗ = gpc(1− pc)(
k
t)−c−1|H|d/

(k
t

)
. By the choices of p and d we have

d∗ > n0.4.
Let us show that if T ∈ C0, then

P
(
|degA(T )−d∗|> n0.3)< e−nh

. (27)

Consider the sets Si ∈ S with T ⊂ Si. As T ∈ C0, show that

P(Si ∈W) = d∗/d.

Moreover, events Si ∈ W for different i are independent, hence by (1) (Chapter I)
we have

P(|degA(T )−µ |> nh√µ) < 2e−n2h
< e−nh

,

where µ = d∗
d degS(T ). This and (21) imply (27).

Thus there exists a choice of {C0, . . . ,Cc} for which

|Ci|< p
(

n
t

)
+nt−h/2 < 2nt−h/2

holds for all i > 0 and for every T ∈ C0

|degA(T )−d∗|< n0.3.

We have d∗ > n0.4 and for every T1 
= T2, T1,T2 ∈
(N

t

)
we have degA(T1,T2)≤ 1 <

d∗/(lnn)4. Hence we can apply Theorem 14 toA. This shows that whenever n→∞
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p(A)≥ (1+o(1))
|C0|
|H| = (1+o(1))

(n
t

)

|H| .

And this matchingM in A gives a coloredH-cover. Corollary 2 is proved. �

This corollary in turn implies another important corollary (Exercise 2).

Corollary 3 (Rödl 1985) If H =
(S

t

)
, where |S| = k, then there exist an H-cover

and anH-packing such that

c(H) = p(H)(1+o(1)) = (1+o(1))

(n
t

)

(k
t

) , n→ ∞.

In words, this corollary states that if we consider a maximal packing of t-sets
by k-sets, that is, each t-set belongs to not more than one k-set, and a minimal
covering of t-sets by k-sets, that is, each t-set belongs to at least one k-set, then
the cardinalities of these packing and covering by k-sets have the same asymptotic

growth (n
t)

(k
t)

as n→ ∞ and k, t are fixed. This fact was conjectured in [EH63].

Lecture 8 Covering of Products of Graphs
and Hypergraphs

In this lecture we consider another problem connected with the problem of finding
optimal coverings. Here we deal with products of (hyper)graphs and introduce the
notion of a minimal partition of a product. We give a formula for the number of
elements in a minimal partition of a product of graphs equal to the product of the
numbers of elements in minimal partitions of the components. Next we note that the
same problem for hypergraphs is more difficult and needs additional restrictions on
the components. At the end we find the asymptotic growth of the covering number
of the product of hypergraphs (in terms of the structure of components). The same
problem for packing numbers is very difficult and far from being solved.

Now we introduce the notion of a partition, which is a packing and covering at
the same time. Consider a finite hypergraphH= (V,E). For the Cartesian products
Vn =∏n

1V and En =∏n
1 E , let π(Hn) denote the minimal size of a partition of Vn

into sets that are elements of En, if such a partition exists. Otherwise, π(Hn) is
not defined. Also consider the packing number p(Hn), that is, the maximal size of
a system of disjoint sets from En, and the covering number c(Hn), which is the
minimal number of sets from En covering Vn. Obviously c(Hn)≤ π(Hn)≤ p(Hn)
if all values are well defined. We start with the case when C = (V,E) is a complete
graph, including all loops. We introduce the map σ : En → {0,1}n by setting for
En = E1×·· ·×En

sn = σ(En) = (log |E1|, . . . , log |En|).
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Note that |En|= 2w(sn), where w(·) is the Hamming weight. Instead of partitions we
consider a packing P of Cn. We set

P(i) = {En ∈ P : w(σ(En)) = i}, P(i) = |P(i)|

and associate with P the set of lower shadows L defined by

L= {En : En ⊂ Fn for some Fn ∈ P},

L(i) = {En ∈ L : w(σ(En)) = i}, Q(i) = |L(i)|.

Proposition 11 For a packing P of Cn

n

∑
i=k

2i−k
(

i
k

)
P(i) = Q(k), (1)

|P| =
n

∑
i=0

P(i) =
n

∑
k=0

(−1)kQ(k), (2)

P(0) =
n

∑
k=0

(−1)k2kQ(k). (3)

If in addition P is a partition and S = |V| is odd, then
n

∑
k=0

(−1)k2kQ(k)−1≥ 0. (4)

This is proposed to be proved in Exercise 3. We now consider the hypergraph Cn

with vertex set Vn = ∏n
t=1Vt and edge set En = ∏n

t=1 Et , where Vt are finite sets
of not necessarily equal cardinalities St . The factors Et are such that (Vt ,Et) is a
complete graph with all loops included. We shall write, with positive integers αt ,

St = |Vt |= 2αt + εt , εt ∈ {0,1}.

An inspection shows that the sizes of factors do not affect the proofs of equalities (1),
(2) and since P(0)≥ 0 if εt = 1, t = 1, . . . ,n, we have a generalization of (3):

n

∑
k=0

(−1)k2kQ(k)−
n

∏
k=1
εk ≥ 0. (5)

We also have the following inequality:

Lemma 22 For a partition P of Cn

(
n
m

) n

∏
i=1

Si +
m

∑
k=1

(−1)k
(

n− k
m− k

)
2kQ(k)− ∑

I:|I|=m
∏
i∈I
εi∏

j∈Ic
S j ≥ 0. (6)

Proof. We shall use (5) by applying it to classes of subhypergraphs, which we now
define. For any I ⊂ {1, . . . ,n} and any specification (v j) j∈Ic with v j ∈ V j, we set
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Cn(I,(v j) j∈Ic) =

(
n

∏
i=1
Vi,

n

∏
i=1
Fi

)

= (Vn,Fn). (7)

Here

Vi =
{
Vi, i ∈ I,
{vi}, i ∈ Ic,

Fi =
{
E − i, i ∈ I,
{vi}, i ∈ Ic.

Clearly, for a partition P of Cn and the shadow L of P, the set L(I,(v j) j∈Ic) =
L∩Fn is a downset and the map

χ : Fn →∏
i∈I
Ei, χ

(
n

∏
i=1

Ei

)

=∏
i∈I

Ei

is a bijection. Write L̃ = χ(L∩Fn) and let L̃(i, I,(v j) j∈Ic) count the members of
L̃ of weight i. Since L̃ is a downset in ∏i∈I Ei and its maximal elements form a
partition of ∏i∈I Vi, we know that L̃(0, I,(v j) j∈Ic) =∏i∈I Si. This fact and (5) yield

∏
i∈I

Si +
n

∑
k=1

(−1)k2kL̃(k, I,(v j) j∈Ic)−∏
i∈I
εi ≥ 0. (8)

Next, the map χ preserves inclusions and weights. Each En ∈ L with w(En) = k is
contained in exactly

(n−k
m−k

)
sets of the form L(I,(v j) j∈Ic) and thus for the sets of

weight k
(

n− k
m− k

)
Q(k) = ∑

(I,(v j) j∈Ic ), |I|=m
L̃(k, I,(v j) j∈Ic).

We have one inequality of the form (5) for each pair (I,(v j) j∈Ic). Summation of
their LHS over these pairs gives (6). �

Theorem 15 (Ahlswede and Cai 1993) For a partition P of Cn

|P| ≥
n

∏
i=1

⌈
Si

2

⌉
. (9)

Proof. Summing up the expressions on the LHS in (7) for m = 1, . . . ,n results in

0 ≤
n

∑
m=1

(
n
m

) n

∏
i=1

Si +
n

∑
m=1

m

∑
k=1

(
n− k
m− k

)
(−1)k2kQ(k)

−
n

∑
m=1

∑
I:|I|=m

∏
i∈I
εi∏

j∈Ic
S j
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= (2n−1)
n

∏
i=1

Si +
n

∑
k=1

(−1)k2kQ(k)
n

∑
m=k

(
n− k
m− k

)
−∑

I 
= /0
∏
i∈I
εi∏

j∈Ic
Si

= 2n

[
n

∏
i=1

+
n

∑
k=1

(−1)kQ(k)

]

−∑
I
∏
i∈I
εi∏

j∈Ic
S j

or
|P| ≥ 2−n∑

I
∏
i∈I
εi∏

j∈Ic
S j.

Now note that

∑
I
∏
i∈I
εi∏

j∈Ic
S j =

n

∏
j=1

(S j + ε j).

From this the theorem follows. �

It is easy to see that the bound from the theorem is achievable and hence the
partition number equals ∏n

j=1�
S j
2 �.

Theorem 15 can also be proved for arbitrary (not necessarily complete) graphs
Gt = (Vt ,Et), t = 1, . . . ,n, with all loops included. Obviously, we have for the parti-
tion number

π(Gt) = |Vt |−ν(Gt), (10)

where ν(Gt) is the matching number of Gt .

Lemma 23 For the product Gn =∏n
t=1Gt ,

π(Gn) =
n

∏
t=1
π(Gt).

Here only the inequality

π(Gn)≥
n

∏
t=1
π(Gt) (11)

is nontrivial. We make use of a fact from matching theory [G63].

Theorem 16 (Gallai 1963) If a graph G = (V,E) is connected and, for all v ∈ V,
ν(G− v) = ν(G), then for all v ∈ V, G− v has a perfect matching.

Proof. Let G = (V,E) be a graph and D be the set of those vertices of G, which are
missed by some maximum matching. Then by the hypothesis of the theorem D = V.
Now consider the equivalence relation ∼ defined as follows (see Exercise 4). For
u,v ∈ V we write u∼ v iff u = v or no maximum matching misses both u and v.

Obviously, any two adjacent vertices are in relation ∼, since a matching missing
both of them can be augmented by the edge connecting them and so cannot be
maximum. By the connectivity of G, any two points of G must be equivalent. But
this means that no maximum matching can miss more than one point, or

ν(G)≥ 1
2
(|V|−1).
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On the other hand
ν(G) = ν(G− v)≤ 1

2
(|V|−1).

These two inequalities prove the theorem. �

Next, for every t ∈ {1, . . . ,n} we modify Gt as follows: remove any vertex v ∈ Vt
with ν(Gt − v) < ν(Gt) and iterate this until a graph Gt with ν(Gt − v) = ν(Gt) for
all v ∈ V t is obtained.

Notice that (10) ensures that

π(Gt) = π(Gt). (12)

Denote the set of the connected components of Gt by {G j
t } j∈Jt . Clearly,

π(Gt) = ∑
j∈Jt

π(G j
t ). (13)

Moreover, by Theorem 16, each component G j
t has a vertex set V j

t of odd size and

ν(G j
t ) =

|V j
t |−1
2

∆= α j
t .

Thus
π(Gt) =∑

j
(α j

t +1).

Now, for Gn =∏n
t=1Gt we have

π(Gn)≥ π(Gn), (14)

because the modifications described above transform a partition of Gn into a parti-
tion of Gn with not more parts.

Finally, by Theorem 15, we have for the product Cn of complete graphs with
vertex sets V j

t that

π

(
n

∏
m=1
G jm

m

)

≥ π(Cn) =
n

∏
m=1

(α jm
m +1).

Therefore

π(Gn) = ∑
j1∈J1,..., jn∈Jn

π

(
n

∏
m=1
G jm

m

)

≥ ∑
( j1,..., jn)

n

∏
m=1

(α jm
m +1) =

n

∏
t=1
∑
j∈Jt

(α j
t +1) =

n

∏
t=1
π(Gt) =

n

∏
t=1
π(Gt).

This and (14) imply (11).
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Note that it is easy to show that the analog of Lemma 23 is not valid if instead of
graphs one considers hypergraphs Gt . One can find a generalization of Theorem 15
for uniform hypergraphs in [AC94]. However, that generalization imposes some
additional condition on the sizes of Vt , which is essentially restrictive when one
considers hypergraphs which are not graphs.

Here is a note about the covering problem for Cartesian products of (hy-
per)graphs. The result below was proved in 1971 and finally printed in [G] with
some historical comments. Let H = (X ,E) be a finite hypergraph with the prop-
erty

⋃
E∈E E = X . For any natural n ∈ N we have the Cartesian product of spaces

X n =∏n
i=1X and En =∏n

i=1 E . The elements of En are subsets of X n.
As usual, we say that Fn ⊂ En covers X n, if X n =

⋃
Fn∈Fn Fn. We are interested

in obtaining bounds on the numbers c(Fn) defined by

c(Hn) = min
Fn covers X n

|Fn|.

Clearly c(Hn1+n2)≤ c(Hn1)c(Hn2).
Denote by Q the set of all probability distributions on E , denote by IE(·) the

indicator function of a set E, and define K by

K = max
q∈Q

min
x∈X ∑E∈E

IE(x)q(E). (15)

Theorem 17 (Ahlswede 1971) With C =− lnK we have

lim
n→∞

lnc(Hn)
n

= C.

Proof. We prove first that
c(n)≥ exp{Cn}. (16)

Let us assume that Fn+1 covers X n+1 and that |Fn+1|= c(n+1). Write an element
Fn+1 of Fn+1 as F1×F2× . . .×Fn+1 and denote by X n+1(x) the set of all those
elements of X n+1 that have x as their first component. Finally, define a probability
distribution q∗ on E by

q∗(E) = |{Fn+1 ∈ Fn+1, F1 = E}|c−1(Hn+1), E ∈ E .

To cover the set X n+1(x) we need at least c(Hn) elements of Fn+1. This and the
definition of q∗ yield

c(Hn+1) ∑
E∈E

IE(x)q∗(E)≥ c(Hn). (17)

Since (17) holds for all x ∈ X , we obtain

c(Hn+1)min
x∈X ∑E∈E

IE(x)q∗(E)≥ c(Hn)
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and therefore also

c(Hn+1)max
q∈Q

min
x∈X ∑E∈E

IE(x)q(E)≥ c(Hn).

Relation (16) follows from the last inequality. Next we show by simple random
choice that

c(Hn)≤ exp{Cn+ lnn+ ln ln |X |}+1. (18)

This inequality and inequality (16) yield Theorem 17. Let r be an element of Q
on which the maximum in (15) is assumed. Denote by rn the product probability
distribution on En

rn(En) =
n

∏
t=1

r(Et), En = E1× . . .×En ∈ En.

Let N be a number specified later. Select now N elements En
1 , . . . ,En

N of En inde-
pendently according to the random experiment (En,rn). Let xn = (x1, . . . ,xn) be any
element of X n. Let also

E(xn) = {En ∈ En : xn ∈ En}.

Clearly, E(xn) =∏n
t=1{E ∈ E : xt ∈ E} and

rn(E(xn)) =
n

∏
t=1

(

∑
E

IE(xt)r(E)

)

≥ Kn.

Hence xn is not contained in any one of the selected sets with probability
smaller than (1−Kn)N and therefore X n is not covered by those sets with prob-
ability smaller than |X |n(1−Kn)N . Thus there exists a covering of cardinality N for
all N satisfying

|X |n(1−Kn)N .

Now using inequality (1− Kn)N ≤ exp{−KnN} one can easily derive inequal-
ity (18). �

Lecture 9 Multiple Packing
Multiple packing is an area of investigation in Coding Theory, which can be con-
sidered as a part of Combinatorial Extremal Theory. The main problem in Coding
Theory is to find the maximal number of points in a metric space such that their pair-
wise distance is not less than some given number d. This set of points is called code
and d is called the distance of the code. The terms code and packing are synonyms
and the word packing is often used in Coding Theory instead of code.

Slightly modifying the packing problem we come to the notion of multiple pack-
ing. A code with distance d can be considered as a set of nonintersecting balls of
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radius �(d−1)/2� centered in the points of the code. Now we allow the balls to be
intersecting, but in such a way, that any point of the space belongs to (is covered by)
not more than L balls for a given positive integer L. The set of centers of the balls
with this property is called L-packing or multiple packing with multiplicity L. It is
obvious that the maximal cardinality of an L-packing is a nondecreasing function of
L. To find maximal L-packings for a given radius of the balls is in general a hopeless
task, but it is extremely interesting to find asymptotic bounds for the cardinality of
optimal L-packings. For L = 1 this problem becomes the classical one.

Consider the Hamming space Hn
q with Hamming metric dH . Denote B(xn,r) =

{zn ∈ [q]n : dH(xn,zn)≤ r} the ball inHn
q with center xn and radius r. A code Cn⊂Hn

q
is a 1-packing ofHn

q by balls of radius t iff for all xn ∈Hn
q the ball B(xn, t) contains

not more than one point of Cn:

|Cn∩B(xn, t)| ≤ 1.

It is obvious that this formulation is equivalent to the requirement that the balls
B(xn, t), B(yn, t) do not intersect for any xn 
= yn ∈ Cn. In case L = 1 the lower
bound of Varshamov and Gilbert for the rate R = logq(|Cn|)/n of the code is known
when τ = t/n is given. It says that there exists a sequence of codes Cn, n→ ∞, such
that the following asymptotic relation is true:

R = 1−Hq(2τ)+o(1), n→ ∞, (1)

where Hq(τ) = −τ logq τ − (1− τ) logq(1− τ) + τ logq(q− 1). This bound is a
particular case of our general lower bound for arbitrary L. It is known that the
Varshamov–Gilbert bound can be improved for large q by using algebraic meth-
ods. We are not going to present here those considerations and refer the interested
reader to [TV91].

One of the known upper bounds on the code rate is the Bassalygo–Elias bound:

R≤ 1−Hq

(
q−1

q
− q−1

q

√

1− 2qτ
q−1

)

. (2)

This bound can be improved by using the linear programming method, but we are
not going to describe it here and refer to [MRRW77].

Next in this lecture we will show how to extend the lower bound (1) and the
upper bound (2) to the case of arbitrary L. These extensions are nontrivial and need
notions and ideas, which at first sight seem to lie far from Coding Theory.

The problem of finding bounds for the rate of an L-packing arose immediately
after the works of Elias and Wonenkraft (for references see [E91]) where they for-
mulate the concept of an L-packing (or list-of-L decoding codes, see the next lec-
ture), and only in 1984 this problem was solved in the binary case (q = 2) and
published in [B86a]. Here we present the solution of this problem for arbitrary q. It
appeared in [B05b]. While the lower bound for arbitrary L and q is a consequence
of the method called random choice with expurgation, the main difficulty here is to
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find a characteristic for the centers of L+1 balls of a given radius, which would tell
whether they have a point in common or not. This leads to the notion of the average
radius, which is a prototype of the moment inertia in Physics. The average radius r
can be easily calculated for given L+1 points inHn

q and has the property that L+1
balls of radius t ≤ r do not have any point in common. Hence if we derive a lower
bound for the rate R(ρ), when the average radius r = [ρn] is given, then this bound
also has to be a bound for the rate R(τ) with substitution τ ↔ ρ.

The upper bound for the rate of a multiple packing involves rich technique. First
we obtain a so-called Plotkin-type bound for the rate when the minimal average
radius r = [ρn] is given. Then we use Ramsey’s Theorem and Komlós’ Lemma to
show that the same bound is true if we replace ρ by τ, where t = [τn] is the radius of
the balls whose centers constitute the L-packing set. The upper bound (20), which
we obtain in this way, is a natural generalization of the Bassalygo–Elias bound (2)
to the case of multiple packing. The key lemma here is that the upper bound (20) is
true if we substitute τ for ρ.

Now we come to precise definitions. We say that the set (code) Cq,n,L(t) is an
L-packing ofHn

q by balls of radius t if

max
xn∈Hn

q
|Cq,n,L(t)∩B(xn, t)| ≤ L.

In the case L = 1 we have the usual definition of a t-error correcting code. An L-
packing Cq,n,L(t) has the property that any ball of radius t inHn

q contains fewer than
L + 1 points of Cq,n,L(t) or, equivalently, the multiplicity of covering of any point
from Hn

q by the balls of radius t with centers in the points of Cq,n,L(t) does not
exceed L.

We set

Rq,L(τ) = limsup
n→∞

maxlogq |Cq,n,L([τn])|
n

, τ ∈ (0,1).

§1 A Lower Bound

We are going to introduce a scheme for obtaining a lower bound for the value
Rq,L(τ). We will show that at the zero rate our bound is tight, that is, we find the
exact value of τ0 = supRq,L(τ)=0 τ. Also we obtain an upper bound for Rq,L(τ) for
arbitrary τ; however, our proof is incomplete: to complete it, it is necessary to prove
the convexity of an explicitly given function.

Define the following value, which depends on j vectors xn
1, . . . ,x

n
j ∈Hn

q :

r j(xn
1, . . . ,x

n
j) =

1
j

min
yn∈Hn

q

j

∑
i=1

dH(yn,xn
i ).

We call it the average radius of the points xn
1, . . . ,x

n
j ∈ Hn

q . It has the meaning of
moment inertia of j points of unit mass in the Hamming space.
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It is clear that

r j(xn
1, . . . ,x

n
j) =

1
j

n

∑
m=1

min
ym∈[q]

j

∑
i=1

dH(xim,ym) =
1
j

n

∑
m=1

( j− s(x1m, . . . ,x jm)),

where s(x1m, . . . ,x jm) is the number of occurrences of a most frequent element in
the sequence (xim) j

i=1 .
An n-tuple yn = (y1, . . . ,yn) ∈Hn

q at which the average radius r achieves its min-
imum is called the center of inertia.

Define

Rq,L(ρ) = limsup
n→∞

maxlogq |Cq,n,L(ρ)|
n

,

where max is taken over all codes Cq,n,L(ρ)⊂Hn
q such that

min
{xn

1,...,xn
L+1}⊂Cq,n,L(ρ)

rL+1(xn
1, . . . ,x

n
L+1)≥ ρn.

Let ωm1,...,m j(x
n
1, . . . ,x

n
j) be the joint type of the n-tuples xn

1, . . . ,x
n
j :

ωm1,...,m j(x
n
1, . . . ,x

n
j) =

|i : (xn
1i, . . . ,x

n
ji) = (m1, . . . ,m j)|

n
.

It is easy to establish the following equalities:

ρ j(xn
1, . . . ,x

n
j)
∆=

r j(xn
1, . . . ,x

n
j)

n
(3)

= ∑
(m1,...,m j)∈[q] j

(
1− s(m1, . . . ,m j)

j

)
ωm1,...,m j(x

n
1, . . . ,x

n
j),

δ j(xn
1, . . . ,x

n
j ; i) ∆=

dH(yn,xn
i )

n
(4)

= ∑
(m1,...,mi,...,m j)∈[q] j:mi 
= f (m1,...,m j)

ωm1,...,m j(x
n
1, . . . ,x

n
j),

where function f (m1, . . . ,m j) is defined as follows. Let mp1 , . . . ,mp′s be the el-
ements that most frequently occur in the sequence (m1, . . . ,m j). To every set
{m1, . . . ,m j} uniquely corresponds the set {mp1 , . . . ,mp′s}. We pick up an element
m ∈ {mp1 , . . . ,mp′s} and put f (m1, . . . ,m j) = m. We set ym = f (x1m, . . . ,x jm). Con-
sidering the values ρ,δ as functions of type ω, we see that these functions are linear
and satisfy the following relations:

ρ j(xn
1, . . . ,x

n
j)≤ τ j(xn

1, . . . ,x
n
j)+

1
n
≤max

i
δ j(xn

1, . . . ,x
n
j ; i), (5)

where τ j(xn
1, . . . ,x

n
j) = t j(xn

1, . . . ,x
n
j)/n and

t j(xn
1, . . . ,x

n
j) = max{t : |B(xn, t)∩{xn

1, . . . ,x
n
j}|< j, xn ∈Hn

q}
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is the maximal radius of a ball, which for any choice of the center xn does not contain
all j vectors {xn

1, . . . ,x
n
j}. In other words, t j(xn

1, . . . ,x
n
j) is the maximal radius of a ball

such that the code {xn
1, . . . ,x

n
j} is a packing (by these balls) of multiplicity j−1. Let

π(m1, . . . ,m j) be an arbitrary permutation of the numbers m1, . . . ,m j. Note that if
for π(m1, . . . ,m j) the following relation is valid:

ωm1,...,m j(x
n
1, . . . ,x

n
j) = ωπ(m1,...,m j)(x

n
1, . . . ,x

n
j),

then for all i the following equalities hold:

r j(xn
1, . . . ,x

n
j) = dH(yn,xn

i )

and consequently in this case we have

r j(xn
1, . . . ,x

n
j) = t j(xn

1, . . . ,x
n
j)+1.

First we obtain a bound for the value Rq,L(ρ). From relations (5) it follows that
any lower bound for Rq,L(ρ) : Rq,L(ρ) ≥ f (ρ) is also a lower bound for Rq,L(τ) :
Rq,L(τ)≥ f (τ), when ρ = τ. For upper bounds this is not true in general, but using
the original method we will prove that the upper bound on Rq,L(ρ) : Rq,L(ρ)≤ϕ(ρ),
which we will show is also valid for Rq,L(τ) when ρ = τ : Rq,L(τ)≤ ϕ(τ).

We obtain the lower bound for Rq,L(ρ) by using the method of random choice
with expurgation. Choosing the coordinates of vectors xn

1, . . . ,x
n
L+1 from the alphabet

[q] independently with uniform distribution, it is easy to see that for the average
value we have

E(ρ) =
1

qL+1 ∑
{ ji}:∑q

i=1 ji=L+1

(
1− max{ j1, . . . , jq}

L+1

)(
L+1

j1, . . . , jq

)
. (6)

At the same time the moment generating function E(qhρ) satisfies the relation

E(qhρ) =

⎡

⎣ 1
qL ∑
{ ji}:∑q

i=1 ji=L+1

(
L+1

j1, . . . , jq

)
q
(

1−max{ j1,..., jq}
L+1

)
h

⎤

⎦

n

. (7)

Using the Chernoff inequality we obtain

logq P(E(ρ)−ρL+1 ≥ α)
n

≤
logq E(q−hrL+1)

n
+h(E(ρ)−α) ∆= ε(h,α), h≥ 0. (8)

Hence, using the additive bound for the probability of the union of events, we obtain
the existence of a code Cn of size M for which the number of families of L+1 words
{xn

1, . . . ,x
n
L+1} with ρ(xn

1, . . . ,x
n
L+1) < E(ρ)−α (“bad” families) does not exceed

ML+1qnε(h,α).
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If we impose the following restriction:

ML+1qnε(h,α) <
M
2

, (9)

then there exists a code Cn with the number of “bad” families less than M/2. Ex-
purgating one codeword from each “bad” family from Cn, we obtain a code of car-
dinality greater than M/2, in which all families of L + 1 words {xn

1, . . . ,x
n
L+1} have

large values of ρL+1 : ρL+1(xn
1, . . . ,x

n
L+1) > E(ρ)−α. Taking the logq on both sides

in (9) and making obvious transformations we obtain the asymptotic lower bound

Rq,L(ρ)≥−1
L
ε(h,E(ρ)−ρ)+o(1). (10)

Substituting (7) into (10) and optimizing over h (by setting the derivative in h of the
LHS of (10) equal to zero) we obtain the parametric relations

Rq,L(ρ) = 1− (11)

1
L

⎛

⎝logq

⎛

⎝1
q ∑
{ ji}:∑q

i=1 ji=L+1

(
L+1

j1, . . . , jq

)
q−h

(
1−max{ j1,..., jq}

L+1

)
⎞

⎠+hρ

⎞

⎠ ,

ρ =
∑{ ji}:∑q

i=1 ji=L+1
( L+1

j1,..., jq

)(
1− max{ j1,..., jq}

L+1

)
q−
(

1−max{ j1,..., jq}
L+1

)
h

∑{ ji}:∑q
i=1 ji=L+1

( L+1
j1,..., jq

)
q−
(

1−max{ j1,..., jq}
L+1

)
h

.

This is the final lower bound for Rq,L(ρ). As we mentioned before, this bound is
also valid for Rq,L(τ) when τ = ρ.

One can find an interesting approach to establish a lower bound for multiple
packing in the case where this multiple packing is at the same time a linear subspace
of the binary Hamming space in [B00].

§2 An Upper Bound for Rq,L(ρ)

First to obtain an upper bound for Rq,L(ρ), we use a Plotkin-type bound and the
asymptotic Johnson bound (see end of the chapter for the proof)

Rq,L(ρ)≤ 1−Hq(λ (ρ))+o(1), (12)

where
Hq(x) =−x logq x− (1− x) logq(1− x)+ x logq(q−1),

λ (ρ) = ω/n, and ω ∈ {1, . . . ,�n/2�}, with the property that for an arbitrary fixed
ε > 0 the number of words in Hn

q of weight ω−εn and with given minimal value of
ρ is bounded uniformly in n.
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From the above it follows that it is enough to obtain an explicit expression of the
function λ (ρ). For this we use a Plotkin-type bound.

Now we explain what we mean by Plotkin-type bound. We will use this bound
several times in the proofs in this and the next lectures. Let us have some code
Cn ⊂Hn

q. We enumerate its vectors by the numbers 1, . . . , |Cn| and arrange them in
that order in the rows of a matrix of dimension |Cn|×n. Let Kj = {q1, . . . ,q|Cn|} be
the sequence of symbols in the jth column of this matrix and Ki, j be the number
of occurrences of symbol i, 0 ≤ i ≤ q− 1, in the jth column. We want to estimate
the minimum of the value r(xn

i1 , . . . ,x
n
iL+1

) over the choice of L+1 vectors from the
code Cn ⊂Hn

q and use

r(xn
i1 , . . . ,x

n
iL+1

) =
n

∑
j=1
ξ (xi1, j, . . . ,xiL+1, j).

Sometimes we assume that ξ depends only on the number of entries of the symbols
{0, . . . ,q−1} in the same component of xik . We want to find an upper bound on

rm = min
(xn

i1
,...,xn

iL+1
)⊂Cn, ip 
=it , p
=t

r(xn
i1 , . . . ,x

n
iL+1

).

It is easy to see that this minimum does not exceed the average r̄ of r(xn
i1 , . . . ,x

n
iL+1

)
over the choice of different vectors from the code. This gives the bound

rm ≤ r̄ =
∑(xn

i1
,...,xn

iL+1
)⊂Cn, ip<it , i<t r(xn

i1 , . . . ,x
n
iL+1

)
( |Cn|

L+1

)

=
∑(xn

i1
,...,xn

iL+1
)⊂Cn, ip<it , i<t∑n

j=1 ξ (xi1, j, . . . ,xiL+1, j)
( |Cn|

L+1

)

=
∑n

j=1∑(xi1 ,...,xiL+1 )⊂Kj , ip<it , p<t ξ (xi1 , . . . ,xiL+1)
( |Cn|

L+1

)

=
∑n

j=1 f (K1, j, . . . ,Kq, j)
( |Cn|

L+1

) ,

where f (K1, j, . . . ,Kq, j) is a function which is the same for all j = 1, . . . ,n. Some-
times, when we do not care about the order of the code vectors, we sum in the
expressions for r̄ over all (cn

i1 , . . . ,c
n
iL+1

)⊂ Cn, ip 
= it , p 
= t and divide the sum by
|Cn|(|Cn|− 1) · · ·(|Cn|−L). The last step of the estimation of rm is different in dif-
ferent problems and consists in finding the asymptotic behavior of the RHS of the
last chain of relations and then optimizing it over the choice of {Ki, j}.

Now we return to our problem. In this problem we use a Plotkin-type bound with
ξ = 1− max{ j1,..., jq}

L+1 . Consider Mn words from Hn
q (the code Cn ⊂ Hn

q, |Cn| = Mn
consists of vectors of Hamming weight ω = [λn]) and let kν(i) be the num-
ber of symbols i ∈ [q] in the ν th column of the code matrix of size Mn × n.
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The average value ρL+1(x
n
i1 , . . . ,x

n
iL+1

) over choosing families of different L + 1
words {xn

i1 , . . . ,x
n
iL+1
} ⊂ Cn satisfies the equality

ρ =
∑n
ν=1∑{ ji}:∑q

i=1 ji=L+1

(
1− max{ j1,..., jq}

L+1

)
∏q

i=1

(kν (i)
ji

)

n
( Mn

L+1

) . (13)

When Mn → ∞, (13) implies the asymptotical inequality

ρ ≤ 1
n

n

∑
ν=1

∑
{ ji}: ∑q

i=1 ji=L+1

(
1− max{ j1, . . . , jq}

L+1

)(
L+1

j1, . . . , jq

) q

∏
i=1
κ ji
ν (i)(1+o(1)),

where κν(i) = kν (i)
M is the type of the ν th column of the code matrix and 00 = 1.

Here we used the relations
(

a
b

)
≤ ab

b!
,

(
a
b

)
=

ab

b!
(1+o(1)), b = const, a→ ∞.

Denote
γ({ ji};{x(i)}) = ∑

π({ ji})

q

∏
i=1

x ji(i),

where ji ≥ 0, ∑q
i=1 ji = L + 1, and the sum is taken over all permutations π of the

set { j1, . . . , jq}. Function γ is symmetric in variables x(1), . . . ,x(q). Denote also

α({x(i)}) =
∗
∑
{ ji}

(
1− max{ j1, . . . , jq}

L+1

)(
L+1

j1, . . . jq

)
γ({ ji};{x(i)}),

where the sum ∑∗ is taken over the sets ( j1, . . . , jq), ∑q
i=1 ji = L + 1, which are

not equivalent under permutations. It is easy to see that up to o(1) the following
inequality is valid:

ρ ≤ 1
n

n

∑
ν=1

α({κν(i)}). (14)

Suppose that x(i) ≥ 0 and ∑q−1
i=1 x(i) = λ . Exercise 5 asks to prove that α achieves

its maximum for given λ , when x(i) = λ
q−1 , i = 1, . . . ,q−1, and when λ ∈ [0,1] can

vary, α achieves its maximum at λ = (q−1)/q, x(i) = 1/q. Hence if ∑q−1
i=1 κν(i) =

λν , then

ρ ≤ (15)

1
n

n

∑
ν=1

∑
{ ji}:∑q

i=1 ji=L+1

(
1− max{ j1, . . . , jq}

L+1

)(
L+1

j1, . . . , jq

)

×
(
λν

q−1

)L+1− jq
(1−λν) jq(1+o(1)).
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From the above considerations also follows that we can put λν = (q− 1)/q in the
last formula and obtain a universal bound, which is an upper bound over other values
of λν :

ρ ≤ (16)
1

qL+1 ∑
{ ji}: ∑q

i=1 ji=L+1

(
1− max{ j1, . . . , jq}

L+1

)(
L+1

j1, . . . , jq

)
(1+o(1)).

It can be proved that the function

fL(λν) = (17)

∑
{ ji}:∑q

i=1 ji=L+1

(
1− max{ j1, . . . , jq}

L+1

)(
L+1

j1, . . . , jq

)

×
(
λν

q−1

)∑q−1
i=1 ji

(1−λν) jq

satisfies the inequality1

1
n

n

∑
ν=1

fL(λν)≤ fL

(
∑νi=1λν

n

)
= fL(λ ). (18)

Recall now that ω = [λn] is the weight of the codewords from Cn and ∑n
ν=1λν = λ .

Suppose that (18) is valid and if for given λ , volume M of the code Cn tends to
infinity, then the minimal value ρmin of ρ while choosing L+1 different words from
Cn is less than the average value ρ. Hence

ρmin ≤ fL(λ )+o(1). (19)

We reformulate the previous idea by saying that if ρmin > fL(λ ) + o(1), then Mn
is bounded uniformly in n. In this case we can use the asymptotic Johnson bound,
which says that if λ is given and Mn is uniformly bounded, then the value of the
rate R of an arbitrary code in the whole spaceHn

q satisfies (12). For the proof of the
Johnson bound see the comments at the end of this chapter. This considerations give
the following upper bound on Rq,L(ρ) in parametric form:

Rq,L(ρ)≤ 1−Hq(λ ), (20)

ρ = fL(λ ) =

∑
{ ji}:∑q

i=1 ji=L+1

(
1− max{ j1, . . . , jL+1}

L+1

)(
L+1

j1, . . . , jq

)(
λ

q−1

)∑q−1
i=1 ji

(1−λ ) jq .

1 The proof has not been included, because it was found by Blinovsky while the book was already
in print. The reader can give a proof himself by doing Exercise 15.
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This is our upper bound. At zero rate (when Rq,L(ρ) = 0) we have λ = (q−1)/q
and, as it was shown in this case,

fL((q−1)/q)) = max
λ∈[0,1]

fL(λ )

(Exercise 5) and we have

ρ =
1

qL+1 ∑
{ ji}:∑q

i=1 ji=L+1

(
1− max{ j1, . . . , jL+1}

L+1

)(
L+1

j1, . . . , jq

)
. (21)

In Exercise 6 it is asked to prove that this bound coincides with the lower bound (11)
at zero rate (when still logq |Cq,n,L(ρ)| → ∞, it is o(n)). Hence, at zero rate the
bound (21) is tight.

§3 An Upper Bound for Rq,L(τ)

We have the following result:

Theorem 18 (Blinovsky 2005) Bounds (20) are still valid after substituting ρ↔ τ.

This part is devoted to the sophisticated proof of this theorem.
We need some auxiliary results formulated in the following two lemmas. Let

X1,X2, . . . ,XM be a sequence of random variables taking values in [q]. We assume
later that αm(i) = IXm=i.

Lemma 24 (Komlós 1990) Let αi(m), 1 ≤ i ≤ M, m ∈ [q] be square integrable
functions, and let

max
m,i
||αi(m)|| ≤ 1.

Define the averages ᾱi(m) = 1
i (α1(m)+ . . .+αi(m)), 1≤ i≤M. If for some number

r and for all i < j, ∣
∣
∣
∣
∣

∫
αi(m)α j(m)dP− r

∣
∣
∣
∣
∣
< δ ,

then for all i < j

∫
(ᾱi(m)− ᾱ j(m))2dP <

2+δ
i

(
1− i

j

)
+4δ

(
1− i

j

)2

.

Proof. We have

(ᾱi(m)− ᾱ j(m))2 =
1

i2 j2

[

( j− i)
i

∑
k=1
αk(m)− i

j

∑
k=i+1

αk(m)

]2

.
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Expanding the square on the RHS, we get the expression

( j− i)2
i

∑
k=1
α2

k (m)+ i2
j

∑
k=i+1

α2
k (m)+2( j− i)2 ∑

1≤k<k′≤i
αk(m)αk′(m)

+ 2i2 ∑
i<k<k′≤ j

αk(m)αk′(m)−2i( j− i) ∑
1≤k≤i<k′≤ j

αk(m)αk′(m).

Multiplying it by i−2 j−2, integrating it term by term, and using inequalities∫
α2

k dP ≤ K2 and r− δ <
∫
αk(m)αk′(m)dP < r + δ (k 
= k′), we get the upper

bound

(1− r)
j− i
i j

+4δ
( j− i)2

j2 .

This gives the desired bound, since the inequality |r| ≤ 1 + δ can be eas-

ily obtained by applying the Cauchy–Schwartz inequality
∣
∣
∣
∣
∫
αk(m)αk′(m)dP

∣
∣
∣
∣ ≤

||αk(m)||||αk′(m)|| ≤ 1. �

Lemma 25 (Komlós 1990) Let αi(m), 1 ≤ i ≤ M, M ≥ 2, m ∈ [q] be square in-
tegrable functions satisfying the conditions of the previous lemma (with possibly
different values of r). If for some numbers r′,r′′, for some m,m′ ∈ [q], and for all i, j

∣
∣
∣
∣
∣

∫
αi(m)α j(m′)dP− r′

∣
∣
∣
∣
∣
< δ ,

∣
∣
∣
∣
∣
α j(m)αi(m′)dP− r′′

∣
∣
∣
∣
∣
< δ , (22)

then
|r′ − r′′|< 6√

M−1
+6
√
δ +2δ .

Proof. We assume 2|M, otherwise we consider M−1 instead of M. By the previous
lemma, for the averages

a = ᾱM/2(m), A = 2ᾱM(m)− ᾱM/2(m) =
2
M

(αM/2+1(m)+ . . .+αM(m))

we have

||a−A||= 2||ᾱM/2(m)− ᾱM(m)||< 2

√
2+δ

M
+δ <

3√
M

+3
√
δ ∆= ∆.

Similarly, for the averages

b =
2
m

M/2

∑
k=1
αk(m′), B =

2
M

M

∑
k=M/2+1

αk(m′)

we have
||b−B||< ∆.
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By the conditions of the lemma, for n > M/2,

∣
∣
∣
∣

∫
aαn(m′)dP− r′

∣
∣
∣
∣< δ ,

∣
∣
∣
∣
∣

∫
bαn(m)dP− r′′

∣
∣
∣
∣
∣
< δ

and hence ∣
∣
∣
∣
∣

∫
aBdP− r′

∣
∣
∣
∣
∣
< δ ,

∣
∣
∣
∣
∣

∫
bAdP− r′′

∣
∣
∣
∣
∣
< δ .

Now ∣
∣
∣
∣
∣

∫
aBdP−

∫
bAdP

∣
∣
∣
∣
∣
≤ ||a−A||||B||+ ||b−B||||A||< 2∆

and the lemma follows. �

We resume in the statements of the previous two lemmas the following one,
which we use in our next considerations.

Lemma 26 Let αi(m), 1 ≤ i ≤M, M ≥ 2, m ∈ [q] be square integrable functions
and

∫
α2

i (m)dP ≤ 1. Suppose that for some function r(i, j), 1 ≤ i, j ≤ M, and all
m1,m2 ∈ [q] ∣

∣
∣
∣

∫
αi(m1)α j(m2)dP− r(i, j)

∣
∣
∣
∣< δ .

Then

|r(i, j)− r( j, i)| ≤ 6√
M

+6
√
δ +2δ .

As an application of Lemma 26, consider a code Cn, |Cn| = Mn, and the matrix
of the code Cn of dimension Mn×n. Recall that the rows of this matrix are filled by
codewords xn

1, . . . ,x
n
Mn
∈ Cn in some order. Let αi(m) be the indicator of the set of

positions, where the ith codeword xn
i has the symbol m. Then αi(m1)α j(m2) is the

indicator function of the set of positions, where the word xn
i has the symbol m1 and

the word xn
j has the symbol m2. If we consider the uniform distribution on the set of

positions {1, . . . ,n}, then

ωm(xn
i ) =

∫
αi(m)dP

is the type of the word xn
i and

ωm1,m2(x
n
i ,x

n
j) =

∫
αi(m1)α j(m2)dP

is the joint type of the words xn
i ,x

n
j . Then Lemma 26 says that if for i < j

ωm1,m2(x
n
i ,x

n
j) = ϕ2(m1,m2)+o(1), o(1)

Mn→∞→ ∞ ,
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then the joint type ωm1,m2(x
n
i ,x

n
j) does not depend (asymptotically) on the choice of

the ordered pair of codewords (xn
i ,x

n
j) and

|ϕ2(m1,m2)−ϕ2(m2,m1)|= o(1),

that is, asymptotically the joint type is a symmetric function of elements m1,m2
and hence also ωm1,m2(x

n
i ,x

n
j) is an asymptotically symmetric function of (i, j) (or

(m1,m2)).
Next we need a similar property for the joint type of more than two words

ωm1,...,m�
(xn

i1 , . . . ,x
n
i�) =

∫
αi1(m1) . . .αi�(m�)dP.

We will show that if

ωm1,...,m�
(xn

i1 , . . . ,x
n
i�) = ϕ�(m1, . . . ,m�)+o(1) (Mn → ∞), i1 < .. . ,< i�, (23)

that is, the joint type ωm1,...,m�
(xn

i1 , . . . ,x
n
i�
) asymptotically does not depend on the

choice of the ordered set of code words (xn
i1 , . . . ,x

n
i�
) (� is fixed), then

|ϕ�(m1, . . . ,m�)−ϕ�(π(m1), . . . ,π(m�))|= o(1) (Mn → ∞), (24)

where π is a permutation of (m1, . . . ,m�), that is, ϕ�(m1, . . . ,m�) is an asymptotically
symmetric function and hence ωm1,...,m�

(xn
i1 , . . . ,x

n
i�
) is an asymptotically symmetric

function of (i1, . . . , i�) (and (m1, . . . ,m�)).
We observe that to prove (24) it is enough to show that

ϕ�(m1, . . . ,mp−1,mp,mp+1,mp+2, . . . ,m�) (25)
= ϕ�(m1, . . . ,mp−1,mp+1,mp,mp+2, . . . ,m�)+o(1).

Note that if (23) is true for fixed �, then it is true for arbitrary �′ < �. Indeed,

ωm1,...,m�′ (x
n
1, . . . ,x

n
p) = ∑

(m�′+1,...,m�)∈[q]�−�′
ωm1,...,m�

(xn
1, . . . ,x

n
�)

= ∑
(m�′+1,...,m�)∈[q]�−�′

ϕ�(m1, . . . ,m�)+o(1) = ϕ�′(m1, . . . ,m�′)+o(1),

where
ϕ�′(m1, . . . ,m�′) = ∑

(m�′+1,...,m�)∈[q]�−�′
ϕ�(m1, . . . ,m�).

Thus, if ϕ�′(m1, . . . ,m�′) = 0 for some (m1, . . . ,m�′) ∈ [q]�
′
, then

ϕ�(m1, . . . ,m�′ , . . . ,m�) = 0

for arbitrary (m�′+1, . . . ,m�) ∈ [q]�−�′ . The same is true for an arbitrary given set of
�′ variables (not only when (m1, . . . ,m�′) are the first �′ variables of the function ϕ�).
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Next assume that ϕ�−2(m1, . . . ,mp−1,mp+2, . . . ,m�) 
= 0. We can consider the
conditional types defined as follows

ωmp,mp+1|m1,...,mp−1,mp+2,...,m�
(xn

1, . . . ,x
n
�)

=
ωm1,...,m�

(xn
1, . . . ,x

n
�)

ωm1,...,mp−1,mp+2,m�
(xn

1, . . . ,x
n
p−1,x

n
p+2, . . . ,x�)

=
ϕ�(m1, . . . ,mp,mp+1, . . . ,m�)

ϕ�−2(m1, . . . ,mp−1,mp+2, . . . ,m�)
+o(1).

Let xn
i1 = xn

1, . . . ,x
n
ip−1

= xn
p−1,x

n
ip+2

= xn
Mn−�+p+2, . . . ,x

n
i�

= xn
Mn

, that is, we set the
first p− 1 words from the family (xn

i1 , . . . ,x
n
i�
) to be the first p− 1 words from the

code Cn and the last �− p−1 words from this family to be the last �− p−1 words
from the code. The ordered words xn

ip
,xn

ip+1
we choose from the rest of the Mn−�+2

words from Cn.
Now introduce some random variables: let βip(m) be the indicator of the setΩ of

the positions k, where word xn
ip

has symbol m∈ [q] and the ordered set of coordinates
(xn

1k, . . . ,x
n
(p−1)k,x

n
(Mn−�+p+2)k, . . . ,x

n
Mnk) of n-tuples

(xn
1, . . . ,x

n
p−1,x

n
Mn−�+p+2, . . . ,x

n
Mn) (26)

is (m1, . . . ,mp−1,mp+2, . . . ,m�). Let βip+1(m) have the same meaning for word xn
ip+1

.

Let also ω be the uniform distribution on the set Ω. Then we have for the condi-
tional type

ωmp,mp+1|m1,...,mp−1,mp+2,...,m�
(xn

1, . . . ,x
n
p−1,x

n
ip
,xn

ip+1
,xn

Mn−�+p+2, . . . ,x
n
Mn

)

=
∫
βip+1(mp+1)βip(mp)dω (27)

=
ωm1,...,m�

(xn
1, . . . , . . . ,x

n
p−1,x

n
ip
,xn

ip+1
,xn

Mn−�+p+2, . . . ,x
n
Mn

)

ωm1,...,mp−1,mp+1,...,m�
(xn

1, . . . ,x
n
p−1,x

n
Mn−�+p+2, . . . ,x

n
Mn

)

=
ϕ�(m1, . . . ,m�)

ϕ�−2(m1, . . . ,mp−1,mp+2, . . . ,m�)
+o(1) =

= ϕ�,2(mp,mp+1|m1, . . . ,mp−1,mp+2, . . . ,m�)+o(1),

where

ϕ�,2(mp,mp+1|m1, . . . ,mp−1,mp+2, . . . ,m�) = ϕ�(m1,...,m�)
ϕ�−2(m1,...,mp−1,mp+2,...,m�)

.

Since Mn− �+2→ ∞, we have from Lemma 26 that if

ωmp,mp+1|m1,...,mp−1,mp+2,...,m�
(xn

1, . . . ,x
n
p−1,x

n
ip
,xn

ip+1
,xn

Mn−�+p+2, . . . ,x
n
Mn

)

(asymptotically) does not depend on the choice of ordered pair xn
ip
,xn

ip+1
, that is,

(p−1 < i′p < i′p+1 < Mn− �+ p+2
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ωmp,mp+1|m1,...,mp−1,mp+2,...,m�
(xn

1, . . . ,x
n
p−1,x

n
ip ,x

n
ip+1

,xn
Mn−�+p+2, . . . ,x

n
Mn)

= ωmp,mp+1|m1,...,mp−1,mp+2,...,m�
(xn

1, . . . ,x
n
p−1,x

n
i′p
,xn

i′p+1
,xn

Mn−�+p+2, . . . ,x
n
Mn

)

+o(1), Mn → ∞,

then it is asymptotically symmetric in variables mp,mp+1:

ωmp,mp+1|m1,...,mp−1,mp+2,...,m�
(xn

1, . . . ,x
n
p−1,x

n
ip ,x

n
ip+1

,xn
Mn−�+p+2, . . . ,x

n
Mn)

= ωmp+1,mp|m1,...,mp−1,mp+2,...,m�
(xn

1, . . . ,x
n
p−1,x

n
ip
,xn

ip+1
,xn

Mn−�+p+2, . . . ,x
n
Mn

)

+o(1). (28)

Hence from (27) and (28) it follows that

ϕ�(m1, . . . ,mp−1,mp,mp+1,mp+2, . . . ,m�) (29)
= ϕ�(m1, . . . ,mp−1,mp+1,mp,mp+2, . . . ,m�)+o(1).

This completes the proof of (24). �

Now we are ready to formulate a key lemma, which says that we can replace ρ
by τ in the upper bounds (20) without their violation.

Lemma 27 From an arbitrary sequence of codes Cn, |Cn| = Mn → ∞, n→ ∞ we
can extract a sequence of subcodes C′n, |C′n|= M′n→∞ in such a way that for an ar-
bitrary family of L+1 different codewords F = {xn

m1
, . . . ,xn

mL+1
} ⊂ C′n the following

relations hold

ρL+1(xn
i1 , . . . ,x

n
iL+1

) = δ (yn,xn
i j
)+o(1) (30)

= τL+1(xn
i1 , . . . ,x

n
iL+1

)+o(1),
j = 1, . . . ,L+1, n→ ∞.

To prove this result we need one auxiliary lemma.

Lemma 28 From an arbitrary sequence of sets Cn = {xn
i } consisting of Mn words

xn
i ∈ [q]n, Mn → ∞, a subsequence C′n = {zn

1, . . . ,z
n
M′n
}, M′n → ∞, can be selected in

such a way that any ordered set {zn
i1 , . . . ,z

n
iL+1

, i j < iJ+1} ⊂ C′n has the property

ωm1,...,mL+1(x
n
i1 , . . . ,x

n
iL+1

) = ϕL+1(m1, . . . ,mL+1)+o(1).

The latter means that the types ωm1,...,mL+1(x
n
i1 , . . . ,x

n
iL+1

) depend (asymptotically) on
the ordered set (m1, . . . ,mL+1) ∈ [q]L+1 only.

Proof. The proof of Lemma 28 employs Ramsey’s Theorem for a uniform hyper-
graph.

Consider the natural partition of a unit cube K = [0,1]q
L+1

into s−qL+1
subcubes

with dimensions 1/s. Enumerate all subcubes by different natural numbers in an
arbitrary way. Next, to each L+1-tuple (m1, . . . ,mL+1)∈ [q]L+1 assign an edge of K
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in one-to-one manner. Then to a vector with coordinates ωm1,...,mL+1(x
n
i1 , . . . ,x

n
iL+1

)
(with given i j such that i j1 < i j2 if j1 < j2) corresponds a point in K and a natural
number, which is the number of the subcube in which this point lies.

Now consider a hypergraph on the ordered set of vertices Cn, where the edges are
all possible collections of L + 1 vertices from Cn with the order of vertices induced
by the order of vertices in Cn. Assign to each edge {xn

i1 , . . . ,x
n
iL+1
} of the hypergraph

a number equal to the number of the subcube that contains the vector with coordi-
nates ωm1,...,mL+1(x

n
i1 , . . . ,x

n
iL+1

). It is clear that the number of possible numbers (for
a given s) is finite. Therefore, Ramsey’s Theorem implies that for any code Cn a
subcode C′n of cardinality M′n can be extracted such that, for any ordered collection
{xn

i1 , . . . ,x
n
iL+1
} ⊂ C′n, the vector with coordinates ωm1,...,mL+1(x

n
i1 , . . . ,x

n
iL+1

) belongs
to one subcube and M′n → ∞. Note that such a subcube can change as n changes.

Finally, letting s→∞ slowly enough, we can get that all the above conditions are
valid and each coordinate ωm1,...,mL+1(i1, . . . , iL+1) (for given m1, . . . ,mL+1) for any
choice of i1, . . . , iL+1 assumes the same value to within 1/s = o(1). The lemma is
proved. �

Proof of Lemma 27. From Lemma 28 follows that from the sequence of codes
Cn, Mn = |Cn| → ∞ we can extract a sequence of subcodes C′n, M′n = |C′n| → ∞ such
that for an arbitrary family of different words {xn

i1 , . . . ,x
n
iL+1
} the following relation

holds:
ωm1,...,mL+1(x

n
i1 , . . . ,x

n
iL+1

) = ϕL+1(m1, . . . ,mL+1)+o(1) (31)

and ϕL+1 is an asymptotically symmetric function. From here, relation (4), and the
choice of function f in relation (4) it follows that dH(yn,xn

i j
) asymptotically does

not depend on the choice of the word xn
i j
∈ {xn

i1 , . . . ,x
n
iL+1
} and hence

rL+1(xn
i1 , . . . ,x

n
iL+1

) =
1

L+1

L+1

∑
j=1

dH(yn,xn
i j
) = dH(yn,xn

i j
)+o(n)

= max
j=1,...,L+1

dH(yn,xn
i j
)+o(n).

The relations (30) follow. �

Now we are ready to complete the proof of Theorem 18. Let us have the se-
quence of codes Cn with codewords of equal weight ω = [λn]. As we have proved
before, if Mn = |Cn| → ∞, then the minimal average radius rL+1 in the code Cn sat-
isfies relation (20). At the same time, we can extract from the sequence of codes
Cn a sequence of subcodes C′n also of increasing cardinality M′n = |C′n| → ∞ such
that relations (30) are valid. It means that the maximal average radius r′L+1 in the
subcode C′n coincides (asymptotically) with the maximal radius of the L-packing
ball t ′L+1. Actually we proved more: for an arbitrary set of different codewords
{xn

i1 , . . . ,x
n
iL+1
} ⊂ C′n, the average radius rL+1(xn

i1 , . . . ,x
n
iL+1

) and the radius of the
L-packing ball tL+1(xn

i1 , . . . ,x
n
iL+1

) asymptotically coincide. We can apply the upper
bound (19) to the sequence of codes C′n. Hence the upper bound (20) for the value of
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ρ ′L+1 for the sequence of codes C′n is also an upper bound for the value τ ′L+1 for this
sequence of codes. Since C′n ⊂ Cn, the value of the minimal radius of the L-packing
ball tL+1 = [τL+1n] calculated for the code Cn can be only smaller than the value
t ′L+1 = [τ ′L+1,n] calculated for the code C′n. Hence the bound (20) is also a bound for
τL+1. This completes the proof of the theorem. �

Lecture 10 List Decoding
In this lecture we consider a problem that has interpretations in both Extremal
Combinatorics and Information Theory. It is closely related to the material of the
previous lecture. The problem is to obtain bounds on the exponent of the list-of-L
decoding error probability. List decoding and multiple packing are closely related
notions. List codes were introduced by Elias ([E57]).

First we explain the notion of the decoding. For a given code Cn ⊂ X n decod-
ing means that to each vector yn ∈ Yn one assigns a unique code vector xn ∈ Cn.
The notion “decoding” comes from Information Theory where a channel causes
distortion of the transmitted code vector xn ∈ Cn, such that the output of the chan-
nel is some vector yn with probability p(yn|xn). We consider so-called memoryless
channels, which means that the probability p(yn|xn) for each yn = (y1, . . . ,yn), xn =
(x1, . . . ,xn) can be decomposed into the product p(yn|xn) = ∏n

i=1 p(yi|xi). The set
{p(·|x), x ∈ [q]} is the set of probability distributions on [q]. A decoding algorithm
assigns to each output yn of the channel a codeword xn ∈ Cn as the result of the
decoding. One decoding algorithm, which has the most transparent combinatorial
interpretation is the following: to a given output of the channel yn assign xn ∈ Cn
such that the distance dH(xn,yn) (in this case X n = Yn =Hn

q) is minimal over the
choice of xn (minimal distance decoding). This is an optimal decoding (with min-
imal average probability of the decoding error) for the symmetric channel, that is,
the channel generated by the transition probabilities,

p(y|x) =
(

p
q−1

)1−δx,y

(1− p)δx,y , x,y ∈ X = Y,

(the definition of the average decoding error probability comes later). If
dH(xn,yn) < t, where d = 2t + 1 is the minimal distance of the code Cn, then the
minimal distance decoding procedure guarantees that the result of the decoding will
be the input vector xn. Otherwise in some (but possibly not all) cases an error may
occur: the result of decoding may differ from the channel input.

Next we consider a generalization of the previous scheme to the case when the
input (code) sequences take values from Cn ⊂ X n and the outputs of the chan-
nel are n-tuples from the set Yn. Consider finite sets X = {1,2, . . . , |X |} and
Y = {1,2, . . . , |Y|} and a set {p(·| j), j ∈ X} of probability distributions on Y. For
each given xn = (x1, . . . ,xn) ∈ X n this set generates a distribution on Yn :

p(yn|xn) =
n

∏
i=1

p(yi|xi), (1)
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thus defining a discrete memoryless channel. Any subset Cn ⊂ X n we call a code.
We assume that the elements of Cn (codewords) are indexed by numbers from
1,2, . . . , |Cn|. For a given code Cn ⊂ X n the maximum likelihood decoding is de-
fined as follows: to each vector yn ∈ Yn a code vector xn ∈ X n is assigned,

xn = arg max
zn∈Cn

p(yn|zn). (2)

If there are several words satisfying (2), we take any one of them. For general chan-
nels the maximum likelihood decoding algorithm is an analog of the minimum dis-
tance decoding. In the case of symmetric (memoryless) channels these algorithms
coincide.

In general, a list-of-L decoding algorithm assigns to each output of the channel
yn ∈ Yn a set of L code sequences {xn

1, . . . ,x
n
L} ⊂ Cn. Let us also define the list-of-L

maximum likelihood decoding: that is, for each yn ∈ Yn a list of L codewords is
chosen, ϕ(yn) = {xn

1, . . . ,x
n
L} ⊂ Cn, such that

xn
i = arg max

zn 
∈{xn
1,...,xn

i−1}
p(yn|zn). (3)

We use this decoding rule in the last section of the lecture where we derive the
expurgation bound.

Below we consider the situation when a codeword xn ∈ Cn is transmitted over
a discrete memoryless channel and the channel output is the word yn ∈ Yn with
probability p(yn|xn). The decoder assigns to each output word yn ∈ Yn a list of L
codewords from Cn according to (3). We say that a decoding error occurs if the trans-
mitted vector xn is not contained in the list ϕ(yn) = {xn

1, . . . ,x
n
L}. Thus the whole set

Yn is covered by decoding regions in such a way that each point is L-fold covered.
This means that the list decoding rule generates a covering {Bi, i = 1, . . . , |Cn|} of
Yn such that yn ∈ Bi iff xn

i ∈ ϕ(yn). It is more precise to speak about an L-packing
of the space Yn by decoding regions. This is a generalization of the situation from
the previous lecture, where we considered L-packings of the whole space by balls
of equal radius. Actually, there we considered the case where every point is covered
by not more than L balls and here we consider the case where every point is covered
by exactly L regions.

The average list-of-L decoding error probability P̄n,L(Cn) is defined as

P̄n,L(Cn) =
1
|Cn|

|Cn|

∑
i=1
∑

yn 
∈Bi

p(yn|xn
i ). (4)

It can be easily seen that the list-of-L maximum likelihood decoding algorithm (3)
minimizes the average list-of-L decoding error probability over the choice of decod-
ing algorithms.

The smaller the average error probability, the better is the choice of the code and
decoding algorithm. We also introduce another measure of effectiveness of the de-
coding (and coding): the maximum of list-of-L decoding error probability Pm

n,L(Cn),
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which is defined as follows

Pm
n,L(Cn) = max

i
∑

yn 
∈Bi

p(yn|xn
i ). (5)

By foregoing remarks these values are indeed probabilities of error of list-of-L de-
coding. We show that asymptotically these two measures of effectiveness of the
decoding are equivalent (see (12), (13)). Define also the following parameters:

π̄n,L(M) = min
Cn: |Cn|=M

P̄n,L(Cn), (6)

πm
n,L(M) = min

Cn: |Cn|=M
Pm

n,L(Cn), M = 1,2, . . . , (7)

P̄n,L(R) = min
Cn: |Cn|≥|X |nR

P̄n,L(Cn), (8)

Pm
n,L(R) = min

Cn: |Cn|≥|X |nR
Pm

n,L(Cn), (9)

ĒL(R) = limsup
n→∞

− ln P̄n,L(R)
n

, (10)

Em
L (R) = limsup

n→∞
−

lnPm
n,L(R)
n

. (11)

The parameter ĒL(R) (Em
L (R)) is the average (maximum) list-of-L decoding error

probability exponent.
From the inequalities (see Exercise 7)

2P̄n,L

(
R+

log|X | 2

n

)
≥ Pm

n,L(R)≥ P̄n,L(R), (12)

it follows that
ĒL(R) = Em

L (R) ∆= EL(R). (13)

The form of the function for arbitrary R is not known in general and only upper and
lower bounds on EL(R) are known. Lower bounds are the random-coding bound
Er

L(R) and the expurgation bound Eex
L (R). Usually, there exist R1 ≤ R2 such that,

if R ≤ R1, then Eex
L (R) > Er

L(R). Also, if R1 < R < R2, then Eex
L (R) = Er

L(R) =
−RL ln |X |+β (for some β > 0 such that this line is tangent to the sphere-packing
bound (14)) and if R2 ≤R≤K, then Eex

L (R) < Er
L(R), and EL(R) = Er

L(R) = Esp(R),
where

K = max
pX

I(X ;Y )

is the channel capacity and I(X ;Y ) is the mutual information between the channel
input and output:

I(X ;Y ) = ∑
x∈X , y∈Y

pX (x)p(y|x) log|X |
p(y|x)
pX (x)

.
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Here pX is a probability distribution on X . If R ∈ [R2,K] then, as we have already
mentioned, EL(R) coincides with the sphere-packing bound Esp(R) and Er

L(R),
that is,

EL(R) = Esp(R),

where Esp(R) satisfies the relation

Esp(R) = sup
ρ≥0

[E0(ρ)−ρR ln |X |]. (14)

Here,

E0(ρ) =−min
pX

ln
|Y|

∑
j=1

[
|X |

∑
k=1

pk(p( j|k))1/(1+ρ)

]1+ρ

and pX = (p1, . . . , p|X |) is a distribution on X . At low rates R this bound can be
improved considerably. We have the lower bound (expurgation bound)

Eex
L (R) = sup

ρ≥1
(E0,ex(ρ)−ρRL ln |X |), (15)

where
E0,ex(ρ) = (16)

−ρmin
pX

ln

⎛

⎝ ∑
(i1,...,iL+1)∈X L+1

pi1 . . . piL+1

(
|Y|

∑
j=1

(p( j|i1) . . . p( j|iL+1))
1

L+1

)1/ρ⎞

⎠ .

At zero rate (when |Cn| = 2o(n) n→∞→ ∞ or R = 0), this bound looks as follows (see
Exercise 8)

Eex
L (0) = (17)

−min
pi j

∑
(i1,...,iL+1)∈X L+1

pi1 . . . piL+1 ln

(
|Y|

∑
j=1

(p( j|i1) . . . p( j|iL+1))
1

L+1

)

.

In Figure 1 the typical behavior of these bounds is shown. One can find more infor-
mation about the behavior of the exponent of probability of list-of-L decoding error
with proofs in [SGB67]. Only the exponent of probability of list-of-L decoding er-
ror at low rates is not introduced in that work. While the lower bound Eex

L (R) can
be derived for arbitrary L in a similar way as in the case L = 1, we introduce this
derivation in the last section, the obtaining of the upper bound for EL(0) involves a
lot of new technique. We prove that Eex

L (0) is the true value of EL(0). The knowl-
edge of EL(0) allows to construct the so-called straight-line upper bound for EL(R)
at low rates (see the Notes at the end of the chapter).
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Fig. 1 Bounds on the Error Exponent

§1 The Exponent of List-of-L Decoding Error Probability
at Zero Rate

In this section we prove that for a discrete memoryless channel EL(0) = Eex
L (0).

Since Eex
L (0) is a lower bound for EL(0) (we reproduce the proof of this fact at

the end of the lecture), all we need to prove is the upper bound EL(0) ≤ Eex
L (0).

In the case L = 1 we present the original proof, which allows to find an estimation
including not only the main asymptotic term Eex

L (0) but also the rest term.
We formulate the following main theorem:

Theorem 19 (Blinovsky 2001) For an arbitrary discrete memoryless channel with
finite input and output alphabets, we have the following relation:

EL(0) = Eex
L (0). (18)

Proof. The proof of this theorem uses some rather usual technique from Information
Theory and also the original technique, which was developed in the previous lecture
when we proved the upper bound for the cardinality of a multiple packing.

In the sequel, for any x1, . . . ,xL+1 ∈ X , we assume that there exists a y ∈ Y
such that

p(y|x1) . . . p(y|xL+1) > 0.

Otherwise, calculation shows that Eex
L (0) = ∞ and the inequality EL(0)≤ Eex

L (0) is
obvious.

Fix xn
1, . . . ,x

n
L+1 ∈ Cn and define

µ(λ ) = ln ∑
yn∈Yn

pλ1(yn|xn
1) . . . pλL+1(yn|xn

L+1),



110 III Covering, Packing, and List Codes

where λ = (λ1, . . . ,λL+1), λi ∈ (0,1), and ∑iλi = 1. In the following reason-
ing, it suffices to assume that the sums are taken over vectors yn ∈ Yn such that
p(yn|xn

1) . . . p(yn|xn
L+1) > 0 only. The continuous function µ(λ ) achieves its mini-

mum on the set λi ≥ 0, ∑iλi = 1 in some point λ ∗ = (λ ∗1 , . . . ,λ ∗L+1). W.l.o.g. we
assume that λ ∗L+1 > 0. For a memoryless channel, we have

µ(λ ) =
n

∑
i=1
µi(λ ), (19)

where

µi(λ ) = ln
|Y|

∑
j=1

L+1

∏
k=1

pλk( j|xk,i), (20)

xn
k = (xk,1, . . . ,xk,n).

Let

Tλ (y
n) =

∏L+1
k=1 pλk(yn|xn

k)

∑yn′∈Yn∏L+1
k=1 pλk(yn′|xn

k)

and

Dk(yn) = ln
p(yn|xn

k)
p(yn|xn

L+1)
, k = 1, . . . ,L+1.

For the points yn for which p(yn|xn
1) . . . p(yn|xn

L+1) = 0 we set Tλ (yn) = 0 and they
can be disregarded in further considerations. Then

p(yn|xn
k) = eµ(λ )−(λ (k),D(yn))Tλ (y

n), k = 1, . . . ,L,

p(yn|xn
L+1) = eµ(λ )−(λ ,D(yn))Tλ (y

n),

where (λ ,D(yn)) is the scalar product, λ (k) = (λ1, . . . ,λk−1,λk−1,λk+1, . . . ,λL+1).
Next, putting λL+1 = 1−λ1− . . .−λL, we have

µ ′λi
(λ ) = ∑

yn∈Yn

(
∏L+1

k=1 pλk(yn|xn
k)

∑yn′∈Yn∏L+1
k=1 pλk(yn′|xn

k)
ln

p(yn|xn
i )

p(yn|xn
L+1)

)

,

µ ′′λi
(λ ) = ∑

yn∈Yn

(
∏L+1

k=1 pλk(yn|xn
k)

∑yn′∈Yn∏L+1
k=1 pλk(yn′|xn

k)

(
ln

p(yn|xn
i )

p(yn|xn
L+1)

)2
)

−
(
µ ′λi

(λ )
)2

,

i = 1, . . . ,L. Define the sets Yk
λ ⊂ Yn, k = 1, . . . ,L, as follows

Yk
λ =
{

yn ∈ Yn :
∣
∣
∣
∣Dk(yn)−µ ′λk

(λ )
∣
∣
∣
∣≤
√

(L+1)µ ′′λk
(λ )
}

.

Using the Chebyshev inequality

Tλ

(∣∣
∣
∣R(yn)−E(R(·))

∣
∣
∣
∣≥ A

√
Var(R(·))

)
≤ 1

A2 , A > 0,



Lecture 10 List Decoding 111

where E and Var are, respectively, the mathematical expectation and the variance of
the random variable R(yn) according to the distribution Tλ on Yn, we estimate the
probability of the event Yn−Yk

λ (according to distribution Tλ the value µ ′λk
(λ ) is

the expectation and µ ′′λi
(λ ) is the variance of random variable Dk(yn)) and find

∑
yn∈Yk

λ

Tλ (y
n) > 1− 1

L+1
.

Thus, for Yλ =
⋂L

k=1Yk
λ , we have

∑
yn∈Yλ

Tλ (y
n) >

1
L+1

. (21)

The decoding rule divides the set Yn into L+1 regions Yi such that

L+1⋂

i=1

Yi = /0 (22)

and any vector yn ∈ Yn belongs to exactly L of the subsets Yi. If yn ∈ Yi1 ∩ . . .∩YiL ,
then the result of the decoding is a list of code vectors {xn

i1 , . . . ,x
n
iL} ⊂ Cn.

Then we have the following estimates for the decoding error probability Pe,i in
the case when vector xn

i was transmitted over the channel:

Pe,i = ∑
yn∈Yc

i

p(yn|xn
i )≥ ∑

yn∈Yc
i ∩Yλ

p(yn|xn
i )

≥ exp
(
µ(λ )− (λ (i),µ ′λ (λ ))−

(
λ (i),

√
(L+1)µ ′′λ (λ )

)

+ 2(λi−1)
√

(L+1)µ ′′λi
(λ )
)

∑
yn∈Yc

i ∩Yλ
Tλ (y

n), i = 1, . . . ,L,

Pe,L+1 = ∑
yn∈Yc

L+1

p(yn|xn
i )≥ ∑

yn∈Yc
L+1∩Yλ

p(yn|xn
i )

≥ exp
(
µ(λ )− (λ ,µ ′λ (λ ))−

(
λ ,
√

(L+1)µ ′′λ (λ )
))

∑
yn∈Yc

L+1∩Yλ
Tλ (y

n).

Here

µ ′λ (λ ) =
(
µ ′λ1

(λ ), . . . ,µ ′λL
(λ ),0

)
,

√
µ ′′λ (λ ) =

(√
µ ′′λ1

(λ ), . . . ,
√
µ ′′λL

(λ ),0
)

.

Estimate (21) implies the validity of at least one of the following L+1 inequalities:

∑
yn∈Yc

i ∩Yλ
Tλ (y

n)≥ 1
(L+1)2 , i = 1, . . . ,L+1.
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Thus, we have proved the following result:

Lemma 29 At least one of the inequalities

Pe,k ≥
1

(L+1)2 exp

{

µ(λ )−
(
λ (k),µ ′λ (λ )

)
−
(
λ (k),

√
(L+1)µ ′′λ (λ )

)

+ 2(λk−1)
√

(L+1)µ ′′λk
(λ )

}

,

k = 1, . . . ,L,

Pe,L+1 ≥
1

(L+1)2 exp
{
µ(λ )−

(
λ ,µ ′λ (λ )

)
−
(
λ ,
√

(L+1)µ ′′λ (λ )
)}

holds.

Using (19) and (20) and taking the derivative, we obtain the relations

µ ′′λi
(λ ) =

n

∑
m=1
∑

j′∈Y

⎛

⎝ ∏L+1
k=1 pλk( j′|xk,m)

∑ j∈Y∏L+1
k=1 pλk( j|xk,m)

(

ln
p( j′|xi,m)

p( j′|x(L+1),m)

)2
⎞

⎠ (23)

−
(

n

∑
m=1
∑

j′∈Y

∏L+1
k=1 pλk( j′|xk,m)

∑ j∈Y∏L+1
k=1 pλk( j|xk,m)

ln
p( j′|xim)

p( j′|x(L+1),m)

)2

(24)

≤ n(lnPmin)2,

where ∏L+1
k=1 pλk( j|xk,m) = 0 if ∏L+1

k=1 p( j|xk,m) = 0. Here we used the inequality
∣
∣
∣
∣ln

p( j|xi,k)
p( j|x(L+1),k)

∣
∣
∣
∣≤− lnPmin,

where
Pmin = min

j∈Y, x∈X : p( j|x)>0
p( j|x).

At first we concentrate our attention on the case L = 1. In this case we take
care about the rest, asymptotically vanished terms and derive the precise lower
bound (30) for the maximal probability of list-of-L decoding error (which is valid
for an arbitrary code and decoding algorithm). Then in the case of arbitrary L we find
only the main term Eex

L (0) of the asymptotics of the lower bound of the probability
of error. Caution: The upper bound for the exponent of the probability of decoding
error is the asymptotics of the lower bound for the probability of the decoding error!

Let
µm,m′(s) = ln∑

j
ps( j|m)p1−s( j|m′), s ∈ [0,1], m,m′ ∈ X .

For a pair of code vectors xn
i ,x

n
k ⊂ Cn, let ωm,m′(i,k) be their joint type. Denote

D(i,k) =− min
s∈[0,1]

µ(s, i,k),
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where
µ(s, i,k) = ∑

m,m′
ωm,m′(i,k)µm,m′(s).

Recall that λ ∗ is the point where µ(λ ) achieves its minimum. In the one-

dimensional case L = 1, if µ(λ1)
∆= µ(λ1,1−λ1) achieves its minimum in the point

λ1 ∈ (0,1), then µ ′λ1
= 0; otherwise if λ ∗1 = 0, we have

λ ∗1 µ ′λ1
(λ ∗1 ) = 0, (λ ∗1 −1)µ ′λ1

(λ ∗1 )≤ 0.

We avoid the case λ ∗1 = 1, because we have the assumption that λ ∗L+1 > 0, which
means in our case that 1− λ ∗1 > 0. Hence we can omit terms with µ ′ in the es-
timation of Pe,k, 1 ≤ k ≤ L + 1 from Lemma 29. Taking into account this fact,
estimations (23), and the definition of D(i,k), we have the following estimation
for maximal probability of the decoding error Pe(Cn) of the code Cn

lnPe(Cn)≥−n

(

Dmin +

√
2
n

ln
1

Pmin
+

2ln2
n

)

, (25)

where
Dmin = min

i
=k
D(i,k).

Since the function µ(s, i,k) is
⋃

-convex (µ ′′s (s, i,k)≥ 0, s ∈ [0,1]), we have

µ(s, i,k)≥ µ(1/2, i,k)+(s−1/2)µ ′s(1/2, i,k).

Under the condition

|ωm,m′(i,k)−ωm,m′(k, i)|< γ

the following inequality holds:

|µ ′s(1/2, i,k)−µ ′s(1/2,k, i)|< γ,

and since
µ ′s(1/2, i,k) =−µ ′s(1/2,k, i)

we have
|µ ′s(1/2, i,k)|< γ/2.

From here it follows that

µ(s, i,k)≥ µ(1/2, i,k)− γ/4

and thus
D(i,k)≤−µ(1/2, i,k)+ γ/4.
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To estimate the value Dmin we use a Plotkin-type bound:

Dmin ≤ D =
∑i
=k D(i,k)
M(M−1)

(26)

≤ − 1
M(M−1)∑i
=k

µ(1/2, i,k)+ γ/4

≤ − 1
M(M−1)∑i
=k

∑
m,m′∈X

ωm,m′(i,k)µm,m′(1/2)+ γ/4

≤ −1
n

n

∑
t=1

qt
mqt

m′µm,m′(1/2)+ γ/4.

Here in the last inequality we used the equality

1
M(M−1)∑i
=k

ωm,m′(i,k) =
1
n

n

∑
t=1

qt
mqt

m′ ,

where {qt
m} is the type of the tth column of the code matrix of dimension Mn× n.

Optimization of the RHS of (26) over q = {qt
m} leads to the inequality

Dmin ≤−min
q ∑

m,m′
qmqm′µm,m′(1/2)+ γ/4 = Eex

L (0)+ γ/4.

Hence, we obtain the inequality

lnPe(C)≥−n

(

Eex
1 (0)+ γ/4+

√
2
n

ln
1

Pmin
+

2ln2
n

)

. (27)

Now we use Ramsey’s Theorem, which tells us about the magnitude of the Ramsey
numbers. We have that from a sequence of codes Cn with Mn = |Cn| → ∞ we can

extract a sequence of subcodes C′n with |C′n|= M′n ≥
⌊
δ |X |2 logδ−|X |2

Mn

δ−|X |2 +3

⌋
,δ ∈

(0,1), where 1/δ is an integer such that for arbitrary m,m′ ∈ X and i < k

|ωm,m′(i,k)−ϕ2(m,m′)|< δ , (28)

where ϕ2(m,m′) is some function of m and m′ (see Exercise 9).
Then by Lemma 25, if (28) is valid, then we have

|ωm,m′(i,k)−ωm,m′(k, i)|< |ωm,m′(i,k)−ϕ2(m,m′)| (29)
+ |ωm,m′(k, i)−ϕ2(m′,m)|+ |ϕ2(m,m′)−ϕ2(m′,m)|

< 2δ +
6
√

M′n
+6
√
δ +2δ
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= 4δ +6
√
δ +

6
√⌊

δ |X |2 logδ−|X |2
Mn

δ−|X |2+3

⌋
−1

= γ

Substituting (29) into (27) we obtain the bound

lnPe(Cn)≥−n

(

Eex
1 (0)+δ +

3
2

√
δ (30)

+
3
2

6
√⌊

δ |X |2 logδ−|X |2
Mn

δ−|X |2+3

⌋
−1

+

√
2
n

ln
1

Pmin
+

2ln2
n

)

.

This is our final result in the case L = 1.
Now we continue with the general case of arbitrary L. We write all rest terms in

different expressions as o(n), not taking care of their explicit expressions.
Lemma 29 and estimate (23) imply the validity of at least one of the following

estimates:
lnPe,k ≥ µ(λ )− (λ (k),µ ′λ (λ ))+o(n) (31)

for some k = 1, . . . ,L or

lnPe,L+1 ≥ µ(λ )− (λ ,µ ′λ (λ ))+o(n).

Note that if
λ ∗ = (λ ∗1 , . . . ,λ ∗L+1) = argmin

λ
µ(λ ),

then (31) implies that for some i = 1, . . . ,L+1 we have

lnPe,i ≥ µ(λ ∗)+o(n). (32)

This is because if λ ∗ is an interior point of the set

{λ = (λ1, . . . ,λL+1) : ∑
i
λi = 1, λi ≥ 0},

then µ ′λ (λ
∗) = 0. If λ ∗ belongs to the boundary set and λ ∗m1

= λ ∗m2
= · · ·= λ ∗m�

= 0,
λm ∈ (0,1), µ ′λm

= 0 for m 
∈ {m1, . . . ,m�}, then

(λ ∗,µ ′λ (λ
∗)) = 0,

(λ ∗(k),µ ′λ (λ
∗)) ≤ 0.

Hence (32) follows.
Let ωk1,...,kL+1(i1, . . . , iL+1) be the joint type of an ordered sequence xn

i1 , . . . ,
xn

iL+1
∈ Cn of vectors. Then we have

µ(λ ) = n ∑
(k1,...,kL+1)∈X L+1

µk1,...,kL+1(λ )ωk1,...,kL+1(i1, . . . , iL+1),
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where

µk1,...,kL+1(λ ) = ln

(

∑
j∈Y

L+1

∏
m=1

pλm( j|km)

)

.

Next we are going to prove that for an arbitrary sequence of codes Cn ⊂ X n such
that |Cn| n→∞→ ∞, there exists a set of code vectors {xn

i1 , . . . ,x
n
iL+1
} ⊂ Cn such that

lim
n→∞

µ(λ ∗)
n

≥min
pX

∑
(k1,...,kL+1)∈X L+1

pk1 . . . pkL+1µk1,...,kL+1(λ
∗∗) =−Eex

L (0). (33)

Here pk ≥ 0, ∑k∈X pk = 1, and λ ∗∗ = (1/(L+1), . . . ,1/(L+1)).
Thus

lim
n→∞

lnPm
n,L(Cn)
n

≥−Eex
L (0).

Relation (31) is the key in the proof of the theorem.
We call a code having the property (31) almost good. Since the function µ(λ ) is⋃

-convex (see Exercise 10), we have

µ(λ ∗)≥ µ(λ ∗∗)+(λ ∗ −λ ∗∗,µ ′λ (λ ∗∗)).

Now consider a sequence of codes Cn of cardinality Mn → ∞. As relation (31)
demonstrates, there exists a sequence of subcodes C′n of cardinality M′n → ∞ such
that for any sequence {zn

j1 , . . . ,z
n
jL+1
} ⊂ C′n, jp 
= jq, p 
= q and for some constants

ci, |ci|< 1, i = 1, . . . ,L (which depend on C′n only), we have

µ(λ ∗)≥ ξ (λ ∗∗)+
L

∑
i=1

ciξ ′λi
(λ ∗∗)+o(n), (34)

where

ξ (λ ) = n ∑
(k1,...,kL+1)∈X L+1

ϕL+1(k1, . . . ,kL+1)µk1,...,kL+1(λ )

µk1,...,kL+1(λ ) = ln
|Y|

∑
j=1

L+1

∏
i=1

pλi( j|ki)

and ϕL+1(k1, . . . ,kL+1) is a symmetric function. Indeed, λ ∗ depends only on types

ωk1,...,kL+1(x
n
1, . . . ,x

n
L+1) = ϕL+1(k1, . . . ,kL+1)+o(1).

which, in turn, asymptotically depend only on the nonordered set (k1, . . . ,kL+1) ∈
X L+1 and hence λ ∗ is (asymptotically) the same for all sets of code vectors
(zn

j1 , . . . ,z
n
jL+1

)⊂ C′n, jp 
= jq, p 
= q. From this follows that

ci = λ ∗ −λ ∗∗ = const,

where const means that ci does not depend on the choice of (zn
j1 , . . .z

n
jL+1

) ⊂ C′n,
jp 
= jq, n 
= q. The maximum list-of-L decoding error probability for Cn is greater
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than the same probability for C′n, as calculation shows. Thus,

lnPm
n,L(Cn)≥ lnPm

n,L(C′n)≥−
(

−ξ (λ ∗∗)−
L

∑
i=1

ciξ ′λi
(λ ∗∗)

)

+o(n). (35)

Finally note that since ϕL+1(k1, . . . ,kL+1) is a symmetric function, we have

ξ ′λi
(λ ∗∗) = 0, i = 1, . . . ,L. (36)

Next we use a Plotkin-type bound:

− min
{xn

1,...,xn
L+1}⊂C′n

µ(λ ∗∗)≤−ξ (λ ∗∗)+o(n)

= − ∑
{xn

1,...,xn
L+1}⊂C′n

ξ (λ ∗∗)
M′(L+1)

n

+o(n)

= −n ∑
{xn

1,...,xn
L+1}⊂C′n

∑
(k1,...,kL+1)∈X L+1

ϕL+1(k1, . . . ,kL+1)µk1,...,kL+1(λ
∗∗)

M′(L+1)
n

+o(n)

= −n ∑
{xn

1,...,xn
L+1}⊂C′n

∑
(k1,...,kL+1)∈X L+1

ωk1,...,kL+1(x
n
1, . . . ,x

n
L+1)µk1,...,kL+1(λ

∗∗)

M′(L+1)
n

+o(n)

= −
n

∑
m=1

∑
(k1,...,kL+1)∈X L+1

pk1(m) . . . pkL+1(m)µk1,...,kL+1(λ
∗∗)+o(n),

where pk(m) is the type of the mth column of the matrix of code C′n. In the last
equality we used the relations

∑
{xn

1,...,xn
L+1}⊂C′n

ωk1,...,kL+1(x
n
1, . . . ,x

n
L+1)

M′(L+1)
n

=
1
n

n

∑
m=1

pk1(m) . . . pkL+1(m)+o(1).

Our last step in the proof of the theorem follows from (35):

lnPm
n,L(Cn)≥ lnPm

n,L(C′n)≥ ξ (λ ∗∗)+o(n) (37)

≥ min
{pk(m)}

n

∑
m=1

∑
(k1,...,kL+1)∈X L+1

pk1(m) . . . pkL+1(m)µk1,...,kL+1(λ
∗∗)+o(n)

≥
n

∑
m=1

min
{pk(m)} ∑

(k1,...,kL+1)∈X L+1

pk1(m) . . . pkL+1(m)µk1,...,kL+1(λ
∗∗)+o(n)

= −nEex
L (0)+o(n).

This completes the proof of the theorem. �
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§2 The Expurgation Bound

To complete this lecture we show how to prove the expurgation bound for the relia-
bility function EL(R).

Let us fix some L+1 code vectors xn
i1 , . . . ,x

n
iL+1
∈ Cn. If Yi j is the decoding region

for the vector xn
i j

, then the probability P′e,is that p(yn|xn
i j
) ≥ p(yn|xn

is) for some j ∈
[L+1]\m satisfies the inequality

P′e,is ≤ ∑
yn∈Yc

is

L

∏
j≥1, j 
=s

(
p(yn|xn

i j
)

p(yn|xn
is)

) 1
L+1

p(y|xn
is)≤ ∑

yn∈Yn

L+1

∏
j=1

(p(yn|xn
i j
))

1
L+1 .

Here we used the fact that p(yn|xn
i j
)≥ p(yn|xn

is) in the area yn ∈ Yis .

Then, using the additive bound for the probability of the union of events, we see
that the probability of error of the list-of-L decoding when the code vector xs ∈ Cn
was transmitted satisfies the inequality

Pe,s ≤ ∑
(s1,....sL)∈[|Cn|]L, si 
=s

∑
yn

(

p(yn|xn
s )

L

∏
j=1

p(yn|xn
s j
)

)1/(L+1)

.

If γ ∈ (0,1], then on the basis of (∑ai)γ ≤ ∑aγi , ai ≥ 0, we have

Pγe,s ≤ ∑
(s1,...,sL)∈[|Cn|]L, si 
=s

⎛

⎝∑
yn

(

p(yn|xn
s )

L

∏
j=1

p(yn|xn
s j
)

)1/(L+1)
⎞

⎠

γ

.

Consider an ensemble of codes in which each code vector is selected independently
with probability Q(xn). Then

E(Pγe,s)≤ (38)

∑
(s1 ,...,sL)∈[|Cn|]L

si 
=s

⎡

⎣ ∑
xn

1,...,xn
L+1∈X n

L+1

∏
k=1

Q(xn
k)

(

∑
yn

(p(yn|xn
s )

L

∏
j=1

p(yn|xn
s j
))

1
L+1

)γ⎤

⎦ .

Now we start with an ensemble of codes each with M′n = 2Mn−1 codewords. Then
we show that, for at least one code in the ensemble, there are at least M codewords
for which Pe,s satisfies a given bound. This bound will be derived in terms of an
arbitrary parameter, γ > 0, which can be optimized. Over the ensemble of codes,
Pγe,s is a random variable for each s ∈ [M′n]. Applying the Chebyshev inequality to
this random variable we obtain

P(Pγe,s)≥ 2E(Pγe,s))≤
1
2
. (39)
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Then for any γ > 0, there is at least one code in the ensemble of codes with M′n =
2Mn−1 code vectors for which at least M code vectors satisfy the inequality

Pe,s < 21/γ
E

1/γ(Pγe,s). (40)

Indeed, let for each s, ϕs be an indicator random variable. Let ϕs = 1 for the codes
in which (40) is satisfied and ϕs = 0 otherwise. From (39), the probability in (40) is
at least 1/2 and thus Eϕs ≥ 1/2. The number of code vectors in a randomly selected
code satisfying (40) is equal to ∑M′n

s=1ϕs.
The expectation of the number of words that satisfy (40) is thus

M′n

∑
s=1

E(ϕs)≥
M′n
2

.

It follows that there is at least one code for which ∑sϕs ≥M′n/2 holds and for such
a code ∑sϕs ≥Mn. If all but M words satisfying (40) are expurgated from the code,
then the decoding regions of the remaining code vectors cannot decrease, and thus
we have constructed a code with Mn code vectors that satisfy (40).

Now, returning to (38), we see that xn
s is a dummy variable of summation, the

term in square brackets is independent of s and we have M′n = 2(Mn− 1) identical
terms. Substituting (38) with modifications into (40), we have

Pe,s <

2ρ

⎧
⎪⎨

⎪⎩
2(Mn−1) ∑

xn
1,...,xn

L+1∈X n

L+1

∏
j=1

Q(xn
j)

⎡

⎣ ∑
yn∈Yn

(
L+1

∏
j=1

p(yn|xn
j)

) 1
L+1
⎤

⎦

1/ρ⎫⎪⎬

⎪⎭

ρ

,

where ρ ≥ 1. We restrict Q(xn) to being a product distribution,

Q(xn) =
n

∏
j=1

Q(x j).

Then using (1) we obtain the inequality

Pe,s <

(4(Mn−1))ρ

⎧
⎪⎨

⎪⎩
∑

(k1,...,kL+1)∈X L+1

L+1

∏
i=1

Q(ki)

⎡

⎣∑
j∈Y

(
L+1

∏
i=1

p( j|ki)

)1/(L+1)
⎤

⎦

1/ρ
⎫
⎪⎬

⎪⎭

ρn

.

Taking the natural logarithm on both sides of this inequality, then dividing the ex-
pression by n→∞, and optimizing the RHS over the distribution Q and parameter ρ ,
we obtain that the expurgation exponent (15) is a lower bound for EL(R).
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Notes to Chapter III

Theorem 14 was proved by Frankl and Rödl in [FR85]. Corollary 2 was proved by
Frankl and Füredi in [FF87]. The important Corollary 3 was proved as the first in
this list by Rödl in [R85].

The results of Lecture 9, in particular the upper bound (20) and Theorem 18, were
obtained by Blinovsky in [B05b]. Extensions to general sum-type metric spaces
can be found in [AB08]. Lemmas 24 and 25 were obtained by Komlós in [K90].
In the binary case one can avoid applying the Komlós Lemma, because the joint
types ωm1,...,mL+1(x

n
1, . . . ,x

n
L+1) in that case can be expressed as linear combinations

of types ω1,...,1(xn
j1 , . . . ,x

n
j�
), ( j1, . . . , j�)⊂ (1, . . . ,L+1). Hence applying Ramsey’s

Theorem as before we extract a subcode such that types ω1,...,1(xn
j1 , . . . ,x

n
j�
) =ω� do

not depend on the choice of (xn
j1 , . . . ,x

n
j�
) (the order here does not matter, because

ω1,...,1(xn
j1 , . . . ,x

n
j�
) is automatically symmetric). Then ωm1,...,mL+1(x

n
1, . . . ,x

n
L+1) =

χ({ω�}) is also a symmetric function of (m1, . . . ,mL+1), because the coefficients of
the linear form

f ({ω�}) =
L+1

∑
i=1

c�ω�

depend only on the number of ones in the sequence (i1, . . . , iL+1). More about the
binary case the reader can find in [B97] (see also Exercise 11).

Next we give a proof of the Johnson bound. Let Cn ⊂ [q]n be an arbitrary code.
Then (Exercise 12)

qn max
z∈[q]n

|Cn∩B(z,ω)| ≥ ∑
z∈[q]n

|Cn∩B(z,ω)|= |Cn||B(x,ω)|. (41)

On the other hand, if Cn is a code with given minimal average radius [ρL+1n]
(L-packing radius [nτL+1]) then |Cn∩B(z,ω)| ≤ |Cn,ω |, where Cn,ω is a code of max-
imal volume consisting of words of weight ω with given minimal average radius
[ρL+1n] (L-packing radius [nτL+1]). Then from (41) we have

logq |Cn|
n

≤ 1−
logq B(x,ω)

n
+

logq |Cn,ω |
n

. (42)

Now if |Cn,ω | = 2o(n), using (42) and the inequality from Exercise 13 we have the
Johnson bound

R =
logq |Cn|

n
≤ 1−Hq

(ω
n

)
+o(1), n→ ∞.

The proof of Theorem 19, which we presented here, was obtained by
Blinovsky [B01a]. There exists also another proof of this theorem in [B01b].

In conclusion, we give without proof a result that establishes an upper bound for
the reliability function EL(R) at low rates.
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The following inequality holds:

π̄(n1+n2),L2(M)≥ π̄n1,L1(M)πm
n2,L2

(L1 +1).

Assume for simplicity that EL(0) < ∞. Then from the last inequality, the sphere-
packing bound, and the proved theorem, one can get that the following function is
an upper bound (straight line bound) for the reliability function:

Es�(R) = λEsp(R0)+(1−λ )Eex
L (0), (43)

where λ = R/R0 and R0 is the tangent point of the functions Es�(R) and Esp(R).
The proofs of these facts can be found in [SGB67] or in [G68].

Exercises

1. Using counting arguments show the additive upper bound for the probability
from Lemma 21 and prove the following: That probability is upper bounded by
the value

(
n
t

)((n−t
k−t

)

s

)((
n− t−1
k− t−1

)(
k

t +1

))s
(

d
(n−t

k−t

)

)2s

.

2. Using Lemma 20 prove Corollary 3.
3. Prove Proposition 11. For the proof of (2) and (3) use (1) (Lecture 8) and the

inversion formulas

n

∑
i=k

(
i
k

)
aicik = bk,

n

∑
k=0

(−1)kbk =
n

∑
i=0

i

∑
k=0

ai

(
i
k

)
(−1)kcik.

To prove (4) use the fact that P(0)≥ 1.
4. For a graph G = (V,E) and all u,v ∈ V define u ∼ v iff u = v or no maximum

matching misses both u and v. Prove that ∼ is an equivalence. First prove that
if A,B⊂ V, |A|< |B| and there exists a maximum matching that avoids A and
one that avoids B, then there exists a maximum matching that avoids A and at
least one point of B\A.
This fact and Gallai’s Theorem we took from [LP86].

5. Suppose that x(1)+ x(2) = c, x(i)≥ 0. Then

γ({ ji};{x(i)}) = ∑
π({ ji})

x j1(1)(c− x(1)) j2
q

∏
i=3

x ji(i).

Prove that the derivative of this function in x(1) equals zero when x(1) = c/2.
Calculate the second derivative α ′′({x(i)}) in x(1), when x(1)+ x(2) = c and
the variables x(i), i = 3, . . . ,q, are fixed, and prove that it is nonpositive. To



122 III Covering, Packing, and List Codes

do this, consider the summands in α ′′x(1), which have given degrees a of x(1)
and b of x(2) and the degrees of the other variables are the same. Such
summands arise from the summands of α with the same degrees of vari-
ables x(i), i ≥ 3 and pair degrees (a + 2,b), (a,b + 2), (a + 1,b + 1) of
the pair (x(1),x(2)). Next consider cases: first, when the set { ji} satisfies
the inequality max{ j3, . . . , jq} ≥ max{a + 2,b + 2}. In this case the multi-

ple
(

1− max{ j1,..., jq}
L+1

)
is the same and we can omit it. The other cases are

max{ j3, , . . . , jq} = b + 2 ≤ a, max{ j3, , . . . , jq} = b + 2, a = b + 1, and the
same cases with only transposition a↔ b. Conclude that α achieves its max-
imum for given λ when x(i) = λ

q−1 , i = 1, . . . ,q− 1, and when λ ∈ [0,1] can
vary, then the maximum of α is achieved, when all x(i) are equal, that is,
x(i) = 1/q and λ = (q−1)/q.

6. Put h = 0 in (11) and prove that the lower bound (11) coincides with the upper
bound (21) at zero rate (Lecture 9).

7. Prove inequalities (12) (Lecture 10). Hint: inequality

Pm
n,L(R)≥ P̄n,L(R)

follows from the definitions. To prove inequality

2P̄n,L

(
R+

log|X | 2

n

)
≥ Pm

n,L(R)

choose a code Kn with 2|Cn| words on which the probability of decoding error
P
(

R+
log|X | 2

n

)
is achieved (we set log|X | |Cn| ≥ R)

P̄n,L(Kn) =
1

2|Cn|

2|Cn|

∑
i=1

Pi = P̄n,L

(
R+

log|X | 2

n

)
,

where
Pi = ∑

yn 
∈Bi

p(yn|xn
i ),

and remove from this code all words xn
i for which

Pi ≥ 2P̄n,L

(
R+

log|X | 2

n

)
.

It is easy to see that the number of such code words does not exceed |Cn|. Then
the maximum probability of error for the rest |Cn| codewords, which form the
code, has the desired property.

8. Using (15) and (16) prove (17) (Lecture 10). Hint:

Eex
L (0) = lim

ρ→∞
E0,ex(ρ),

where the limit can be obtained by using L’Hospital’s rule.
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9. Using the proof of Ramsey’s Theorem (see Chapter I), estimate the Ramsey
number (maximal clique) in the graph whose edges are colored by q colors.
Show that the maximal monochromatic clique has a number of vertices of at
least �m/q�, where m is the number of times we can apply the operation

M→
⌊

M−1
q

⌋

starting from M = Mn, the number of vertices in the initial graph, such that the
resulting number at the first time becomes less than q + 1. This consideration
gives the estimation of m :

q+1 >
Mn−2(1+q+ . . .+qm−1)

qm >
Mn

qm −
2

q−1
>

Mn

qm −2.

Thus
m > logq

Mn

q+3
.

10. Prove that the function µ(λ ) is
⋃

-convex. Hint: use Hölder’s inequality
[KF61]: for nonnegative random variables X ,Y > 0 the following inequality
is valid:

EXY ≤
(
EX1/θ

)θ (
EY 1/(1−θ)

)1−θ
, θ ∈ (0,1),

where E(·) is the mathematical expectation.
11. Prove by induction on k = �L/2� that, when q = 2,

fL(λ ) =
k

∑
i=1

Ki−1(λ (1−λ ))i,

where Ci = (2i
i )

i+1 are the Catalan numbers.
Using induction on k, prove that

f ′′L (λ ) =−k
(

2k
k

)
(λ (1−λ ))k.

This proves that in the binary case fL(λ ) is
⋂

-convex.
12. Prove relation (41) (Lecture 10).
13. Using the Chernoff bound (1) (Chapter I), prove that for λ = ω/n ∈ (0,1) we

have
logq |B(x,ω)|

n
≤ Hq(λ ).

Prove, using the Stirling formula that
(

n
ω

)
≥ 1
√

8ω(1−λ )
2nH2(λ ).
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Conclude from this that

logq |B(x,ω)|
n

≥ Hq(λ )+o(1).

14. Prove directly that if p( j|x1) . . . p( j|xL+1) = 0 for some x1, . . . ,xL+1 ∈X and all
j ∈ Y, then EL(0) = Eex

L (0) = ∞. Hint: arrange L+1 sequences xn
1, . . . ,x

n
L+1 ∈

X n as the rows of a matrix of dimension (L+1)×n and choose symbols from
X as the elements of this matrix independently with equal probability 1/|X |.
Then the probability that a given string x1, . . . ,xL+1 does not occur as a column
of the matrix is (

1− 1
|X |L+1

)n

.

Then the probability that among
( Mn

L+1

)
choices of L + 1 code sequences that

the event occurs is estimated from above by
(

1− 1
|X |L+1

)n( Mn

L+1

)
≤ML+1

n e
− n
|X |L+1 .

15. Show that the function fL(λ ) is
⋂

-convex and increasing when λ ∈ [0,(q−
1)/q], and is decreasing when λ ∈ [(q− 1)/q,1]. Prove that from these facts
follows inequality (18).



Chapter IV
Higher Level and Dimension Constrained
Extremal Problems

Lecture 11 Higher Level Extremal Problems
Here we consider extremal problems of set systems. “Higher level” means that
points in our consideration are sets, and sets of points are set systems or families
of sets. Let S = {A1, . . . ,Am} be a system of families of sets, Ai ⊂ 2[n] with some
condition imposed on the relations between the pairs of sets from different families
Ai. The typical extremal problem is to find the asymptotic growth (when n→ ∞) of
the maximal value of m. The methods of proofs in the case of higher level extremal
problems are quite different in comparison with ordinary extremal problems.

First we consider the problem when all sets A j ∈ Ai have the same cardinal-
ity: A j ∈

([n]
k

)
. Let A = {A1, . . . ,Am} be a system of pairwise disjoint families of

k-element subsets of [n]. Further, A is a disjoint system of type (∃,∀,n,k) if for
every ordered pair (Ai, A j) of distinct families from A there exists an A ∈ Ai that
does not intersect any element of A j. A is a disjoint system of type (∀,∃,n,k) if for
every ordered pair (Ai, A j) of distinct families fromA for every A∈Ai there exists
a B ∈ A j that does not intersect A. Finally, A is a disjoint system of type (∃,∃,n,k)
if for every ordered pair (Ai, A j) of distinct families fromA there exist A ∈Ai and
B ∈ A j that do not intersect. We denote the corresponding maximal cardinalities of
such set systems by Dn(∃,∀,k), Dn(∀,∃,k), and Dn(∃,∃,k). This lecture consists
of two sections. In the first one we show how to find the exact asymptotics of these
numbers (the value of Dn(∀,∀,k) can be obtained in a trivial way). The main result
of the first section is stated in Lemma 30. The proof of this lemma is an interesting
interaction between Corollary 2 and Vizing’s Theorem.

In the second section we consider a number of relations between the sets whose
cardinalities are not fixed and show some ways of studying the asymptotic behavior
for the number of elements in the corresponding set systems in the most interesting
cases. The methods of the second section are in some sense more straightforward
than those in the first section, but still powerful enough and allow to find the com-
plete solutions.

125
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§1 The Asymptotics of the Numbers Dn(∃,∀,k), Dn(∀,∃,k)
and Dn(∃,∃,k)

First note that it is evident that

Dn(∃,∀,1) = Dn(∀,∃,1) = Dn(∃,∃,1) = n.

Therefore, in the sequel we will suppose that k > 1.
Since any system of type (∃,∀,n,k) is also a system of type (∀,∃,n,k) and the

last type of systems are in turn (∃,∃,n,k) systems, we have

Dn(∃,∀,k)≤ Dn(∀,∃,k)≤ Dn(∃,∃,k).

We derive tight asymptotics of these three values.

Lemma 30 For every k ≥ 2 and n→ ∞,

Dn(∃,∀,k) = (1+o(1))

(n
k

)

k +1
, (1)

Dn(∀,∃,k) = (1+o(1))

(n
k

)

2
, (2)

Dn(∃,∃,k) = (1+o(1))

(n
k

)

2
. (3)

Proof. To prove (1) we need Corollary 2 from Lecture 7. We reformulate it in a new
notation for convenient further usage. Let H = (V,E) be a k-uniform hypergraph.
Then we can embed

r = (1+o(1))

(n
k

)

|E|
number of copies ofH : H1 = (V1,E1), . . . ,Hr = (Vr,Er) into a complete k-uniform
hypergraph on n vertices, such that |Vi ∩V j| ≤ k, i 
= j and if |Vi ∩V j| = k and
Vi∩V j = B, then B 
∈ Ei∪E j.

This corollary directly implies the bound

Dn(∃,∀,k)≥ (1+o(1))

(n
k

)

k +1
.

Indeed, let (V,E) be a k-uniform hypergraph consisting of k + 1 pairwise disjoint
edges. By Corollary 2 we can place (1 + o(1))

(n
k

)
/(k + 1) edge disjoint copies of

this graph into a complete k-uniform hypergraph on n vertices. If we take the edges
of each copy as a family of k-sets, we obtain (1+o(1))

(n
k

)
/(k+1) pairwise disjoint

families. For two arbitrary familiesH1 = (V1,E1) andH2 = (V2,E2), we have |V1∩
V2| ≤ k and since H1 consists of k + 1 nonintersecting k-sets, there exists A ∈ A1,
which does not intersect any set from A2. Hence the constructed disjoint family is
an (∃,∀,n,k)-system.
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Next we show that the proved lower bound for Dn(∃,∀,k) is also asymptotically
an upper bound for this value.

Let S = {A1, . . . ,Am} be a disjoint system of type (∃,∀,n,k). Denote by S1 the
families from A that contain only one set, by S2 the families that contain from 2
up to k elements, and by S3 the families containing more than k elements. Any two
one-set families are disjoint and we have |S1| ≤ n/k. LetAi = {A1, . . . ,At} ∈ S2, t ∈
{2,3, . . . ,k}. Since we consider an (∃,∀,n,k)-system, we have that an arbitrary set
B, |B|= k with the property

B⊂
t⋃

j=1

A j, (B∩A j) 
= /0 (4)

could not be a member of any other family. Choose (not necessarily distinct) points
a j ∈ A j, j = 2,3, . . . , t such that a j 
∈ A1 and set L = {a2, . . . ,at}. We have |L| ≤
k− 1. Let L be the family of all sets of the form Lp = L∪ Jp, where Jp runs over
all (k−|L|)-element subsets of A1. Each Lp satisfies (4), Lp 
= A1, and |L| ≥ k. At
the same time each k-set can satisfy the relation (4) only for one choice of Ai. If
this was false, then there would exist a set B with properties (4) for two families
A = {A1, . . . ,At} and B = (B1, . . . ,Br}. This would imply the existence of a set
Ai ∈ A1 such that Ai ∩B j = /0, j = 1,2, . . . ,r and as B ⊂ ⋃r

j=1 B j, we would have
B∩Ai = /0, which contradicts (4).

Hence with each family Ai = {Ai
1, . . . ,A

i
t} ∈ S2 we can associate k + 1 sets

(k-sets of the form Lp together with the first element Ai
1) that cannot be associ-

ated with any other family and are not members of any other family. Each family
from S3 contains at least k +1 points. Hence we have

(k +1)|S2|+(k +1)|S3| ≤
(

n
k

)

and

Dn(∃,∀,k) = |S1|+ |S2|+ |S3| ≤
n
k

+

(n
k

)

k +1
= (1+o(1))

(n
k

)

k +1
.

This proves relation (1).
Next we prove (2). The same reasoning as above shows that |S1| ≤ n/k is true.

Since all the other sets contain at least two elements, we have

2(|S2|+ |S3|)≤
(

n
k

)

and hence

Dn(∀,∃,k)≤ |S1|+ |S2|+ |S3| ≤
n
k

+

(n
k

)

2
= (1+o(1))

(n
k

)

2
.

To prove the reverse inequality, consider the random graph G(n, p) on n ver-
tices with probability p ≈ 1 of an edge connecting two given vertices. For every
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realization of G(n, p) we construct a new graph G′ whose vertices are k-cliques
from G(n, p), and two vertices in G′ share an edge iff the corresponding k-cliques
in G(n, p) are vertex disjoint and there are no edges between them. By using simple
probabilistic arguments we prove that for any given ε,δ > 0 with high probability
G′ has (1− ε/3)

(n
k

)
vertices and all degrees deg(X) of vertices X in G′ are almost

the same:
|deg(X)−d|< δd.

Assume that d n→∞→ ∞. Suppose for a moment that G′ = (V,E) satisfies these condi-
tions, then the chromatic number χ(G′)≤maxX deg(X)+1 < d(δ+1)+1 (Vizing’s
Theorem) and the number of edges in G′ is at least (1−δ )d|V |/2. Therefore, there
exists a matching in G′, which contains

(1−δ )d|V |
2χ(G′)

≥ 1−δ
2(1+δ )

(
1− ε

2

)(n
k

)

edges. Taking each pair of vertices connected by an edge in this matching as a family
we obtain a disjoint system of size at least 1

2 (1−ε)
(n

k

)
(for sufficiently small δ > 0).

Let us show that this system is of type (∀,∃,n,k). Assume that this is false. Then
there exist two families A = {A1,A2} and B = {B1,B2} such that A1∩Bi 
= /0, i =
1,2. We choose a1 ∈ A1∩B1 and a2 ∈ A1∩B2. As a1,a2 ∈ A1, they are adjacent in
G(n, p). However, a1 ∈B1 and a2 ∈B2, but this contradicts the fact that the subgraph
of G(n, p) induced on B1 ∪B2 has no edges between B1 and B2. Hence the system
is indeed of type (∀,∃,n,k) and

Dn(∀,∃,k) > (1− ε)
(n

k

)

2
.

It is left to the reader to prove the existence of a graph G′ with the required proper-
ties.

We note that with high probability for every set X of k vertices of G(n, p) the
number of vertices that do not have any neighbor in X is

(1+o(1))(1− p)k(n− k). (5)

This follows from inequality (1) (Chapter I) and is to be proved in Exercise 1. We
also need the following:

Lemma 31 For given c > 0 with high probability for every set Y of n1 vertices from
G(n, p) (cn≤ n1 ≤ n), the number of k-cliques of the induced subgraph of G(n, p)
on Y is

(1+o(1))
(

n1

k

)
p(k

2).

This is to be proved in Exercise 2.
Next consider a k-clique X in G(n, p). The degree d of X as a vertex of G′ is the

number of k-cliques in the induced subgraph of G on the set of all vertices that have
no neighbors in X . Using (5) and Lemma 31 we obtain
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d = (1+o(1))
(

n1

k

)
p(k

2),

where n1 = (1+o(1))(1− p)k(n−k). Therefore, G′ is with high probability almost
regular and d n→∞→ ∞. Also from Lemma 31 follows that with high probability the
number of k-cliques (the number of vertices in G′) is

(1+o(1))
(

n
k

)
p(k

2).

Fix p < 1, p(k
2) > 1− ε/4. Then again with high probability the number of vertices

in G′ is greater than (1− ε/2)
(n

k

)
. This completes the proof of (2).

To prove (3) note that as before the number of one-element families |S1| < n/k

and therefore Dn(∃,∃,k) ≤ n
k + 1

2

(n
k

)
= (1 + o(1)) (n

k)
2 . The reverse inequality fol-

lows from the inequality Dn(∀,∃,k) ≤ Dn(∃,∃,k). This completes the proof of
Lemma 30. �

§2 Other Cases of Higher Level Extremal Problems

We continue to investigate the maximum cardinality of a set system of families of
sets. In this section we consider the general case of families of unrestricted subsets
of {1,2, . . . ,n}. This means that the sets can be of different cardinalities. We con-
sider the situation of a system {A1, . . . ,Am} with disjoint families Ai of nonempty
subsets of [n]. We impose some relations between subsets from different families
Ai. For instance, for two sets A ∈ Ai, B ∈ A j, i 
= j we consider properties like
being comparable (and reserve letter C for this property), disjoint (letter D we have
already used for it before), and intersecting (letter I). As before, we use different
combinations of ∀ and ∃. For example, In(∀,∃) denotes the maximal number of dis-
joint families of subsets of [n] such that if we take two distinct familiesAi,A j i 
= j,
then for any subset A ∈ Ai there exists a subset B ∈ A j, which intersects A. The
reader can easily formulate the other possibilities such as Dn(∀,∃), Cn(∃,∀), etc.

At first we find the asymptotic behavior of the values Cn, In,Dn. Note also that as
before, everywhere here we consider the case of disjoint families, except in the last
Theorem 23, where (for the values Nn(·, ·)) we allow the families to intersect.

Now we assume that we have the graph G = (V,E) with vertex set V colored
with m colors from [m]. Also we have a coloring of the directed edges of the graph

E∗ = {(a,b),(b,a) : {a,b} ∈ E}= {e1, . . . ,eN} with N = 2|E|

by pairs of colors (i, j). Let also the vertices of the graph be indexed by subsets of
[n]. Suppose also that two vertices are connected by an edge e = {a,b} ∈ E iff a and
b as subsets of [n] are a. intersecting (I), b. comparable (C), and c. disjoint (D).
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First we introduce a simple argument enabling to find the asymptotics of
Cn(∃,∃), In(∃,∃), and Dn(∃,∃). In this case any coloring of graph G generates a
partition of it. We impose the property on this partition that for arbitrary two colors
(i, j) there exists an edge colored by (i, j). The number of colors m in that case is
the desired value. The next simple result from [ACZ92b] gives the tools to find the
necessary asymptotic growth.

Lemma 32 For any graph G = (V,E) we have with N = 2|E|

m≤ N1/2 +1. (6)

Moreover, if

∆ ∆= max
x∈V

deg(x)≤
(

N
e5 lnN

)1/2

, (7)

then for sufficiently large N

m≥
(

N
e5 lnN

)1/2

. (8)

Proof. Obviously
(m

2

)
≤ |E|, hence

m≤
(

2|E|+ 1
4

)1/2

+
1
2
≤ N1/2 +1

and (6) follows. The proof of (7) uses the probabilistic argument. Let Z1, . . . ,Zn
with [n] = V be independent, identically distributed random variables assuming val-
ues in {1, . . . ,m} with equal probabilities. Then Zn = (Z1, . . . ,Zn) defines a random
coloring of the vertices. We consider the events

Ei j = {no edge in E∗ is colored by (i, j)},

whose probability is by symmetry independent of (i, j), and for the random variable

S = |{(i, j) : no edge in E∗ is colored by (i, j)}|

we have
E(S) =∑

i, j
P(Ei j)≤ m2P(Ei j),

and if E(S) < 1, then, with positive probability, every pair of colors occurs.
We derive now conditions under which E(S) < 1 holds. For this we define first

E(s)
i j = {es is not colored by (i, j)}, Es

i j = {e1, . . . ,es are not colored by (i, j)} =
⋂s

t=1 Et
i j, and write
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P(Ei j) = P(E(1)
i j )P(E(2)

i j |E1
i j) . . .P(E(k)

i j |Ek−1
i j ) . . .P(E(N)

i j |EN−1
i j ). (9)

We now estimate P(E(k)
i j |Ek−1

i j ) from above. With Ē(k)
i j = {Ek is colored by (i, j)}

we have

P(E(k)
i j |Ek−1

i j ) = 1−
P(Ē(k)

i j ∩Ek−1
i j )

P(Ek−1
i j )

.

First we estimate P(Ē(n)
i j ∩En−1

i j ) from below. Write et = (at ,bt), 1≤ t ≤ N, and set

V′k = {at : 1≤ t < k, bt = bk},V′′k = {bt : 1≤ t < k, at = ak}.

Consider the edges

E∗k = {et : 1≤ t ≤ k−1, {at ,bt}∩ (V′k ∪V′′k ∪{ak,bk}) = /0}

and the events
E∗i j = {no Et ∈ E∗k is colored by (i, j)}.

Then it holds

P(Ē(k)
i j ∩Ek−1

i j ) = P(Ek−1
i j |Ē

(k)
i j )P(Ē(k)

i j ) =
1

m2 P(Ek−1
i j |Ē

(k)
i j ). (10)

Now Ek−1
i j clearly occurs if all vertices in V′k∪V′′k are not colored by either i or j and

if E∗i j occurs. The last two events and Ē(k)
i j are mutually independent, the first event

has probability
(
1− 2

m

)|V ′k∪V ′′k | and obviously

P(E∗i j)≥ P(Ek−1
i j ).

We conclude from (10) that

P(Ē(k)
i j ∩Ek−1

i j )≥ 1
m2

(
1− 2

m

)|V ′k∪V ′′k |
P(E∗i j).

Therefore,

P(E(k)
i j |Ek−1

i j )≤ 1− 1
m2

(
1− 2

m

)|V ′k∪V ′′k |
≤ 1− 1

m2

(
1− 2

m

)2D

and thus by (9)

P(Ei j)≤
(

1− 1
m2

(
1− 2

m

)2D
)N

.
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Hence

E(S)≤ m2

(

1− 1
m2

(
1− 2

m

)2D
)N

= m2exp

{

N ln

(

1− 1
m2

(
1− 2

m

)2D
)}

≤ m2exp

{

− N
m2

(
1− 2

m

)2D
}

.

Here in the last inequality we used the inequality ln(1− x) ≤ −x, x ∈ [0,1). Next
we choose m,D,N in such a way that E(S) < 1. We can choose m ≥ D. Then from
the last relations for sufficiently large N we have

E(S)≤ m2exp
{
− N

m2 e−5
}

,

where we use the relation (
1− 2

m

)2D

> e−5,

which is valid for sufficiently large N and the choices of m and D specified in the
lemma. From here we obtain a sufficient condition for E(S) < 1:

2 lnm <
N
m2 e−5. (11)

If we choose m =
(

N
e5 lnN

)1/2
, then

2lnm < lnN =
N
m2 e−5

and condition (11) holds. The proof of the lemma is completed. �

We turn now to the determination of Cn(∃,∃) and Dn(∃,∃). The exact values of
In(·, ·) are determined for all cases (see Theorem 21 below).

Theorem 20 (Ahlswede, Cai, and Zhang 1986) The following relations are valid:

lim
n→∞

1
n

lnCn(∃,∃) =
1
2

ln3, (12)

lim
n→∞

1
n

lnDn(∃,∃) =
1
2

ln3. (13)

Proof. We give the proof of this result in the case of the property “comparable.”
Define the graph G = (V,E) as follows:

V = [n], E = {{a,b} : a,b ∈ V,a 
= b,a⊂ b}.

Then
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N = 2|E|= 2
n

∑
k=1

(
n
k

)
(2n−k−1) = 2(3n−2n+1 +1)

and by Lemma 32
Cn(∃,∃)≤ (2 ·3n)1/2 +1.

To prove the lower bound we choose the graph

Gk,� = (Vk,�,Ek,�),

where

Vk,� =
(

[n]
k

)
∪
(

[n]
k + �

)

for suitable k, � : k = � = n
3 . We have

N = 2
(

n
k

)(
n− k

�

)
, ∆= max

x∈Vkl
deg(x) = max

{(
n− k

�

)
,

(
k + �

k

)}
.

Then we have

N = 2
(

n
n
3

)( 2n
3
n
3

)
= 2

n!
(( n

3

)
!
)3 ≥

2
n

3n,

∆ =
( 2n

3
n
3

)
≤ 22n/3.

Since 22/3 < 31/2, we obtain from Lemma 32 for large n

Cn(∃,∃)≥ m≥
(

2 ·3n

ne5n ln3

)1/2

and the asymptotics (12) for Cn(∃,∃) follows.
We proceed in the same way with Dn(∃,∃). The upper bound

Dn(∃,∃)≤ (3n)1/2 +1

follows from Lemma 32 and the relation

N = 2|E|=
n

∑
k=1

(
n
k

)
(2n−k−1) = 3n−2n+1 +1.

The proper lower bound on Dn(∃,∃) follows in the same way as the lower bound
for Cn(∃,∃) with the choice of the ground set of the graph V =

([n]
n
3

)
. Computations

are similar to the case of Cn. �

The problem for the type (∃,∀,n) in the case of (C) and (D) is not solved. The
case (I) has simple solutions for all combinations of pairs from {∃,∀}.
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Theorem 21 (Ahlswede, Cai, and Zhang 1996)

In(∀,∀) = In(∃,∀) = In(∀,∃) = 2n−1, (14)
In(∃,∃) = 2n−1 +2n−2−1. (15)

Proof. Consider the set of families {{A} : x ∈ A} for some fixed x ∈ [n]. It has
property (I) for (∀,∀); therefore

In(∀,∃)≥ In(∃,∀)≥ In(∀,∀)≥ 2n−1.

Conversely, suppose that for a set of families (Ai)
In(∀,∃)
i=1 for some j, |A j|= 1, that is,

A j = {A j}, then Ac
j cannot occur in any other family, so we may as well count it for

A j. Thus all families can be counted with at least two elements and In(∀,∃)≤ 2n−1.
By the foregoing argument at most 2n−1 families can have exactly one element.

Therefore,

In(∃,∃)≤ 2n−1 +
⌊

2n−1−1
2

⌋
= 2n−1 +2n−2−1.

On the other hand, the following construction shows that the upper bound is tight.
In the case n = 2� + 1 we use the elements in

⋃n
k=�+1

([n]
k

)
as single members

of families. The elements in
⋃m

k=1
([n]

k

)
can be paired to families, so that in every

family {A,A′} we have |A∪A′| ≥ m+1 and exactly one element is left over. Since
2(m+1) > n, we have (I) property of type (∃,∃) and
∣
∣
∣
∣

n⋃

k=m+1

(
[n]
k

)∣∣
∣
∣+

1
2

(∣
∣
∣
∣

m⋃

k=1

(
[n]
k

)∣∣
∣
∣−1

)

= 2n−1 +
1
2
(2n−1−2) = 2n−1 +2n−2−1.

In case n = 2m, choose singletons from
⋃n

k=m+1
([n]

k

)
and from

([n]
m

)
, but without

choosing complementary sets. Pair then the remaining sets such that again

|A∪A′| ≥ m+1.

�

Let us mention the following trivial relations:

Cn(∀,∀) = Dn(∀,∀) = n+1.

At last we mention an unpublished result by Borden [B86b] (see also [S89]).

Theorem 22 (Borden 1986) The following relation is valid:

lim
n→∞

1
n

Cn(∀,∃) =
√

5+1
2

.

Also interesting results arise concerning the different possibilities when one con-
siders the property “incomparable.” We indicate it by letter M in the case when the
families of sets are disjoint. For nondisjoint families we indicate it by letter N. One
can find the proof of the following theorem in [AK94a].
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Theorem 23 (Ahlswede and Khachatrian 1994) The following relations are
valid:

Mn(∃,∀) ∼ 2n−1,

Mn(∀,∃) =
{

2, i f n = 2,
2n−1−1, i f n≥ 3.

Mn(∃,∃) =
(

n
� n

2�

)
+
⌊2n−2−

( n
� n

2 �
)

2

⌋
,

Nn(∃,∀) =
(

k
� k

2�

)
, k =

(
n
� n

2�

)
,

Nn(∀,∃) ∼ 22n−2,

Nn(∃,∃) ∼ 22n
.

Lecture 12 Properties of Binary Sequences Over Reals
The problems in this lecture are of a quite different nature and have quite different
methods of proofs. However, they all deal with binary sequences and linear relations
between them over reals. In the first section we start with the most transparent case
and discuss a problem that was first stated by Ahlswede and Khachatrian. We con-
sider binary vectors of length n and want to estimate the maximal number of vectors
in a family with the property that no vector in this family is a linear combination
of other vectors from this family with positive real coefficients. Denote by f (n) the
maximal size of such a family for given n. To say it more precisely, F is positive
linear combinations free if for any choice of positive reals ci and F′ ⊆ F no F ∈ F
exists such that

F = ∑
F 
=Fi∈F ′⊆F

ciFi.

We show that
f (n) = (1+o(1))2n, n→ ∞ (1)

and find estimations of the term o(1).
In the second section we use the results from Lecture 13 to prove the interesting

fact that a hyperplane cuts at most m
(n

m

)
, m = � n

2�+1 edges of the unit cube Kn =
{0,1}n, which is imbedded in a natural way into the Euclidean space R

n and it takes
at least n hyperplanes with nonnegative coefficients to cut all edges of the cube. This
is the statement of Theorem 25.

At last, in the third section, we deal with the problem of determining the maximal
number of n-tuples from Kn of given Hamming weight with the property that all of
them are contained in a k-dimensional subspace of the real space R

n. In Theorem 26
we demonstrate the complete solution of this problem and find an expression for
this number. Note also that if one considers k-dimensional spaces not over the reals
but over the binary space with componentwise summation mod 2, then the same
problem becomes considerably more difficult and it is far from a complete solution.
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§1 The Size of Positive Linear Combinations Free Sets

In this section we first prove relation (1) and then in Theorem 24 we show more
precise estimations of the rest term o(1) in this relation. Now we come to necessary
definitions. Consider a partition of [n] into parts P1, . . . ,Pm each of size t = logn−
log logn. W.l.o.g. in the proof we can assume that n = tm. Let F consist of all
vectors that have at least one element in every part Pi and at least in one part have
exactly one element:

F =
{

F ∈ 2[n] : ∀i, F ∩Pi 
= /0, ∃ j : |F ∩Pj|= 1
}

. (2)

It is true that this family is positive linear combinations free (Exercise 4). We show
that this family is sufficiently large. Let F0 ⊂ 2[n] be the family containing all sets
that do not intersect at least one of the parts, that is,

F0 =
{

F ∈ 2[n] : ∃i, F ∩Pi = /0
}

and F1 ⊂ 2[n] be the collection containing all the sets that do intersect every part in
at least two elements, that is,

F1 =
{

F ∈ 2[n] : ∀i, |F ∩Pi|> 1
}

.

Obviously
|F|= 2n−|F0|− |F1| (3)

and by the choice of t

|F0| ≤
n
t

2n−t = 2nO
(

log logn
logn

)
,

|F1| ≤ (2t − t−1)n/t ≤ 2ne−n/2t
= 2n 1

logn
.

This with (3) gives (1).
Next we show how to obtain more precise estimates on the rest term o(1) in (1).

Here is the main result in this section.

Theorem 24 (Füredi and Ruszinkó 2005) The following relations are valid:

2n

(

1−O

(
(logn)3/2
√

n

))

≤ f (n)≤ 2n
(

1−Ω
(

1√
n

))
. (4)

Proof. Let us start the proof with the upper bound in (4). Let F be a positive linear
combinations free family and

fk = |F k|, F k = {F ∈ F : |F |= k}.
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For positive integers p > q call a system of sets Ai ∈ 2[n], i = 1, . . . , p a (p,{0,q})-
system if the number of sets Ai containing x is either 0 or q for every x ∈ [n]. Notice
that a positive linear combinations free family cannot contain a (p,{0,q})-system
A1, . . . ,Ap together with A =

⋃p
i=1 Ai, because A = 1

q ∑
p
i=1 Ai.

Let A = {A1, . . . ,Ap} be a (p,{0,q})-system, A =
⋃p

i=1 Ai, K(A) = {|A| : A ∈
A}, and αk = |Ak|. If |A|= m and fm ≥ c

(n
m

)
, then

∑
k∈K

αk fk(n
k

) ≤ p− c. (5)

Indeed, consider a permutation π on [n], apply it to A, and consider π(A)∩F . It
consists of at most p−1 elements for every π(A) ∈ Fm ⊆F . Therefore,

∑
π∈Sn

|π(A)∩F| ≤ (p−1) ∑
π∈Sn:π(A)∈F

1+ p ∑
π∈Sn:π(A)
∈F

1

= (p−1)
fm(n
m

)n!+ p

(

1− fm(n
m

)

)

n!≤ (p− c)n!.

On the other hand, E ∈ Ak appears exactly fkk!(n− k)! times on the left hand side.
Hence,

∑
k∈K(A)

∑
E∈Ak

fk|E|!(n−|E|)! = ∑
k∈K(A)

αk fkk!(n− k)!≤ (p− c)n!.

Now choose c = 1/2. If f�n/2�< 1/2
( n
�n/2�
)
, then by Stirling’s formula we obtain the

rest termΩ
(

1√
n

)
. Next we suppose that f�n/2� ≥ 1/2

( n
�n/2�
)
. We explicitly construct

(pi,{0,qi})-systems Ai with
qi = pi−1 (6)

on the underlying set �n/2� and then apply (5) to them. For
√

n/2 ≤ pi ≤
√

n let i
be a positive integer with

pi

⌊
n
2
− i
⌋

+ ri = (pi−1)
⌊

n
2

⌋
(7)

for some ri ∈ 0, . . . ,qi. Clearly, for the given range of pi,
√

n≤ i≤ 2
√

n. (8)

The vectors in {A1, . . . ,Api} =Ai are defined as follows. A j intersects the first [pi]
coordinates in qi positions : A j∩ [pi] = { j, j+1, . . . , j+qi−1} (we take the elements
modulo pi), and for pi < x≤ �n/2� the position x belongs to the vectors Aqix+ j, j =
1, . . . ,qi (again the indices are taken modulo pi). Then Ai consists of vectors of
weights �n/2− i� and �n/2− i�+ 1 only (here we use relations (6) and(7)) and

|A| =
∣
∣
∣
∣
⋃pi

j=1 A j

∣
∣
∣
∣ = �n/2�. Since f�n/2� ≥ 1/2

( n
�n/2�
)
, it follows from (5) that for
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every
√

n≤ i≤ 2
√

n either

f�n/2−i�( n
�n/2−i�

) ≤ pi−1/2
pi

≤ 1− 1
2
√

n

or
f�n/2−i�+1( n
�n/2−i�+1

) ≤ pi−1/2
pi

≤ 1− 1
2
√

n
.

Let

I =
{

n
2
−2
√

n≤ j ≤ n
2
−
√

n : f j ≤
(

1− 1
2
√

n

)(
n
i

)}
.

We have I ∪{k,k + 1} 
= /0 for every n/2− 2
√

n ≤ k ≤ n/2−√n. Therefore, |I| ≥√
n/2 and we have

|F| =
n

∑
j=0

f j ≤
n

∑
j=1

(
n
i

)
− 1

2
√

n∑j∈I

(
n
j

)

≤ 2n− |I|
2
√

n

(
n

n/2−√n

)
= 2n

(
1−Ω

(
1√
n

))
.

This gives the upper bound in (4).
To prove the lower bound we need the following facts. Given A ⊆ 2[n], let F

contain all the vectors F that intersect every A ∈ A and intersect at least one set
A ∈ A in exactly one point, that is,

F = {F ∈ 2[n] : ∀A ∈ A, F ∩A 
= /0; ∃A′ ∈ A : |F ∩A′|= 1}. (9)

Then F is positive linear combinations free. This fact is to be proved in Exercise 5.
With an arbitrary family A⊂ 2[n] we associate the family J (A) as follows:

J (A) = {J ∈ 2[n] : ∃A ∈ A : J∩A = /0}.

Now defineN (A) as the family of those vectors from 2[n] whose Hamming distance
to A is exactly one, that is,

N (A) = {N ∈ 2[n] : N 
∈ A, dH(N,A) = 1}.

Note that A∩N (A) = /0. The next fact we need is that for arbitrary A ⊆ 2[n] the
family N (J (A)) is positive linear combinations free. To establish this one should
use the previous fact (Exercise 6).

In view of the last fact, we need to construct a suitable family A such that

|N (J (A))|> 2n

(

1−O

(
(logn)3/2
√

n

))

.
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W.l.o.g. we suppose that 8|n. Let B1∪ . . .∪Bn/2 be a partition of the underlying set

into pairs. Let k be an integer with k ∼
√

n lnn. Also let
{

YK : K ∈
([n/2]

k

)}
be a set

of i.i.d. random variables with

P(YK = 1) =
(1000logn)3/2

√
n

(
n/8

k

)−1

= p,

P(YK = 0) = 1− p.

Finally, let A be a random family defined by

A=

{
⋃

i∈K

Bi : YK = 1

}

.

We next show that the expected size of N (J (A)) is as large as it was given
in Theorem 24. For a fixed vector N denote by N2 the set of indices of blocks
Bi, which are contained in N, N2 = {i : Bi ⊂ N}, and let n2(N) = |N2|. Sim-
ilarly, N1 = {i : |Bi∩N|= 1} and n1(N) = |N1|. Using simple probabilistic argu-
ments one can derive a formula for the probability P(N ∈ N (J (A))). We see that
N ∈N (J (A)) iff

(i) ∃K ∈
([n/2]

k

)
such that K∩N2 = /0, |K∩N1|= 1, and YK = 1 ,

(ii) ∀K ∈
([n/2]

k

)
such that K∩ (N2∪N1) = /0, YK = 0.

Since the variables YK are independent (see Exercise 6), we obtain

P(N ∈N (J (A))) (10)

= (1− p)(
n/2−n1−n2

k )
(

1− (1− p)n1(n/2−n1−n2
k−1 )

)

≥
(

1− p
(

n/2−n1−n2

k

))(

1− exp

{

−pn1

(
n/2−n1−n2

k−1

)})

.

Here we used the inequalities 1− xy ≤ (1− x)y, x ∈ [0,1], y ≥ 1 and (1− x)y ≤
e−xy, x≤ 1, y≥ 0. Next we define the collection T of sets N by the relation

T =

{

N ∈ 2[n] :

∣
∣
∣
∣
∣
n2(N)− n

8

∣
∣
∣
∣<
√

n logn;

∣
∣
∣
∣
∣
n1(N)− n

4

∣
∣
∣
∣
∣
<
√

n logn

}

. (11)

The estimation with the help of (1) (Chapter I) shows that

|T |> 2n
(

1−O
(

1
n

))
. (12)
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At last, we have for some positive constant c and a set N satisfying (11),

p
(

n/2−n1−n2

k

)
< c

(logn)3/2
√

n
, (13)

pn1

(
n/2−n1−n2

k−1

)
> 2logn. (14)

Equations (13) and (14) together with (10) imply the inequality

P(N ∈N (J (A))) > 1− c
(logn)3/2
√

n
. (15)

Finally (12) and (15) imply that the expected size E(N (J (A))) fulfils the lower
bound of the theorem and hence there exists such a family. This completes the proof
of the theorem. �

§2 The Unit Cube in the Euclidean Space

The problem we consider here concerns the question how hyperplanes cut the edges
of a cube in the n-dimensional Euclidean space. The following theorem makes use
of the results from Lecture 13, where we modify the LYM inequality to become
equality.

We imbed the set Kn = {0,1}n into the Euclidean space R
n in such a way that

each vertex, which is a binary vector an = (a1, . . . ,an) ∈ Kn, has the same coordi-
nates in R

n. Then we can identify Kn with the unit cube in R
n. The next theorem

states the main result in this section.

Theorem 25 (Ahlswede and Zhang 1990) Let m = � n
2�+1. For the n-dimensional

unit cube Kn = {0,1}n with n2n−1 edges:

(i) a hyperplane cuts at most m
(n

m

)
edges and this bound is best possible;

(ii) it takes at least n hyperplanes with nonnegative coefficients to cut all edges.

Proof. (i) A hyperplane in the n-dimensional space is determined by the vector
λ n+1 = (λ0,λ1, . . . ,λn) of coefficients of a linear equation λ0 = ∑n

i=1λixi.
Let us assume first that λi ≥ 0, i = 1, . . . ,n. Call a vector yn ∈ Kn minimal if

∑n
i=1λiyi ≥ λ0 and if the replacement of 1 by 0 in any component of yn results in a

vector zn, with ∑n
i=1λizi < λ0. Let M(λ n+1) denote the set of minimal vectors. If

an edge (xn,zn) is cut by the hyperplane such that ∑n
i=1λixi ≥ λ0 and ∑n

i=1λizi < λ0,
then xn and zn differ in a component in which all vectors from M(λ n+1) below
xn have a 1. Recall the correspondence between vectors xn ∈ {0,1}n and sets X ∈
2[n]. Let A(λ n+1) be the family of sets corresponding to M(λ n+1). By foregoing
remarks, the number of edges {(xn,zn) : zn < xn} with vertex xn fixed, which are cut
by the hyperplane, does not exceed WA(λ n+1)(X) (for the definition of WA(X) see
Lecture 13). Denoting by N(λ n+1) the total number of edges cut by the hyperplane,
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we thus get
N(λ n+1)≤ ∑

X∈2[n]

WA(λ n+1)(X). (16)

For hyperplanes with arbitrary coefficients (λ1, . . . ,λn), a coordinate transformation

T(xi) =
{

xi, i f λi ≥ 0,
1− xi, i f λi < 0

leads to the case of nonnegative coefficients. By (8)

max
λ n+1

N(λ n+1)≤ m
(

n
m

)
. (17)

The case λ n+1 = (m,1, . . . ,1) shows that this bound is best possible.

(ii) For k hyperplanes with vectors of coefficients λ n+1(i), i = 1, . . . ,k we de-
fine as before the set A(λ n+1( j)) and put A j = A(λ n+1( j)) in Corollary 4. The
number N(λ n+1(1), . . . ,λ n+1(k)) of edges cut by these hyperplanes is bounded by
∑X∈2[n] WA1,...,Ak(X). Since all edges shall be cut, by (ii) of Corollary 4

n2n−1 ≤ max
0≤�≤n−N′

�+N′

∑
r=�+1

r
(

n
r

)
, where N′ = min{n,k},

and, since n2n−1 = ∑n
r=1 r

(n
r

)
, necessarily k ≥ n. On the other hand, n hyperplanes

suffice to cut all edges, which can be seen by the example λ n+1( j) = ( j,1, . . . ,1). �

§3 k-Dimensional Sets of Binary Vectors of Given Weight

Another problem concerning the behavior of binary sequences over reals is to find an
expression for the maximal number of {0,1}-sequences of given Hamming weight,
which for given k are contained in a k-dimensional subspace of the real space R

n.
In the next theorem we find expressions for this number in all possible cases. In
the proof of the theorem we use combinatorial considerations like the LYM in-
equality, some calculus of binomial coefficients, and tools from Linear Algebra. We
give the necessary definitions. Let Un

k be a k-dimensional subspace of the Euclidean
space R

n. Define

Γ(n,k,ω) = max
Un

k⊂Rn

∣
∣
∣
∣U

n
k ∩
(

[n]
ω

)∣∣
∣
∣.

The following main result of this section solves the problem of finding the value
Γ(n,k,ω).
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Theorem 26 (Ahlswede, Aydinian, and Khachatrian 2003)

(i) Γ(n,k,ω) = Γ(n,k,n−ω).
(ii) For ω ≤ n

2 we have

Γ(n,k,ω) =

⎧
⎨

⎩

( k
ω
)
, i f (a) 2ω ≤ k,(2(k−ω)

k−ω
)
22ω−k, i f (b) k < 2ω < 2(k−1),

2k−1, i f (c) k−1≤ ω.

The sets giving the claimed values of Γ(n,k,ω) in the three cases are

(a) S1 =
([k]
ω
)
×{0}n−k,

(b) S2 =
([2(k−ω)]

k−ω
)
×{10,01}2ω−k×{0}n−2ω ,

(c) S3 = {10,01}k−1×{1}ω−k+1×{0}n−k−ω+1.

The corresponding k-dimensional subspaces V (S1),V (S2),V (S3) containing these
sets (up to permutation of coordinates) are given by the following basis vectors.

V (S1) :

bn
1 = (1,0, . . . ,0, . . . ,0)

bn
2 = (0,1,0, . . . , . . . ,0)
...

bn
k = (0, . . . ,1,0, . . . ,0).

V (S2) :

bn
1 = (1,0, . . . ,0,0, . . . ,0,

1
k−ω , . . . ,

1
k−ω ,0, . . . ,0)

...

bn
2k−2ω = (0, . . . ,0,1

︸ ︷︷ ︸
2k−2ω

,0, . . . ,0
︸ ︷︷ ︸

2ω−k

,
1

k−ω , . . . ,
1

k−ω︸ ︷︷ ︸
2ω−k

,0, . . . ,0
︸ ︷︷ ︸

n−2ω

)

bn
2k−2ω+1 = (0, . . . ,0,1, . . . ,0,−1,0, . . . ,0,0, . . . ,0)

...
bn

k = (0, . . . ,0
︸ ︷︷ ︸
2k−2ω

,0, . . . ,1
︸ ︷︷ ︸

2ω−k

,0,0, . . . ,−1
︸ ︷︷ ︸

2ω−k

,0, . . . ,0
︸ ︷︷ ︸

n−2ω

).

To obtain 0,1-vectors we have to consider only linear combinations with coef-
ficients 0 or 1. The linear combinations of the first 2k− 2ω vectors must have
exactly k−ω ones in the first 2k− 2ω coordinates. Combining each of those
vectors with all possible 0,1-combinations of the remaining basis vectors, we get
exactly

(2(k−ω)
k−ω

)
22ω−k vectors of weight ω.
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V (S3) :

bn
1 = (1,0, . . . ,−1,0, . . . ,0,0, . . . ,0)

bn
2 = (0,1,0, . . . ,−1, . . . ,0,0, . . . ,0)
...

bn
k−1 = (0, . . . ,1,0, . . . ,−1,0, . . . ,0,0, . . . ,0)

bn
k = (0, . . . ,0

︸ ︷︷ ︸
k−1

,1, . . . ,1
︸ ︷︷ ︸

k−1

,1, . . . ,1
︸ ︷︷ ︸
ω−k+1

,0, . . . ,0).

Adding all 2k−1 possible 0,1-combinations of the first k− 1 basis vectors to bn
k

gives 0,1-vectors of weight ω.

Now we turn to the proof of Theorem 26. We call a nonzero vector un =
(u1, . . . ,un) ∈ R

n nonnegative (resp. positive) if ui ≥ 0 (resp. ui > 0) for all i =
1, . . . ,n. For the proof we need some auxiliary results. Let us formulate the first one.

Proposition 12 Assume that a k-dimensional subspace Un
k ⊂ R

n contains a non-
negative vector. Then it also contains a nonnegative vector with at least k− 1 zero
coordinates.

Proof. We apply induction on k and n. The case k = 1 is trivial. Assume that the
assertion holds for k′ ≤ k−1 and all n.

Suppose Un
k is the row space of the k×n matrix

G =

⎡

⎢
⎣

vn
1

...
vn

k

⎤

⎥
⎦

and let un ∈Un
k be a nonnegative vector. If un has zero coordinates, then we are done.

Indeed, suppose that un = (u1, . . . ,u�,0, . . . ,0) for n− k + 1 < � < n and ui > 0 for
i = 1, . . . , �. Then G can be transformed into the form shown in Fig. 2, where B is a
matrix of rank rank(B) = s≤ n− � < k−1, A is a matrix of rank k− s, and 0 is the
all zero matrix.

Now, by the induction hypothesis, the row space of A contains a non-negative
vector with at least k− s−1 zero coordinates. Hence, in the row space of G there is
a nonnegative vector containing at least k− s−1+n− �≥ k−1 zeros, proving the
proposition in this case.

Suppose now that un is a positive vector. Let vn ∈ Un
k with vn 
= αun,α ∈ R.

W.l.o.g. assume v1
u1
≥ vi

ui
, i = 2, . . . ,n. Then one can easily see that v1

u1
un− vn ∈Un

k
is a nonnegative vector with zero in the first coordinate. This completes the proof of
the proposition, because we come to the case considered above. �

We say that a matrix M of size k×n and rank k has a step form if it is of the form
shown in Fig. 3 up to permutations of the columns.
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A

B

0

G =

l n−l

k−s

s

Fig. 2 Proof of Proposition 12

M =

.
.

.

0

l
1

l
2 lk

k

.     .     .

Fig. 3 A matrix with a (positive) step form

Each step (shaded part in Fig. 3) of size �i ≥ 1, i = 1, . . . ,k, ∑k
i=1 �i = n, consists

of �i entries of the ith row, and above the steps M has only zero entries. We say that
M has positive step form if all the steps have positive entries.

Using Proposition 12 one can show that the subspace Un
k ⊂ R

n has a generating
matrix in a positive step form iff Un

k contains a positive vector (Exercise 7).
Given an underlying set X , a chain C = {C1, . . .Cs} ⊂ 2X is called maximal if

s = |X |+ 1 (it agrees with the usual definition of a maximal chain as a chain of
maximal possible cardinality).

The second result needed for the proof of the theorem is the following.
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Proposition 13 Let X = X1∪X2∪ . . .∪Xs be a partition of X with |Xi|= ni and let
A⊂

(X
ω
)

be a family with the following property:
for any A,B ∈ A and j = 1, . . . ,s the relation

E = A∩
(

j⋃

i=1

Xi

)


= B∩
(

j⋃

i=1

Xi

)

= F

implies that E and F are incomparable.
Then

|A| ≤ max
∑s

i=1ωi=ω

s

∏
i=1

(
ni

ωi

)
. (18)

Proof. Define a product maximal chain (p-chain) in X as a sequence Cs =
(C1, . . . ,Cs), where Ci ⊂ 2Xi is a maximal chain in Xi. Evidently, the number of
p-chains is ∏s

i=1 ni!. Let us represent each element A ∈ A as a sequence A =
(A1, . . . ,As), where Ai = A ∩ Xi, i = 1, . . . ,s. We write A ∈ Cs iff Ai ∈ Ci, i =
1, . . . ,s. The property of A in the proposition implies that each p-chain contains
at most one element from A. On the other hand, given A ∈ A, there are exactly
∏s

i=1 |Ai|!(ni−|Ai|)! p-chains containing A. Hence

∑
A∈A

s

∏
i=1
|Ai|!(ni−|Ai|)!≤

s

∏
i=1

ni!

or
∑

A∈A

1
∏s

i=1
( ni
|Ai|
) ≤ 1.

Next we have
|A|

maxA∈A∏s
i=1
( ni
|Ai|
) ≤ ∑

A∈A

1
∏s

i=1
( ni
|Ai|
) ≤ 1,

which gives the desired result. �

At last we need the following:

Proposition 14 Let n,ω,s = 1,2, . . . , s≤ n, 2ω ≤ n. Then we have

M ∆= max
∑s

i=1 ni=n, ni≥1;∑s
i=1ωi=ω

s

∏
i=1

(
ni

ωi

)

=

⎧
⎪⎨

⎪⎩

(n−s+1
ω
)
, i f 2ω ≤ n− s+1,

(2(n−s+1)−2ω
n−s+1−ω

)
22ω−(n−s+1), i f n− s+1 < 2ω < 2(n− s),

2n−s, i f ω ≥ n− s.

Proof. Consider the representation of M in the form

M =
s

∏
i=1

(
mi

ki

)
, (19)

where ∑s
i=1 mi = n, mi ≥ 1, ∑s

i=1 ki = ω, ki ≥ 0.
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We say that
(�

t

)
is a factor of M iff � = mi, t = ki for some i = 1, . . . ,s in a

representation of M in the form (19).
Let now M = M1

(2
1

)s1 with s1 ≥ 0. Then we claim that M1 does not contain the
following factors:

(i)
(m

k

)
and
(�

t

)
with m, � > 1 and k, t > 0.

(ii)
(m

k

)
with m < 2k,

(iii)
(m

k

)
with m > 2k +1, s1 ≥ 1,

(iv)
(m

k

)
and
(1

1

)
with m 
= 1, m > 2k; or

(m
k

)
and both

(1
1

)
and
(1

0

)
with m 
= 1, m =

2k > 2.

(i) Let
(m

k

)
,
(�

t

)

=
(2

1

)
, m, � 
= 1. Then the following inequalities can be easily veri-

fied.
If m 
= 2k, � 
= 2t, then

(
m
k

)(
�

t

)
< max

{(
m+ �−1

k + t

)(
1
0

)
,

(
m+ �−1
k + t−1

)(
1
1

)}
.

If m = 2k or � = 2t, then
(

m
k

)(
�

t

)
<

(
m+ �−2
k + t−1

)(
2
1

)
.

Each of these inequalities contradicts the maximality of M if
(m

k

)
and
(�

t

)
are factors

of M1.
(ii) Suppose M1 has a factor

(m
k

)
with m < 2k. Then (i) with 2ω ≤ n implies the

existence of the factor
(1

0

)
, which leads to a contradiction with
(

m
k

)(
1
0

)
<

(
m

k−1

)(
1
1

)
.

(iii) If M1 has the factor
(m

k

)
with m > 2k +1 and s1 ≥ 1, then

(
m
k

)(
2
1

)
<

(
m+1
k +1

)(
1
0

)
.

(iv) Suppose now M1 possesses the factors
(m

k

)
and
(1

1

)
with m 
= 1. Then we get

a contradiction with (
m
k

)(
1
1

)
<

(
m−1

k

)(
2
1

)
,

when m > 2k. If now m = 2k > 2, then

(
m
k

)(
1
1

)(
1
0

)
<

(
m−2
k−1

)(
2
1

)2

leads to a contradiction.
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Now we can resume our observations above as follows. M can have only the
following form:

M =
(

m1

k1

)(
2
1

)s1
(

1
1

)s2
(

1
0

)s3

, (20)

where m1 + 2s1 + s2 + s3 = n, k1 + s1 + s2 = ω, s1 + s2 + s3 + 1 = s; s1,s2,
s3 ≥ 0, m1 ≥ 1, m1 ≥ 2k1.

Finally, we have

(a) ω ≥ n− s implies s2 ≥ k1− 1. Therefore, in both cases, s2 = 0 or s2 > 0, by
(iv) we get k1 = 1, m1 = 2, which means that

M = 2s1+1 = 2n−s.

(b) 2ω ≤ n− s + 1 with (iii) implies s1 + 2s2 ≤ 1. Hence s2 = 0 and s1 = 0 or 1,
which gives

M =
(

m1 + s1

k1 + s1

)
=
(

n− s+1
ω

)
.

(c) n− s + 1 < 2ω ≤ 2(n− s) implies s1 + 2s2 > 0, s2 < k1− 1, which with (iv)
implies s2 = 0. Hence

M = 2s1

(
2k1

k1

)
,

where s1 = 2ω− (n− s+1), k1 = n− s+1−ω. �

Now we return to the proof of Theorem 26. First we show that Γ(n,k,ω) =
Γ(n,k,n−ω). Let A⊂

([n]
ω
)

with dimspan(A) = k such that |A|= Γ(n,k,ω). Sup-
pose that vn

1, . . . ,v
n
k are linearly independent vectors inA. For every vn ∈A we have

k

∑
i=1
αivn

i = vn, (21)

and since A⊂
([n]
ω
)
, we conclude that

k

∑
i=1
αi = 1. (22)

Consider the complement set B = {1n − vn : vn ∈ A} and notice that B ⊂( [n]
n−ω
)
, |B|= |A|. We have

k

∑
i=1
αi(1n− vn

i ) = 1n− vn,

which shows that dimspan(B) = k. Therefore, Γ(n,k,ω) ≤ Γ(n,k,n−ω) and by
symmetry Γ(n,k,ω)≥ Γ(n,k,n−ω).
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Let now Un
k be an optimal subspace, that is, it contains a maximal number of

vectors from
([n]
ω
)
. Let further V n

n−k be the space orthogonal to Un
k with basis a

vn
1, . . . ,v

n
n−k. Our task is to determine the maximum number of 0,1-solutions of the

system of n− k +1 equations
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(vn
1,x

n) = 0
...
(vn

n−k,x
n) = 0,

(1n,xn) = ω

(23)

for all choices of linearly independent vectors vn
1, . . . ,v

n
n−k. In view of Exercise 12

this system of equations can be reduced to the form

(an
i ,x

n) = ci, i = 1, . . . ,n− k +1,

where the matrix (ai j)
j=1,...,n
i=1,...,n−k+1 has a positive step form. W.l.o.g. we may assume

that this matrix has the form shown in Fig. 3 with steps of size �i ≥ 1, i = 1, . . . ,n−
k + 1, and ∑�i = n. Let Z denote the set of all 0,1-solutions of (23). The following
property is easily seen. For any solutions xn = (x1, . . . ,xn), yn = (y1, . . . ,yn) and
any ts = �1 + . . . , �s, s = 1, . . . ,n− k + 1, if (x1, . . . ,xts) 
= (y1, . . . ,yts), there exist
1≤ i, j ≤ ts such that xi > yi, x j < y j.

Consider now (x1, . . . ,xts) and (y1, . . . ,yts) as the characteristic vectors of the sets
X and Y , respectively. The property above means that E and H are incomparable.
Thus considering the solutions of (23) as a corresponding family of sets A ⊂

([n]
ω
)
,

where [n] is partitioned into n− k +1 nonempty subsets, we see that A satisfies the
property from Proposition 13. Consequently, we have

|Z| ≤ |A| ≤ max
∑n−k+1

i=1 ωi=ω

n−k+1

∏
i=1

(
�i

ωi

)
.

Combining this with Proposition 14 we get the proof of the theorem. �

Notes to Chapter IV

Lemma 30 was conjectured in [ACZ96] and proved in the case k = 2. The final
proof for the general case was done by Alon and Sudakov in [AS95] and we here
reproduced their proof. We took most of the material for the second section of Lec-
ture 11 from [ACZ96] and [ACZ94]. Theorem 24 is from [FR05] and [ACZ94].
Theorem 26 is from [AAK03a].

Denote
Jt(n,k) = max

A∈I(n,t)
{|A| : dimspan(A) = k}.
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In [AAK03b] it is proved that if 1≤ t ≤ n−k+1, then Jt(n,k) = 2t−1. We formulate
their conjecture about the value Jt(n,k) for the case when t > n− k +1 in Research
Problem 1.

Let us mention one more interesting problem that deals with linear relations of
binary vectors over reals: find the probability Pn that a random (with uniform distri-
bution) n×n matrix Mn with ±1 entries is singular (with linear combinations over
reals). It is conjectured that

Pn = P(Mn is singular ) = (1+o(1))
n2

2n−1 ,

that is, Pn is essentially the probability that Mn contains two rows or two columns,
which are equal up to the sign. Presently it is proved by Kahn et al. in [KKS95] that
Pn < e−εn holds for some positive fixed ε > 0. Their proof also has an important
corollary: there is a constant c > 0 such that if r < n− c and vn

1, . . . ,v
n
r are chosen

(uniformly and independently) at random from {±1}n, then

P(dimspan(vn
1, . . . ,v

n
r ) = r) = (1+o(1))r

(
r
2

)
2−n,

P(span(vn
1, . . . ,v

n
r )∩{±1}n 
= {vn

1, . . . ,v
n
r}) = (1+o(1))4

(
r
3

)(
3
4

)n

.

The last relation was first proved by Odlyzko [O88] under the more restrictive as-
sumption that r < n−10n/ logn.

At this moment the best upper bound on Pn <
( 3

4 +o(1)
)n

is obtained by Tao and
Vu in [TV05].

Exercises

1. Using (1) (Chapter I) prove the statement associated with formula (5)
(Lecture 11).

2. Let H(Y, p) be the induced subgraph of G(n, p) on a given set Y of vertices,
|Y |= n1. Let g be a graph-theoretic function given by

g(H ′) =
ck(H ′)( n1

k−2

) ,

where H ′ is a graph on Y and ck(H ′) is the number of k-cliques in H ′. Using (3)
(Chap. I) and the fact that g(H) is a graph-theoretic function show that

P

(∣∣
∣
∣
∣
g(H(Y, p))−µ(g)

∣
∣
∣
∣
∣
> n3/4

√(
n1

2

))

< 2e−n3/2/2.

Derive from this inequality the corresponding inequality for ck(H(Y, p)) and then
draw a conclusion from Lemma 31.
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3. Prove that

In(∀,∀,k) =
(

n−1
k−1

)
, n≥ 2k.

Find the asymptotic behavior of In(·, ·,k) for other combinations of {∃,∀}.
4. Prove that the family F in (2) (Lecture 12) is positive linear combinations free.
5. Prove the fact corresponding to the relation (9) (Lecture 12).
6. Prove that the family N (J (F)) is positive linear combination free.

Hint: Indeed, N (J (F))∩J (F) = /0, and so the vectors of N (J (F)) intersect
every vector in F . Take an arbitrary A ∈ N (J (F)). It is a neighbor of some
set A′ ∈ J (F) and there is a set A∗ ∈ F such that A∗ ∩A′ = /0. Observe that
|A∩A∗|= 1. Then use the fact corresponding to the relation (9) (Lecture 12).

7. Using Proposition 12 prove by induction that a subspace Un
k ⊂R

n has a generator
matrix in a positive step form iff Un

k contains a positive vector.

Research Problems

1. Conjecture If k > 0 and t > m = n− k +1 we have

Jt(n,k) =

⎧
⎨

⎩

∑k−1
i= n+t

2 −m

(k−1
i

)
+∑k−1

i= n+t
2

(k−1
i

)
, 2|(n+ t),

2∑k−2
i= n+t−1

2 −m

(k−2
i

)
+2∑k−2

i= n+t−1
2

(k−2
i

)
, 2 
 |(n+ t).

2. Denote

A(n,k) = max
A⊂2[n]

{|A| : dimspan(A)≤ k, A is an antichain}.

Conjecture The following equality is valid:

A(n,k) = Γ
(

n,k,
⌊

n
2

⌋)
.

When n ≥ 2k− 2 this equality is proved in [AAK03c] (in this case A(n,k) =
2k−1).



Chapter V
LYM-Related AZ-Identities, Antichain
Splittings and Correlation Inequalities

Lecture 13 LYM-Type Relations
In this lecture we present proofs of several relations that are improvements and gen-
eralizations of the so-called LYM (Lubell-Yamamoto-Meshalkin) inequality. Ini-
tially this inequality set a relation for the distribution of cardinalities of members in
an antichain of subsets. A family A⊂ 2[n] is a chain if any two sets A1, A2 ∈ A are
comparable, that is, A1 ⊂ A2 or A2 ⊂ A1. Obviously the maximal length of a chain is
n+1. A familyA⊂ 2[n] is an antichain if any two sets A1, A2 ∈A are incomparable,
that is, A1 
⊂A2 and A2 
⊂A1. Obviously the family of k-setsA⊂

([n]
k

)
is an antichain

and Sperner’s Lemma says that the antichain |A| =
( n
� n

2 �
)

has maximal size (and it

also settles the uniqueness property discussed below). The upper bound |A| ≤
( n
� n

2 �
)

is not obvious and follows from the LYM inequality. If f0, f1, . . . , fn is a sequence

such that fi =
∣
∣
∣
∣A∩

([n]
i

)
∣
∣
∣
∣ for some antichain A, then the LYM inequality says that

n

∑
i=0

fi(n
i

) ≤ 1. (1)

Hence

|A|=
n

∑
i=0

fi ≤
(

n
� n

2�

) n

∑
i=0

fi(n
i

) ≤
(

n
� n

2�

)
.

The main statement of Sperner’s Lemma follows. This lecture has only one section.
Here we investigate the possibility of improving the LYM inequality (1). Actu-
ally taking into account other terms we derive the so-called AZ (Ahlswede–Zhang)
identity. Also we consider the uniqueness of the antichain A for which equality
|A| =

( n
� n

2 �
)

is achieved and related problems. In Theorems 28 and 30 we demon-
strate further generalizations of the AZ-identity. The proof of Theorem 29 is similar
to the proof of the AZ-identity and we ask to do it in Exercise 1.

151
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Let us give some definitions. For every X ∈ 2[n] and every A⊂ 2[n] we define

XA =
⋂

X⊃A∈A
A, WA(X) = |XA|.

Using the functions
W (i)

A = ∑
X∈([n]

i )
WA(X)

we can write

∑
X

WA(X)
|X |
( n
|X |
) =

n

∑
i=1

W (i)
A

i
(n

i

) .

§1 The AZ-Identity and Related Results

We start with the proof of the following:

Theorem 27 (Ahlswede and Zhang 1990) For every family A of nonempty sub-
sets of [n]

n

∑
i=1

W (i)
A

i
(n

i

) = 1. (2)

Identity (2) is called the AZ-identity.
When A is an antichain, identity (2) becomes

∑
X∈A

1
( n
|X |
) + ∑

X∈U(A)\A

WA(X)
|X |
( n
|X |
) = 1, (3)

where U(A) = {Y ∈ 2[n] : ∃A ∈ A, A⊆ Y} is the upset generated by A. Hence (2)
is a strengthening of the LYM inequality, whose deficiency can be measured by the
second summand.
Proof. Note first that only minimal elements inA determine XA and therefore matter.
Hence we can assume that A is an antichain.

The LYM inequality is obtained as follows. All saturated chains (saturated means
that the chain is not contained in a larger chain), which pass through members ofA,
are counted:

∑
A∈A
|A|!(n−|A|)!.

No chain is counted twice, because A is an antichain. Since there are n! saturated
chains in total, clearly

∑
A∈A
|A|!(n−|A|)!≤ n!.
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Hence

∑
A∈A

1
( n
|A|
) ≤ 1.

This is the LYM inequality.
Next observe that we can also count the saturated chains not passing through A.

Denote U = U(A) and count the saturated chains according to their exit in U . For
this we view 2[n] as a directed graph with an edge between vertices B,C exactly if
B⊃C and |B\C|= 1.

Since /0 
∈ A, clearly /0 
∈ U . Therefore, every saturated chain starting in [n] ∈ U
has a last set, say exit set, in U . For every U ∈ U we call E = (U,V ) an exit edge, if
V ∈ 2[n]−U , and we denote the set of exit edges by EA(U). The number of saturated
chains leaving U in U is then

(n−|U |)!|EA(U)|(|U |−1)!.

Therefore,
∑

U∈U
(n−|U |)!|EA(U)|(|U |−1)! = n! (4)

and since EA(X) = /0 for X ∈ 2[n]−U , also

∑
X∈2[n]

|EA(X)|
|X |
( n
|X |
) = 1. (5)

�

Notice the validity of the equality

|EA(X)|= WA(X). (6)

For any antichain A ⊂ 2[n] set Ai = A∩
([n]

i

)
. Then the LYM-inequality can be

rewritten in the form
n

∑
i=1

|Ai|
(n

i

) ≤ 1.

Hence
n

∑
i=1

i|Ai|
i
(n

i

) ≤ 1

and
n

∑
i=1

i|Ai| ≤max
i

i
(

n
i

)
= m
(

n
m

)
, (7)

where in this lecture m = � n
2�+1. Obviously bound (7) is best possible. Theorem 27

implies

∑
X∈2[n]

WA(X)≤ m
(

n
m

)
, A⊂ 2[n]. (8)

One can also extend the previous theorem to the case of several families.
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Corollary 4 For N families A1, . . . ,AN of nonempty subsets of 2[n] and X ∈ 2[n]

define

WA1,...,AN (X) =

∣
∣
∣
∣
∣

N⋃

j=1

XA j

∣
∣
∣
∣
∣

and
W (i)

A1,...,AN
= ∑

X∈([n]
i )

WA1,...,AN (X).

Then

(i)
n

∑
i=1

W (i)
A1,...,AN

i
(n

i

) ≤ N

and
(ii)

∑
X∈2[n]

WA1,...,AN ≤ max
0≤�≤n−N′

�+N′

∑
r=�+1

r
(

n
r

)
, where N′ = min{n,N}.

Proof. Since by the definitions

W (i)
A1,...,AN

≤
N

∑
j=1

W (i)
A j

,

(i) follows from Theorem 27.
From its definition we have

W (i)
A1,...,AN

≤ i
(

n
i

)

and therefore the numbers αi = W (i)
A1,...,AN

/i
(n

i

)
satisfy 0≤ αi ≤ 1 and ∑n

i=1αi ≤ N′.
Hence

n

∑
i=1
αii
(

n
i

)
≤ max

0≤βi≤1, ∑n
i=1 βi≤N′

n

∑
i=1
βii
(

n
i

)

= max
0≤�≤n−N′

�+N′

∑
r=�+1

r
(

n
r

)

and since

∑
X∈2[n]

WA1,...,AN (X) =
n

∑
i=1

W (i)
A1,...,AN

=
n

∑
i=1
αii
(

n
i

)
,

relation (ii) follows. �

Some consequences of these results are discussed in Lecture 12. Here we demon-
strate simple uniqueness proofs that can be given using Theorem 27.
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We use the elementary facts that max1≤�≤n �
(n
�

)
= m
(n

m

)
, and if � 
= m,m−1 and

n is even or � 
= m and n is odd, then

�

(
n
�

)
< m
(

n
m

)
. (9)

For an antichain the identity from the theorem says

1 = ∑
X∈A

1
( n
|X |
) + ∑

A
∈A

WA(X)
|X |
( n
|X |
) . (10)

If A is maximal, then |A|=
( n
� n

2 �
)
, and therefore

A⊂
(

[n]
� n

2�

)
∪
(

[n]
� n

2�

)
, (11)

∑
X 
∈A

WA(X)
|X |
( n
|X |
) = 0. (12)

Obviously from (12) follows that A =
([n]

k

)
if n = 2k. But in the case n = 2k + 1

the uniqueness of the maximal antichain is not so obvious and it does not follow
from the LYM inequality. All what we can say using the LYM inequality is that
A ⊂

([n]
k

)
∪
([n]

m

)
. Next we show that for n = 2k + 1 the assumption A 
=

([n]
k

)
,
([n]

m

)

violates (12). From this it follows that for the maximal antichain in this case there
are only two possibilities A=

([n]
k

)
or A=

([n]
m

)
. To prove this note that WA(X) = 0

for X ∈
([n]

m

)
\A implies that in the graph defined on

([n]
k

)
∪
([n]

m

)
by containment X

has no connections with
([n]

k

)
\A. Since there are no connections between Am =

([n]
m

)
∩A and Ak =

([n]
k

)
∩A, we have two connected components Am ∪ (

([n]
k

)
\A)

and Ak ∪ (
([n]

m

)
\A). However,

([n]
k

)
∪
([n]

m

)
is easily shown to be connected.

Next we consider the uniqueness of the family A for which there is equality
in (8). This is a more difficult problem than the previous one and it is solved com-
pletely by Corollary 5 below. Since for every family A with the set of minimal ele-
mentsM WA(X) = WM(X), and since every antichain occurs as a set of minimal
elements, it suffices to characterize those antichains A with

∑
X∈2[n]

WA(X) = m
(

n
m

)
. (13)

Corollary 5 Equality holds in (13) for A =
([n]

m

)
, if n = 2k + 1 and for every an-

tichain A⊂
([n]

m

)
∪
([n]

k

)
, which is saturated in

([n]
m

)
, if n = 2k.

Proof. It follows from (13) and identity (2) that WA(X) = 0 if |X |
( n
|X |
)

< m
(n

m

)
. For

n = 2k +1 we have therefore WA(X) = 0, if |X | 
= m, and thus A=
([n]

m

)
.
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On the other hand, for n = 2k, k
(n

k

)
= m
(n

m

)
and we can conclude thatA⊂

([n]
m

)
∪

([n]
k

)
. A is saturated in

([n]
m

)
, because otherwise there would be an antichain A′ =

A∪{X} with X ∈
([n]

m

)
\A and ∑Y∈2[n] WA′(Y ) =∑Y∈2[n] WA(Y )+ |X | contradicting

the optimality of A.
It remains to show that equality (13) holds for these antichains. Let Ak

+ be the
family of elements of

([n]
m

)
, which are connected with an element of Ak, and let

d(Ak,X) count the number of connections of Ak with X . Then we have

∑
X

WA(X) = k|Ak|+(k +1)
((

2k
k +1

)
−|Ak

+|
)

+ ∑
X∈Ak

+

((k +1)−d(Ak,X)) = k|Ak|+(k +1)
(

2k
k +1

)
− (n− k)|Ak|

= (k +1)
(

2k
k +1

)
. (14)

The notion of antichains A⊂
([n]

m

)
∪
([n]

k

)
which are saturated in

([n]
m

)
but not in

([n]
k

)

is meaningful. As an illustration, let (n,m,k) = (4,3,2) and

Am = {{1,2,3}}, Ak = {{1,4},{2,4}}.

The antichain A =Am∪Ak cannot be extended by {1,2,4}, {1,3,4}, or {2,3,4};
however, it can be extended by {3,4}.

Here we solve the problem of uniqueness of a maximal antichain satisfying
equality in relation (7). Since for an antichain A the equality

∑
A∈A
|A|= m

(
n
m

)
(15)

can hold only ifA is contained in the class characterized by Corollary 5, and so (14)
implies necessarily ∑X∈Ak

+
(k +1) = ∑X∈Ak

+
d(Ak,X) or equivalently that Ak ∪Ak

+

is a connected component of
([n]

k

)
∪
([n]

m

)
. This is possible only if Ak = /0 or A =

([n]
k

)
. Hence equality holds in (15) exactly for A =

([n]
m

)
, if n = 2k + 1, and for

A ∈
{([n]

m

)
,
([n]

k

)}
, if n = 2k. �

Next we give several interesting generalizations of Theorem 27. We give a proof
of Theorem 28. Theorems 29 and 30 are asked to be proved in Exercise 1.

The special case (3) of identity (2) can be generalized as follows.

Theorem 28 (Ahlswede and Zhang 1990) Suppose A1 ⊆ B1, . . . ,AN ⊆ BN are
subsets of [n] such that Ai 
⊆ B j for i 
= j, then

N

∑
i=1

(
n−|Bi−Ai|
|Ai|

)−1

+ ∑
X∈O

WA(X)
|X |

(
n
|X |

)−1

= 1, (16)
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where
O = {Y : 
 ∃i : Ai ⊂ Y ⊂ Bi} (17)

and WA(X) =
∣
∣
∣
∣
⋂

Ai⊂X Ai

∣
∣
∣
∣.

Notice that the special case Ai = Bi for i ∈ [N] corresponds to the identity from
Theorem 27. Also from this theorem follows the Bollobás inequality

N

∑
i=1

(
n−|Bi−Ai|
|Ai|

)−1

≤ 1. (18)

Instead of X ∈ O in (16) we can write X 
∈ D({Bi}N
i=1), where D({Bi}N

i=1) = {Y :
∃Bi, Y ⊆ Bi} is the downset generated by {Bi}N

i=1.

Proof. To prove this theorem we calculate first the number of maximal chains [n] =
Sn ⊃ Sn−1 ⊃ ·· · ⊃ S1 ⊃ S0 = /0, which intersect an interval [A,B] = {C : A⊆C⊆ B}.
We can construct the chain by subtracting one by one elements from [n] to obtain
Sn−1,Sn−2, . . . ,S0. A maximal chain meets [A,B] iff all elements from [n]−B are
subtracted before any element from A is subtracted. We can classify the maximal
chains by the first n−|B| elements that are subtracted from Sn in the positions [n]−
B+A. As we have already mentioned, only one possibility leads to the chains which
meet [A,B]. The order in which these elements are subtracted are equally likely.
Hence the number of maximal antichains that meet [A,B] is equal to the whole
number of chains n! divided by the number of possibilities of the first subtraction
of n− |B| elements from [n]−B + A, that is,

(n−|B−A|
|A|

)
. Hence we have an exact

formula for the number of antichains that meet [A,B] :

n!
(

n−|B−A|
|A|

)−1

. (19)

Next we follow the same ideas as in the proof of Theorem 27. For the upset U(A)
the number of saturated chains leaving U in U is

(n−|U |)!WA(U)(|U |−1)!.

Since intervals [Ai,Bi] = {X : Ai ⊆ X ⊆ Bi} are disjoint, we have

N

∑
i=1

∑
U∈[Ai,Bi]

(n−|U |)!|Ai|(|U |−1)!+ ∑
U∈O

(n−|U |)!WA(U)(|U |−1)! = n!.

From (19) we get

∑
U∈[Ai,Bi]

(n−|U |)!|Ai|(|U |−1)! = n!
(

n−|Bi−Ai|
|Ai|

)−1

and the theorem follows. �
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One can follow the approach in the proof of Theorem 27, which applies to any
poset, to derive the following combinatorial identity.

Theorem 29 (Ahlswede and Zhang 1990) In {0,1, . . . ,m} × {0,1, . . . ,n} write
(i, j) ≤ (i′, j′) iff i ≤ i′ and j ≤ j′. Let I = {(it , jt) : 1 ≤ t ≤ T} be an antichain.
Then

T

∑
t=1

[
jt+1−1

∑
�= jt−1

(m
it

)
it
(n
�

)

(it + �)
(m+n

it+�

) +
it−1−1

∑
k=it−1

(m
k

)
jt
(n

jt

)

( jt + k)
(m+n

k+ jt

) +

(m
it

)(n
jt

)

(m+n
it+ jt

)

]

= 1. (20)

This is asked to be proved in Exercise 1. From (20) follows the inequality

∑
(i, j)∈I

(
m
i

)(
n
j

)(
m+n
i+ j

)−1

≤ 1.

A further generalization of Theorem 28 is the following:

Theorem 30 (Ahlswede and Cai 1993) Suppose that for a family B = {B1, . . . ,
BN} of subsets of [n] and a system S = {A1, . . . ,AN} of subsets of 2[n], where
Ai = {At

i : t ∈ Ti} for a finite index set Ti, we have the properties

(i) At
i ⊂ Bi for t ∈ Ti and i = 1, . . . ,N

(ii) At
i 
⊂ B j for t ∈ Ti and i 
= j.

Then with A=
⋃N

i=1Ai

N

∑
i=1

|Ti|

∑
k=1

(−1)k−1 ∑
S⊂Ti, |S|=k

(
n−|Bi−

⋃
t∈S At

i|
|⋃t∈S At

i|

)−1

+ ∑
X 
∈D(B)

WA(X)
|X |
( n
|X |
) = 1. (21)

Theorem 28 corresponds to the special case |Ti| = 1. Exercise 1 asks to prove this
theorem. For additional information about Sperner systems and LYM-type inequal-
ities see [B73b].

Lecture 14 The Splitting Property
Here we describe an interesting property of subsets of a poset, which is called the
splitting property. We give the definition of the splitting property later and now we
recall some necessary notations. Suppose P = (R,<) is a poset and A is a subset
ofR. The downset D(A) of the subset A is defined as

D(A) = {X ∈R : ∃A ∈ A, X ≤ A}.

The upset of A is
U(A) = {X ∈R : ∃A ∈ A, A≤ X}.

We also define the sets

D∗(A) = {X ∈R : ∃A ∈ A, X < A},
U∗(A) = {X ∈R : ∃A ∈ A, A < X}.
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Let P = (R,<) = (2[n],⊂) and let S =
([n]

k

)
. Actually when we say poset we mean

a family of sets ordered by inclusion operation. ForA,B⊂Rwe writeA> |< B iff
for all A∈A, B∈B the elements A and B are incomparable. We also write A > |< B
instead of {A} > | < {B} and A > | < B instead of {A} > | < B. Remind that an
antichain S is a poset, which contains only incomparable elements. An antichain
S ⊂R is said to be saturated if

D(S)∪U(S) =R. (1)

Let P = (R,<) = (2[n],⊂) and let S =
([n]

k

)
. Denote by S1 ⊂ S the family of all

k-element subsets of [n] containing a fixed element of [n] and let S2 = S \S1. Then
it is easy to check that

D(S1)∪U(S2) = 2[n].

This property of the set § is called splitting. In fact, a similar splitting can be
achieved for every saturated antichain of 2[n]. We are going to establish a gen-
eral condition on posets and antichains under which the latter ones have a splitting
property.

Let P be a finite poset. A subset A ⊆ R is called dense in poset P if any non-
empty open interval < X ,Y >= {z ∈ R : X < Z < Y} that intersects A contains at
least two elements of A. If the dense A=R we call P dense.

We say that a saturated antichain S satisfies the splitting property if there exists
a partition of S into disjoint subsets S1 and S2 such that

D(S1)∪U(S2) =R (2)

holds. The poset P has the splitting property if every saturated antichain S in
P satisfies the splitting condition expressed in (2). The splitting property of poset
P = (R,<) means that we can divide every saturated antichain into two parts such
that the upset of the one part and the downset of the other part together give the
whole setR.

§1 Antichains that Satisfy the Splitting Condition

The main results of this section are contained in two theorems. The first Theorem 31
says that all saturated dense antichains satisfy the splitting condition and the second
Theorem 32 states that in dense posets every saturated antichain satisfies the split-
ting condition. At the end we show that these theorems are independent: there exists
a dense poset and no dense saturated antichain in it.

It is easy to find a poset P and a saturated antichain S in P such that S has
no splitting. Indeed, if P has a (nonminimal and nonmaximal) element s, which
is comparable with any other element of R, then S = {S} is a saturated antichain
and does not satisfy the splitting property. The next theorem establishes a sufficient
condition on an antichain to have the splitting property.
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Theorem 31 (Ahlswede, Erdös, and Graham 1995) Let S be a saturated, dense
antichain in the poset P. Then S satisfies the splitting condition.

Proof. Let S be a dense and saturated antichain in the poset P and let <ord be an
arbitrary linear ordering on S. For every element X ∈D∗(S) let f (X) be the greatest
element S ∈ S (with respect to <ord) such that X < S. Set

S1 = { f (X) : X ∈ D∗(S)},
S2 = S \S1.

We claim that S1 and S2 satisfy the splitting condition (2). Assume the contrary.
Then there exists a Y ∈U∗(S) such that Y 
∈ U(S2). Let f (Y ) be the smallest element
S ∈ S (with respect to <ord) such that S < Y. We know that f (Y ) 
∈ S2; therefore,
there exists an element X ∈ D∗(S) satisfying f (X) = f (Y ) = S. Then the open
interval < X ,Y > contains the element S; hence there exists an s′ ∈< X ,Y > ∩(S \
{S}). The linear ordering gives us the order between S and S′. If, say S <ord S′, then,
due to the definitions, f (X) cannot be S, a contradiction. The other case, S′ <ord S,
leads to a contradiction with f (Y ) = S. �

Next we give a sufficient condition on a poset guaranteeing that every saturated
antichain in the poset has the splitting property.

Theorem 32 (Ahlswede, Erdös, and Graham 1995) LetP be a dense poset. Then
every saturated antichain S satisfies the splitting condition.

The proof of this theorem consists in reducing it to the previous Theorem 31.
Proof. We construct a subposet P′ in P such that a saturated antichain S has the
splitting property in P′ if and only if it has that property in P. Let D be the set of
maximal elements ofD∗(S) in P and let U be the set of minimal elements of U∗(S)
in P. Consider the subposet P′ with P′ = D∪S ∪U and <P ′ being the induced
order. Our definition of P′ necessitates that a good splitting of S in P′ supplies a
good splitting in P. Obviously, S is saturated in P′. Furthermore, the antichain S
is dense in P′, otherwise either P would not be dense or S would not be saturated.
Applying Theorem 31 completes the proof. �

Notice that Theorem 31 and Theorem 32 are independent. This follows from the
fact that there exists a dense poset P and a saturated antichain S in P such that S
is not dense there. To show this, let R = {A,B,C,D,E,F,G} and let the covering
relations be A < C < F, A < D < F, B < C < G, B < D < G, and B < E < G. This
poset is dense, but the saturated antichain {A,E} is not dense in P. (Observe that
S1 = {E},S2 = {A} is a good splitting.)

Lecture 15 Correlation Inequalities
In the development of probabilistic correlation inequalities perhaps the most basic
discovery originated with the work [FKG71], producing the so-called FKG inequal-
ity. There the problem of characterizing probability distributions on a finite set, such
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that the correlation between two random variables X ,Y is nonnegative, was stated:

E(XY )−E(X)E(Y )≥ 0. (1)

As shown below it implies earlier and later probabilistic and combinatorial inequal-
ities like the Harris inequality [H60], the Kleitman inequality [K66a], the Seymour
inequality [S73], and the Holley inequality [H74]. Somewhat earlier the seemingly
very special Marica/Schönheim inequality

|A\A| ≥ |A| (2)

for A⊂ 2[n] [MS69] opened another direction, because it makes no monotonicity as-
sumptions as all previously mentioned inequalities do. It inspired Daykin, Kleitman,
and West [DKW79] to derive for all A,B⊂ Γ, a distributive lattice,

|A||B| ≤ |A∨B||Γ|, (3)

which finally led Daykin [D77] to the significant improvement

|A||B| ≤ |A∨B||A∧B|. (4)

These combinatorial inequalities do not reflect correlation between random vari-
ables, but in a certain sense correlation between operations on set systems (inter-
section and union, “meets” and “joins” or sums and products, which we introduce
later).

While trying to find his own proof for (4) after having heard about it from Daykin,
Ahlswede introduced “weights” for the purpose of induction. This led to a new
method of proof and a new product theorem [AD79b] involving the concept of
M-expansiveness. The original hope was to also prove this way that

|A||B| ≤ |A∆B||A∧B|, (5)

but this did not work, because (∆,∧) is notM-expansive! However, a closely related
method worked and led in particular to Theorem 43 in §5. Furthermore, by another
method, Ahlswede and Daykin obtained the second AD inequality in Theorem 36
of §2, which implies (5). The most important special case of the Product Theorem
for the operations (∨,∧) was published separately in [AD78], because of its ap-
parent appeal to probabilists and combinatorialists: it includes all probabilistic and
combinatorial correlation inequalities mentioned above and is often even sharper. It
became known as the AD inequality. Chebyshev’s inequality from Analysis is an
example of an inequality, which is not implied by FKG but is implied by AD. In §1
we first address this inequality and its generalization in [RS93]. Then we consider
instead of (∨,∧) other Boolean operations in §2, arithmetical operations in §3, and
in §4 implications for order extensions. Then we present the general theory in §5
and conclude in §6 with number theoretical correlation inequalities.

For work on infinite spaces see [P74], [K77], [B80], and [GR99].
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§1 AD Inequality

Let us start with some definitions. We consider a finite distributive lattice (Γ,<).
Remind that distributivity means that

a∧ (b∨ c) = (a∧b)∨ (a∧ c) for all a,b,c ∈ Γ

or equivalently

a∨ (b∧ c) = (a∨b)∧ (a∨ c) for all a,b,c ∈ Γ.

Remind also that any finite distributive lattice is order-isomorphic to a restriction of
(2[n],⊂), which is the family of subsets of [n] for some n with the order generated by
the inclusion. In this isomorphism ∧= ∩ and ∨= ∪. For two sets A,B⊂ Γ we set

A∧B = {a∧b : a ∈ A,b ∈ B},
A∨B = {a∨b : a ∈ A,b ∈ B}.

In this lecture we introduce several conditions that yield correlation inequalities.
Now we turn to the formulation of the results and their proofs. For an arbitrary

function f : Γ→ [0,∞) we set f (A) = ∑a∈A f (a). In [D77] Daykin proved the re-
markable fact that the lattice Γ is distributive iff (4) holds for all A,B⊂ Γ.

Despite the significance of this theorem, its direct part and many other relations
follow from the following result:

Theorem 33 (Ahlswede and Daykin 1978) Let f1, f2, f3, f4 be functions Γ →
[0,∞) on a finite distributive lattice Γ.

If
f1(a) f2(b)≤ f3(a∨b) f4(a∧b) for all a,b ∈ Γ, (6)

then
f1(A) f2(B)≤ f3(A∨B) f4(A∧B) (7)

for all A,B⊂ Γ.

We consider further consequences of this theorem in Section 6 and in the Appendix.

Proof. The present-day proof of this theorem is quite simple and elegant. It is due to
Bollmann, who noticed that it suffices to establish (7) for A = B = Γ ([B80]), that is,

f1(Γ) f2(Γ)≤ f3(Γ) f4(Γ). (8)

Indeed if we set I1 = 1A f1, I2 = 1B f2, I3 = 1A∨B f3, I4 = 1A∧B f4, then these func-
tions also satisfy (6) and from (8) follows (7).

Imbed now Γ into 2[n] for some n and use induction. For n = 1 from (6) it fol-
lows that

f1(0) f2(0) ≤ f3(0) f4(0),
f1(0) f2(1) ≤ f3(1) f4(0),
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f1(1) f2(0) ≤ f3(1) f4(0),
f1(1) f2(1) ≤ f3(1) f4(1).

Hence it suffices to prove that

f1(0) f2(1)+ f1(1) f2(0)≤ f3(1) f4(0)+ f3(0) f4(1) (9)

or denoting by

x = f1(0) f2(1), y = f1(1) f2(0), z = f3(1) f4(0), q = f3(0) f4(1)

we have to prove x+ y≤ z+q. But x,y≤ z and xy≤ zq, hence

z+q− (x+ y) =
1
z
((z− x)(z− y)+(zq− xy))≥ 0.

Next when n > 1 we consider the functions of one dimensional variables

ϕ1(c) = f1(an−1,c), ϕ2(c) = f2(bn−1,c),
ϕ3(c) = f3(an−1∨bn−1,c), ϕ4(c) = f4(an−1∧bn−1,c),c ∈ {0,1}.

It is easy to see that these functions satisfy (6) and hence our previous proof satisfy
(9). Hence the functions ϕ̃i(an−1) = fi(an−1,0) + fi(an−1,1) satisfy (6) and this
completes the induction step. �

Consequences of Theorem 33

1. Daykin inequality [D77].

|A||B| ≤ |A∨B||A∧B| f or all A,B⊂ Γ.

Indeed if we set f1 = f2 = f3 = f4 = 1 we get the inequality.
It implies several known inequalities. We list here some under (a)–(d).

(a) Marica, Schönheim inequality [MS69] (see also [L96]).

|A| ≤ |A\A| f or all A⊂ Γ.

Indeed

|A||B| = |A||B̄| ≤ |A∨ B̄||A∧ B̄|
= |A∨ B̄||A∧ B̄|= |Ā∧B||A∧ B̄|= |A\B||B\A|.

Choose A = B.
(b) Daykin, Kleitman, West inequality [DKW79].

|A||B| ≤ |A∨B||Γ| f or all A,B⊂ Γ.

Indeed |A∨B| ≤ |Γ|.
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(c) Kleitman inequality [K66a].

|U ∩D||Γ| ≤ |U ||D| for all upsets U and all downsets D of Γ.

Indeed put A = U ∩D and notice that Γ∨A⊂U, Γ∧A⊂ D. Then

|A||Γ| ≤ |Γ∨A||Γ∧A| ≤ |U ||D|.

(d) Seymour inequality [S73].

|U1||U2| ≤ |U1∩U2||Γ| for upsets U1,U2 ⊂ Γ.

Indeed notice that U1∩U2 = U1∨U2.

2. Chebyshev inequality.
Let α0,α1, . . . ,αn; β0,β1, . . . ,βn ∈ R+.
Put γk = max{αiβk, αkβi : 0≤ i≤ k}, 0≤ k ≤ n, then

n

∑
i=0
αi

n

∑
j=0
β j ≤ (n+1)

n

∑
k=0
γk.

In particular, if 0≤ α1 ≤ ·· · ≤ αn and 0≤ β1 ≤ ·· · ≤ βn, then γk = αkβk and we get
the Chebyshev’s inequality

n

∑
i=0
αi

n

∑
j=0
β j ≤ (n+1)

n

∑
k=0
αkβk.

Indeed let f1, f2 : {0,1}n → R+ and define

f3(a) = max
c=a∨b

f1(a) f2(b) f or c ∈ {0,1}n.

then
f1(a) f2(b)≤ f3(a∨b) ·1, f4 = 1

and hence
f1(A) f2(B)≤ f3(A∨B)|A∧B|.

Choose now f1, f2 : {0,1}n → R+ such that

f1({1,2, . . . ,k}) = αk, f2({1,2, . . . ,k}) = βk, 0≤ k ≤ n

and f1 = f2 = 0 otherwise.
For A = B = {{1,2, . . . ,k} : 0 ≤ k ≤ n}, A∨B = A∧B = A, |A| = n + 1, and

therefore f1(A) = ∑n
k=0αk, f2(B) = ∑n

k=0βk, and

n

∑
i=0
αi

n

∑
j=0
β j ≤ (n+1)

n

∑
k=0
γk.
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3. Holley inequality [H74].
If α,β : {0,1}n → R+ and

α(a)β (b)≤ α(a∧b)β (a∨b) for all a,b ∈ {0,1}n (10)

then
α(Γ)β (U)≤ α(U)β (Γ) for an upset U and Γ= {0,1}n. (11)

Indeed choose f1 = f3 = α, f2 = f4 = β , A = Γ, B = U. Then Γ∨U = U, Γ∧
U = Γ.

More generally, for a monotone function f : {0,1}n → R+ rather than just the
characteristic function of an up-set, Holley’s inequality says that under hypothesis
(10) one has

α(Γ)∑
p∈Γ

f (p)β (p)≤ ∑
p∈Γ

f (p)α(p)β (Γ).

This follows immediately from (11) by writing f as f = ∑n
i=0λi1Ui with λi ≥ 0

suitable. For probability distributions α and β the factors α(Γ) = β (Γ) = 1 drop out.

4. FKG inequality [FKG71] .
Suppose that for µ : {0,1}n → R+

µ(a)µ(b)≤ µ(a∨b)µ(a∧b), for all a,b,∈ Γ= {0,1}n,

then for two up-functions f ,g : Γ→ R

∑
x∈Γ
µ(x) f (x) ·∑

x∈Γ
µ(x)g(x)≤ ∑

x∈Γ
µ(x) f (x)g(x) ·∑

x∈Γ
µ(x). (12)

Hint: one can assume that f ,g are nonnegative, because (12) is invariant under ad-
dition of constants to these functions.

In particular, if U,V are upsets, f = 1U and g = 1V , then (12) says that

µ(U)µ(V )≤ µ(U ∨V )µ(Γ). (13)

Indeed, since U ∩V = U ∨V, the last inequality follows from (12).
Notice also that we actually get the sharper estimate

µ(U)µ(V )≤ µ(U ∨V )µ(U ∧V )

by setting µ = f1 = f2 = f3 = f4. The derivation of (12) from (13) is standard, and
one just writes f and g as

f (p) =
n

∑
i=0
λi1Ui(p), g(p) =

n

∑
j=0
ν j1Vj(p)

and calculates the expression (12).
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The next result is a generalization of Theorem 33. For arbitrary a1,a2, . . . ,am ∈ Γ
and given set I ⊂ {1,2, . . . ,m} we define aI =

∧
i∈I ai and

a[�] =
∨

I:|I|=�

aI , � = 1,2, . . . ,m.

Theorem 34 (Rinott and Saks 1993) Let f1, f2, . . . , fm; g1,g2, . . . ,gm be (nonneg-
ative) real functions 2[n]→ [0,∞), such that for every a1,a2, . . . ,am ∈ 2[n]

m

∏
j=1

f j(a j)≤
m

∏
j=1

g j(a[ j]). (14)

Then for a product measure µ on 2[n] (µ(a) =∏m
i=1 µi(ai)) the following inequality

is valid:
m

∏
j=1
∑

a∈2[n]

f j(a)µ(a)≤
m

∏
j=1
∑

a∈2[n]

g j(a)µ(a). (15)

Proof. The proof of this theorem is like the proof of Theorem 33 by induction and
the most involved part here is the validity of the theorem in case n = 1. The induction
step is the same as in the proof of the first AD inequality. Define

ϕi(a) = fi(an−1
1 ,a), ψi(a) = gi((an−1

1 )[i],a).

Then ϕi,ψi satisfy the hypothesis of the theorem in one variable a. Hence if the
theorem is valid in the case n = 1, then the functions

ϕ̃i(an−1
1 ) = fi(an−1

1 ,0)µn(0)+ fi(an−1
1 ,1)µn(1),

ψ̃i(an−1
1 ) = gi((an−1

1 )[i],0)µn(0)+gi((an−1
1 )[i],1)µn(1)

again satisfy the hypothesis of the theorem. This completes the induction step.
Hence it remains to prove the theorem in case n = 1. We need the following:

Lemma 33 (Rinott and Saks 1993) Let A = {Ai, j},B = {Bi, j} be m×m matrices
with nonnegative entries such that for some r∈{1,2, . . . ,m}A consists of r identical
rows followed by m− r (possibly another) identical rows. B has the same structure
as well. If for any 1≤ i1 ≤ i2 ≤ ·· · ≤ im ≤m and any permutation π of {1,2, . . . ,m}

Aiπ(1),1Aiπ(2),2 . . .Aiπ(m),m ≤ Bi1,1Bi2,2 . . .Bim,m, (16)

then
Per(A)≤ Per(B),

where
Per(A) =∑

π
Aπ(1),1Aπ(2),2 . . .Aπ(m),m

is the permanent of matrix A.
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Assume for a while that this lemma is valid. Then to prove the theorem for the case
n = 1 we set Ai, j = f j(ai), Bi, j = g j(ai); i, j = 1,2, . . . ,m. This implies

Per(A) =∑
π

m

∏
i=1

fi(aπ(i)),

Per(B) =∑
π

m

∏
i=1

gi(aπ(i)).

Hence the theorem will follow from the inequality

Per(A)≤ Per(B). (17)

We suppose that a1 ≥ a2 ≥ ·· · ≥ am. Otherwise we rearrange the order of columns.
As ai ∈ {0,1}, there exists r such that a1, . . . ,ar = 1,ar+1, . . . ,am = 0. Then the
first r rows of matrix A are ( f1(1), f2(1), . . . , fm(1)) and the last m− r rows are
( f1(0), f2(0), . . . , fm(0)). We have the same configuration for matrix B. Then

m

∏
j=1

Aiπ( j), j =
m

∏
j=1

f j(aiπ( j) )≤
m

∏
j=1

g j(ai j) =
m

∏
j=1

Bi j , j. (18)

Here the inequality is a consequence of inequality (14). By (18) we get equality (17)
and the theorem is proved, after Lemma 33 is proved.

Proof of the lemma. For a vector xn = (x1,x2, . . . ,xn) ∈ R
n denote its nonincreasing

rearrangement by x̂n = (x̂1 . . . , x̂n). For pairs of vectors xn,yn ∈ R
n consider the or-

der≺w as follows: xn ≺w yn iff for all j ∈ {1,2, . . . ,n}, ∑ j
i=1 x̂i ≤∑ j

i=1 ŷi. The sign w
in the order means that we consider the weak order, which differs from the (strong)
order when the additional condition ∑n

i=1 x̂ j = ∑n
i=1 ŷ j is imposed. Different prop-

erties of structures with such order can be found in [MO79]. We use only a result
from [T49].

Theorem 35 (Tomić 1949) If a real function f : R
n → R is convex and increasing,

then from xn ≺w yn it follows

n

∑
i=1

f (xi)≤
n

∑
i=1

f (yi).

This is recommended to prove in Exercise 4. For every given permutation π define
απ =∏m

i=1 Aπ(i),i, βπ =∏m
i=1 Bπ(i),i. Then we have to prove that Per(A) = ∑π απ ≤

∑π βπ = Per(B).
Applying the theorem with f = exp(x) we see that it is enough to prove that

(lnαπ1 , . . . , lnαπm!) ≺w (lnβπ1 , . . . , lnβπm!). To prove this we show that for any set
of permutations V there exists a set of permutations W such that |V |= |W | and

∏
π∈V

απ ≤ ∏
π∈W

βπ . (19)
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Let (s1, . . . ,sm), (t1, . . . , tm) be two distinct rows of A. Then

∏
π∈V

απ =
m

∏
j=1

s
k j
j t

h j
j , (20)

with k j,h j ≥ 0, k j + h j = |V |, j = 1,2, . . . ,m. Suppose u = (u1, . . . ,um), v =
(v1, . . . ,vm) are two distinct rows of the matrix B, u is preceding v and π ′ is a per-
mutation such that kπ ′(1) ≥ ·· · ≥ kπ ′(m). Then the expression in (20) does not exceed
the value

m

∏
j=1

u
kπ′( j)
j v

hπ′( j)
j . (21)

Inequality (16) takes the form

sπ(1) . . .sπ( j)tπ( j+1) . . . tπ(m) ≤ u1 . . .u jv j+1 . . .vm, j = 0,1, . . . ,m, (22)

where π is an arbitrary permutation.
Setting S j = sπ ′(1) . . .sπ ′( j)tπ ′( j+1) . . . tπ ′(m), Uj = u1 . . .u jv j+1 . . .vm we have

S j ≤Uj. If kπ ′(0) = |V |, kπ ′(m+1) = 0, then

∏
π∈V

απ =
m

∏
j=1

S
kπ′( j)−kπ′( j+1)
j ≤

m

∏
j=1

U
kπ′( j)−kπ′( j+1)
j =

m

∏
j=1

u
kπ′( j)
j v

hπ′( j)
j .

As
m

∏
j=1

u
kπ′( j)
j v

hπ′( j)
j = ∏

π∈W
βπ

when W = {ππ ′;π ∈ V}, we obtain inequality (19). Thus (19) is established and
therefore also Lemma 33.

Hence the proof of Theorem 34 is complete. �

§2 Other Boolean Operations

We start with the second AD inequality that uses Boolean operations symmetric
difference (∆) and minimum (∧).

Theorem 36 (Ahlswede and Daykin 1979) Let fi : 2[n] → [0,∞), i = 1,2,3,4 be
given such that f4 is monotonically nondecreasing ( f4(a)≤ f4(b) if a ⊆ b) and for
all a,b ∈ 2[n]

f1(a) f2(b)≤ f3(a∆b) f4(a∧b).

Then
f1(A) f2(B)≤ f3(A∆B) f4(A∧B), (23)

where A,B are arbitrary subsets of 2[n] and A∆B = {a∆b : a ∈ A,b ∈ B}.
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Proof. To prove this theorem consider the following sets:

Cst = {(a,b) : a,b ∈ 2[n],a∆b = s,a∧b = t},
C+

st = {a : there exists b such that (a,b) ∈Cst},
Dst = {(s,d) : d ∈C+

st },
Est = {A×B}∩Cst ,

Fst = {(A∆B)× (A∧B)}∩Dst

= {(s,d) : (s,d) ∈ (A∆B)× (A∧B),d ∈C+
st }

It is easy to see that {Cst : s, t ∈ 2[n]} is a partition of 2[n]×2[n], also C+
st ∩C+

st ′ = /0 if
t 
= t ′, Dst∩Ds′t ′ = /0 if (s, t) 
= (s′, t ′) and |Dst |= |C+

st |= |Cst |. Hence {Dst : s, t ∈ 2[n]}
is also a partition of 2[n]×2[n]. Next if (a,b),(a′,b′) ∈Cst , then (a∨a′,b∧b′) ∈Cst .
Hence C+

st is a sublattice of 2[n]. The key relation in the proof of the theorem is the
inequality

|Est | ≤ |Fst |.
The set Est has the form E = {(e1, ē1), . . . ,(ek, ēk)}, where each ēm is complement
to em in the sublattice C+

st . Hence

|Fst | ≥ |{(s,d) : d = ei∧ ē j,1≤ i, j ≤ k}|
= |{ei− e j : 1≤ i, j ≤ k}| ≥ |Est |.

The last inequality here is the Marica/Schönheim inequality.
Now we have

f1(A) f2(B) = ∑
(a,b)∈A×B

f1(a) f2(b)

≤ ∑
s,t∈2[n]

∑
(a,b)∈Est

f3(a∆b) f4(a∧b) = ∑
s,t∈2[n]

∑
(a,b)∈Est

f3(s) f4(t)

≤ ∑
s,t∈2[n]

∑
(c,d)∈Fst

f3(c) f4(d) = ∑
(c,d)∈(A∆B)×(A∧B)

f3(c) f4(d)

= f3(A∆B) f4(A∧B).

This completes the proof of the theorem. �

Next we prove theorems, which are generalizations of the Marica/Schönheim
inequality.

Theorem 37 (Ahlswede and Daykin 1979) If S1, . . . ,Sm are distinct finite sets,
and T1, . . . ,Tn are sets such that each Si has some Tj as a subset, then there are
at least m distinct differences Si\Tj.

If m = n and Si = Ti for all i = 1, . . . ,n, then from this theorem we obtain the
Marica/Schönheim inequality.



170 V LYM-Related AZ-Identities, Antichain Splittings and Correlation Inequalities

Proof. We may assume that all the sets Si,Tj are subsets of {1, . . . ,r} and use induc-
tion on r. The case r = 1 is trivial. Put S = {S1, . . . ,Sm}, T = {T1, . . . ,Tn}, S1 =
{S \ r : S \ r ∈ S,S∪ r ∈ S}, S2 = {S \ r : S ∈ S}, T1 = {T : r 
∈ T ∈ T }, and
T2 = {T \r : T ∈T }. Then m = |S1|+ |S2|. Also S1,T1 and S2,T2 satisfy the hypoth-
esis on {1,2, . . . ,r−1}, and so |S1| ≤ |S1 \T1| and |S2| ≤ |S2 \T2|. If E ∈ S1 \T1,
then E = S \T for some S ∈ S1, T ∈ T1. Thus S \ r, S∪ r ∈ S, and r 
∈ T ∈ T , and
so E \ r,E ∪ r ∈ S \T . On the other hand, if E ∈ S2 \T2, then clearly either E \ r or
E ∪ r is in S \T . Hence

|S1 \T1|+ |S2 \T2| ≤ |S \T |

and the result follows. �
Theorem 38 (Daykin and Lovász 1976) Any nontrivial Boolean function takes at
least m distinct values when evaluated over m distinct sets.

This was first proved by Daykin and Lovàsz in [DL76]. Here we give in Theorem 39
a generalization of this theorem from [AD79a]. In a special case this will yield
Theorem 38. Let c be a fixed positive integer. If S is a set, then Sc denotes the
set of all tuples of length c with elements in S. Given a map f : Sc → S, put for
A1, . . . ,Ac ⊂ S

f (A1, . . . ,Ac) = { f (a1, . . . ,ac) : ai ∈ Ai, i = 1, . . . ,c}.

Call f expansive if
|A| ≤ | f (A, . . . ,A)| for all A⊂ S.

Call f c-expansive if

|A1| ≤ | f (A1, . . . ,Ac)| for all A1, . . . ,Ac ⊂ S with |A1|= · · ·= |Ac|.

Notice that when |S| = 2, expansive is the same as c-expansive and simply means
nonconstant Boolean functions.

If S,T are sets and f : Sc → S while g : T c → T , we define the direct product h
of f and g to be the map h : (S×T )c → S×T satisfying

h((s1, t1), . . . ,(sc, tc)) = ( f (s1, . . . ,sc),g(t1, . . . , tc)) , si ∈ S, t j ∈ T.

The direct product of expansive maps is not necessarily expansive. For example, let
c = 2, S = {0,1,2}, f (a,b) = max{0,a−b}. Now take the direct product of f with
itself and A = (S×S)\{(0,0),(2,2)}.
Theorem 39 (Ahlswede and Daykin 1979) In the above notation, if f is expansive
and g is c-expansive, then h is expansive.

Proof. If B⊂ S×T and m is a positive integer, let Bm be the set of all s ∈ S such that
(s, t)∈B for at least m different t ∈ T. Let A⊂ S×T be given and x∈ f (Am, . . . ,Am).
Thus there are s1, . . . ,sc ∈ Am with x = f (s1, . . . ,sc). For 1≤ i≤ c there are distinct
ti1, . . . , tim ∈ T with (si, ti j) ∈ A for 1≤ j ≤ m. By condition on g we have

m≤ |{g(t1 j1 , . . . , tc jc) : 1≤ j1, . . . , jc ≤ m}|
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and this means that x ∈ (h(A, . . . ,A))m . Finally

|A|=∑
m
|Am| ≤∑

m
| f (Am, . . . ,Am)| ≤∑

m
|(h(A, . . . ,A))m|= |h(A, . . . ,A)|

and the proof is complete. �

Now let |S| = 2 and f1, . . . , fn : Sc → S. Further, let Λc, Λ1 be the sets of all
matrices of order n× c, n× 1, respectively, with elements in S. Define e : Λc →
Λ1 by

e((ai j)) =

⎛

⎜
⎝

f1(a11, . . . ,a1c)
...

fn(an1, . . . ,anc)

⎞

⎟
⎠ ,

where (ai j) ∈ Λc. By induction on n we get from Theorem 39 that if f1, . . . , fn are
nonconstant, then e is expansive. The case when f1 = . . . = fn is Theorem 38.

§3 Arithmetical Operations

One remarkable problem that we are going to consider here is the problem of esti-
mating from below the product

|A+A||A ·A|,

where A is an arbitrary finite set of reals and A + A = {a + a′ : a,a′ ∈ A}, A ·A =
{aa′ : a,a′ ∈ A}. The following inequality is a conjecture of Erdös and Szemerédi
[ES83]. For arbitrary ε > 0, some f (ε) and all A, |A|> f (ε),

max{|A+A|, |A ·A|} ≥ f (ε)|A|2−ε . (24)

The following result for arbitrary A was obtained by Elekes [E97a]:

|A+A||A ·A| ≥ c|A|5/2, (25)

for some constant c. This inequality reflects the correlation between the sum and the
product of real numbers. From here it follows that

max{|A+A|, |A ·A|} ≥ c|A|5/4.

We prove this inequality. For this we use the Euler relation

n− e+ f = 2, (26)

where n is the number of vertices, e is the number of edges, and f is the number of
faces of a planar connected graph. We use the simple consequence from this formula
that if a (nonempty) graph is simple, then

e≤ 3n−6. (27)
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To prove this inequality we can assume that the graph is connected. Let fi be the
number of faces bounded by exactly i edges (an edge that on both sides borders
the same region has to be counted twice). As the graph is simple, we have that
f1 = f2 = 0. Then

f = f3 + f4 + · · · ,
2e = 3 f3 +4 f4 + · · ·

and hence 2e− 3 f ≥ 0 or 3n− 6 = 3e− 3 f ≥ e. In the case of an arbitrary (non-
planar) graph G we define the crossing number cr(G) as the minimal number of
points, where the edges of the graph intersect. Here the minimum is taken over all
imbeddings of the graph into the plane, in which the crossing points are not allowed
to coincide with vertices of the graph or with each other.

Theorem 40 (Chazelle, Sharir, and Welzl 1998)
First (Ajtai, Chvátal, Newborn, and Szemerédi 1982; Leighton 1983) proved it
independently with the constant 1

100 .

If e≥ 4n and graph G is simple, then

cr(G)≥ 1
64

e3

n2 . (28)

To prove this note that
cr(G)≥ e−3n+6. (29)

Proof. Indeed, if we consider the crossing points as additional vertices of the graph,
then we obtain a simple planar graph on n + cr(G) vertices and e + 2cr(G) edges.
Hence by inequality (29) we have e + 2cr(G) ≤ 3(n + cr(G))− 6, which leads to
inequality (28).

Next, for a given imbedding of the graph G into the plane we consider a random
graph, which is obtained from G by choosing the vertices of G independently with
equal probability p = 4n/e. The edges of the random graph are induced by the edges
of the initial graph, and the crossing number is defined analogously to the whole
graph G. Then if X̃ , ẽ, ñ are the crossing number, the number of edges, and the
number of vertices of the random graph, respectively, then because of X̃− ẽ+3ñ≥
0, we have

E(X̃− ẽ+3ñ)≥ 0.

Also E(ñ) = np, E(ẽ) = ep2, and E(X̃) = cr(G)p4, thus

cr(G)p4− ep2 +3np≥ 0.

Substitution of p = 4n/e in the last inequality gives relation (28). �

The next result is a direct consequence of Theorem 40.

Corollary 6 Let 2≤ m≤√n. For n points in the Euclidean plane, the number � of
lines containing at least m of the points is at most cn2/m3 (for some constant c).
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Proof. We construct a graph G, which satisfies the conditions of Theorem 40, by tak-
ing only the lines passing through at least e points. Note that G has at least �(m−1)
edges. Hence we have either

�2 ≥ e3

64n2 ≥
c(�(m−1))3

n2

or �(m−1) < 4n. In the first case we have the statement, but also in the second case,
as � < 4n/(m−1) < cn2/m3. �

Now we return to the proof of (25). Define |A|2 linear functions

fa,b(x) = a(x−b), a,b ∈ A.

If we imagine the points from the set A+A imbedded into the x-axis and the points
from the set A ·A imbedded into the y-axis, then the number of pairs (c,d), c ∈
A+A, d ∈ A ·A is n = |A+A||A ·A|. Each line fa,b intersects at least e = |A| points
and the number of lines � = |A|2. If |A|= 1, then (25) is trivial. Otherwise, we have
2≤ |A| ≤

√
|A+A||A ·A| and using Corollary 6 we obtain

|A|2 ≤ c
(|A+A||A ·A|)2

|A|3 ,

from which (25) follows.

§4 Implications for Order Extensions and Random Permutations

In [FDS88] the following interesting fact was stated, which is connected to correla-
tion inequalities. Let π be a permutation of [n]. The set of fixed points of π is

F(π) = {i ∈ [n] : π(i) = i}.

Consider the uniform distribution on the set of all permutations:

P(π) =
1
n!

.

Let P(a) be the probability that F(π) = a. Then for arbitrary upsets A,B⊂ 2[n]

P(A∩B)≥ P(A)P(B). (30)

From here the correlation inequality for a pair of nondecreasing functions f ,g :
2[n] → R follows. However, the proof of this relation does not follow directly from
Theorem 33, because condition (6) is not true in this case. Although this condition
is valid for almost all a,b ∈ 2[n], it fails in the case |a∪ b| = n− 1. In that case
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P(a∪ b) = 0, because there is no permutation with exactly n− 1 fixed points. The
proof of (30) is rather involved and still uses some considerations from the proof of
Theorem 33.

The statement of Theorem 33 can be written in another form as it was done in
Theorem 34. It is easy to see that the product probability measure µ = µ1× . . .×µn
on 2[n] satisfies the relation

µ(a)µ(b) = µ (a∪b)µ (a∩b) .

Thus functions fiµ satisfy the hypothesis of Theorem 33 and hence by setting A =
B = Γ we obtain

E( f1)E( f2)≤ E( f3)E( f4).

Here is a consequence of relation (4): if both A,B are upsets or downsets, then

2n|A∩B| ≥ |A||B|.

If A⊂ 2[n] is an upset and B⊂ 2[n] is a downset, then

2n|A∩B| ≤ |A||B|.

Another application of the correlation inequalities introduced above is obtaining
new correlation inequalities of the following kind. Let (X ,<) be a finite partially
ordered set. We impose the uniform distribution P on the set of all linear extensions
of (X ,<). Let the set X be decomposed into two nonintersecting sets A = {ai} and
B = {bi}. Next we consider two cases: in the first case we have the poset P0 =
{a1 < a2 < .. . < am}∩ {b1 < b2 < .. . < bn}. Let each of P1,P2,P3 be a set of
given relations ∩{ai < b j}. Then

P(P1∩P3|P2∩P0)≥ P(P1|P2∩P0)P(P3|P2∩P0) . (31)

In the second case we have posets P1,P2 like previously and Q0 = {ai1 <
a j1 , . . . ,air < a jr}∩{bk1 < b�1 , . . . ,bks < b�s}, that is, in the posetQ0 the order rela-
tions are permitted only inside A or B. This condition is weaker than in the previous
example, because previously we required linear order on A and B. Then

P(P1∩P2|Q0)≥ P(P1|Q0)P(P2|Q0). (32)

The condition of the linear order on A and B cannot be weakened as in the second
example: it is easy to produce an example when there is a nonlinear (strictly partial)
order on A and B and (31) is not valid (see [S80]). Proofs of these two inequalities
use the FKG inequality. Inequality (31) was first proved in [GYY80], see also [S80].
Inequality (32) was proved in [S80].

The next example of correlation between orderings is as follows. LetP0 = (X ,<)
be an arbitrary poset and x,y,z ∈ X , then

P({x < y}∩{x < z}|P0)≥ P(x < y|P0)P(x < z|P0). (33)
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This inequality was first proved in [S82]. Moreover, if x,y,z are mutually incompa-
rable in P0, then strict inequality holds in (33). This was proved in [F84]. Actually,
when x,y,z are not mutually incomparable, relation (33) is obvious.

Note that inequality (33) is valid for any poset P0. It is a natural question for
which posets P1,P2 the inequality

P(P1∩P2|P0)≥ P(P1|P0)P(P2|P0) (34)

holds for an arbitrary poset P0. Let us call such pairs of posets universally positive
correlated. The answer is the following. For a given poset P let ∆(P) be the set of
covering pairs of P , that is, the set of pairs (x,y), x,y ∈ P such that x < y without
existence of z ∈P with x < z < y. Then P1,P2 are universally positive correlated iff
the order relations on P1 and P2 are consistent and for every pair (x,y) ∈ (∆(P1 ∪
P2)−∆(P2)) and every pair (u,v) ∈ (∆(P1 ∪P2)−∆(P1)), either x = u or y = v.
This fact was proved in [W83], see also [B85]. It is a generalization of (33). In
[B85] also necessary and sufficient conditions for the posetsP1,P2 to be universally
negative correlated, that is, for the validity of the opposite inequality of (34) for all
posets P0 were found. Actually, the conditions for the validity of relation (34) are
quite restrictive. Related work can be found in [B86c], [BB90], [F86], [F91], [F92],
[G82], [J-DSV84], [KR80], [KS81], and [W86].

§5 General Correlation Inequalities: Methods for Proving Them

We begin with a general product theorem, the most important contribution of
[AD79b]. It is based on the following two concepts.

For finite set S and binary operations

ϕS, ψS : S×S→ S

the quadruple (α,β ,γ,δ ) with

α,β ,γ,δ : S→ R+

is compatible with (ϕS,ψS) if

α(a)β (b)≤ γ(ϕS(a,b))δ (ψS(a,b)) (35)

for all a,b ∈ S.
The pair (ϕS,ψS) isM-expansive, if

α(A)β (B)≤ γ(ϕS(A,B))δ (ψS(A,B)), (36)
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for all compatible quadruples (α,β ,γ,δ ) and allA,B⊆ S, where

(α(A),β (B),γ(ϕS(A,B)),δ (ψS(A,B)))

=

(

∑
a∈A
α(a),∑

b∈B
β (b), ∑

c∈ϕS(A,B)
γ(c), ∑

c∈ψS(A,B)
δ (c)

)

and

ϕS(A,B) = {ϕS(a,b), a ∈ A, b ∈ b},
ψS(A,B) = {ψS(a,b), a ∈ A, b ∈ b}.

Theorem 41 (Ahlswede and Daykin 1979) The direct product

(ϕ,ψ) = ((ϕS,ϕT ),(ψS,ψT ))

of an M-expansive pair of maps (ϕS,ψS) with an M-expansive pair of maps
(ϕS,ψS) isM-expansive.

Remark. The use of Theorem 41 lies in the fact that one can apply it iteratively.
This leaves us of course with the task to decide whether a component pair is M-
expansive. For the Boolean pair of operations (∨,∧) this is a little exercise and thus
the familiar AD inequality follows from Theorem 41. Otherwise it is essentially
unexplored, which pairs (ϕS,ψS) areM-expansive.

The result shows that AD inequalities are based on Cartesian products and not
necessarily on lattice structure as is often said in the literature.
Proof of Theorem 41. We are givenM-expansive pairs of maps (ϕS,ψS), (ϕT ,ψT )
and their direct product (ϕ,ψ) on S×T. Let α,β ,γ,δ : S×T → R satisfy

α(a)β (b)≤ γ(ϕ(a,b))δ (ψ(a,b)), a,b ∈ S×T. (37)

Let A,B⊂ S×T. We must show that

α(A)β (B)≤ γ(ϕ(A,B))δ (ψ(A,B)). (38)

We define now marginal weights that depend on A,B. Define αS,βS,γS,δS : S→
R by

αS(s) = ∑
t∈T, (s,t)∈A

α(s, t),

βS(s) = ∑
t∈T, (s,t)∈B

β (s, t),

γS(s) = ∑
t∈T, (s,t)∈ϕ(A,B)

γ(s, t),

δS(s) = ∑
t∈T, (s,t)∈ψ(A,B)

δ (s, t).
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Then

α(A) = ∑
(s,t)∈A

α(s, t) =∑
s∈S

∑
t∈T, (s,t)∈A

α(s, t) =∑
s∈S
αS(s) = αS(S).

Similarly β (B) = βS(S).

γ(ϕ(A,B)) = ∑
(s,t)∈ϕ(A,B)

γ(s, t)

= ∑
s∈ϕS(S,S)

∑
t∈T, (s,t)∈ϕ(A,B)

γ(s, t)

= ∑
s∈ϕS(S,S)

γS(s) = γS(ϕS(S,S)).

Similarly δ (ψ(A,B)) = δS(ψS(S,S)).
Assume for a moment that

αS(s1)βS(s2)≤ γS(ϕS(s1,s2))δS(ψS(s1,s2)), s1,s2 ∈ S. (39)

Since (ϕS,ψs) isM-expansive this implies

α(A)β (B) = αS(S)βS(S)≤ γS(ϕS(S,S))δS(ψS(S,S))
= γ(ϕ(A,B))δ (ψ(A,B)),

which is (38) as required. Thus it remains to prove (39). Let s1,s2 be fixed arbitrarily,
and put s3 = ϕS(s1,s2) and s4 = ψS(s1,s2). Define αT ,βT ,γT ,δT : T → R by

αT (t) =
{
α(s1, t), if (s1, t) ∈ A
0, otherwise

βT (t) =
{
βS(s2, t), if (s2, t) ∈ B
0, otherwise

γT (t) =
{
γ(s3, t), if (s3, t) ∈ ϕ(A,B),
0, otherwise

δT (t) =
{
δ (s4, t), if (s4, t) ∈ ψ(A,B)
0, otherwise .

Then
αS(s1) = ∑

t∈T, (s1,t)∈A
α(s1, t) = ∑

t∈T
αT (t).

Similarly
βS(s2) = βT (T ).

Next

γS(s3) = ∑
t∈T, (s3,t)∈ϕ(A,B)

γ(s3, t)
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= ∑
t∈ϕT (T,T ), (s3,t)ϕ(A,B)

γ(s3, t) = ∑
t∈ϕT (T,T )

γT (t)

= γT (ϕT (T,T )).

Similarly δS(s4) = δT (ψT (T,T )).
We show now

αT (t1)βT (t2)≤ γT (ϕT (t1, t2))δT (ψT (t1, t2)), t1, t2 ∈ T. (40)

Then by hypothesis on (ϕT ,ψT ) we have

αT (T )βT (T )≤ γT (ϕT (T,T ))δT (ψT (T,T )), (41)

in other words (39) follows.
The LHS of (40) is zero unless (s1, t1) ∈ A and (s2, t2) ∈ B, in which case it is

α(s1, t1)β (s2, t2). Furthermore, in this case

ϕ((s1, t1),(s2, t2)) = (ϕS(s1,s2),ϕT (t1, t2)) = (s3,ϕT (t1, t2)) ∈ ϕ(A,B)
ψ((s1, t1),(s2, t2)) = (ψS(s1,s2),ψT (t1, t2)) = (s4,ψT (t1, t2)) ∈ ψ(A,B),

and so the RHS of (40) is γ(ϕ((s1, t1),(s2, t2)))δ (ψ((s1, t1),(s2, t2))) and (40) fol-
lows from (37). �

We mentioned at the beginning of this lecture that (∆,∧) is not M-expan-
sive (see also Exercise 7). An immediate idea was to enforce something like
M-expansiveness by adding a suitable constant factor. It has the obvious drawback
that with weights one goes beyond probability distributions. But still it is mathe-
matically meaningful. All this work shows that there is no reason to limit ourself
to lattices, because Cartesian product theorems revealed a basic truth about corre-
lation. Moreover, the machinery of induction, once started, can be set to work with
any number of factors on both sides of the inequality. This has been carried out in
[D80]. At that time (see also the proof of Theorem 41 above from [AD79b]) we did
not have the following simple, but very helpful observation, stated in the following
Lemma 34, which together with Lemma 35 gives us a simpler proof of Theorem 41.

The pair (ϕS,ψS) is calledMS-expansive if (36) is valid for A = B = S.

Lemma 34 M-expansiveness and MS-expansiveness are equivalent for all pairs
ϕ,ψ : S×S→ S.

Proof. For every A,B⊆ S, the quadruple of indicator functions
(
1A,1B,1ϕ(A,B),1ψ(A,B)

)

is obviously compatible with (ϕ,ψ). Furthermore, for two compatible quadruples
(α,β ,γ,δ ) and (α ′,β ′,γ ′,δ ′) obviously also the quadruple

(αα ′,ββ ′,γγ ′,δδ ′)
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is compatible. In particular, if (α,β ,γ,δ ) is compatible, then always

(α1A,β1B,γ1ϕ(A,B),δ1ψ(A,B))

is compatible. Since

∑
s∈S
α(s)1A(s) = α(A), etc.,

theMS-expansiveness implies the formally strongerM-expansiveness. �

Lemma 35 Let (ϕS,ψS) be an MS-expansive pair of maps S× S→ S, let φT , ψT
be maps T ×T → T , and let the quadruple (α,β ,γ,δ ) be compatible with

(ϕ,ψ) = ((ϕS,ϕT ),(ψS,ψT )).

Then the quadruple (αT ,βT ,γT ,δT ) such that

(αT (t),βT (t),γT (t),δT (t))

=

(

∑
s∈S
α(s, t),∑

s∈S
β (s, t),γ(ϕS(S,S), t),δ (ψS(S,S), t)

)

(42)

is compatible with (ϕT ,ψT ).

Proof. Given t1, t2 ∈ T, we assume that

α(s1, t1)β (s2, t2)≤

γ(ϕS(s1,s2),ϕT (t1, t2))δ (ψS(s1,s2),ψT (t1, t2)).

Therefore, the quadruple

(α(·, t1),β (·, t2),γ(·,ϕT (t1, t2)),δ (·,ψT (t1, t2)))

is compatible with (ϕS,ψS). Since (ϕS,ψS) isMS-expansive, we conclude that

α(S, t1)β (S, t2)≤ γ(ϕS(S,S),ϕT (t1, t2))δ (ψS(S,S),ψT (t1, t2)).

Hence, using (42) we obtain

αT (t1)βT (t2)≤ γT (ϕT (t1, t2))δT (ψT (t1, t2)).

�

Second proof of Theorem 41. Suppose that the pair (ϕT ,ψT ) satisfies conditions of
Lemma 35 and that this pair isMT -expansive. Then

α(S,T )β (S,T )≤ γ(ϕS(S,S),ϕT (T,T ))δ (ψS(S,S),ψT (T,T )),

that is, we stateMS×T -expansiveness of (ϕ,ψ). Hence Lemma 34 gives the claimed
M-expansiveness. �



180 V LYM-Related AZ-Identities, Antichain Splittings and Correlation Inequalities

We say that pair (ϕ,ψ), ϕ,ψ : S×S→ S is expansive if

|A||B| ≤ |ϕ(A,B)||ψ(A,B)|, A,B⊂ S.

Theorem 42 (Ahlswede and Daykin 1979) If (ϕS,ψS) is M-expansive and
(ϕT ,ψT ) is expansive, then the direct product ((ϕS,ϕT ),(ψS,ψT )) is expansive.

Proof. We follow the first proof of Theorem 41 with α = β = γ = δ = 1, except that
we cannot use the M-expansiveness of (ϕT ,ψT ) to go from (40) to (41). Instead
we put

T1 = {t : αT (t) = 1}, T2 = {t : βT (t) = 1},
T3 = {t : γT (t) = 1}, T4 = {t : δT (t) = 1},

then
αT (T ) = |T1|, βT (T ) = |T2|, γT (T ) = |T3|, δT (T ) = |T4|.

Since (40) holds again this implies for t1 ∈ T1 and t2 ∈ T2 that ϕT (t1, t2) ∈ T3 and
ψ(t1, t2) ∈ T4.

Therefore, ϕT (T1,T2)⊂ T3 and ψT (T1,T2)⊂ T4. Since (ϕT ,ψT ) is expansive

αT (T )βT (T ) = |T1||T2| ≤ |ϕT (T1,T2)||ψT (T1,T2)| ≤ |T3||T4|= γT (T )δT (T )

so (41) follows as required.
At the present state of knowledge, most important is to classify pairs (or tuples)

of maps that are M-expansive, because then we can apply Theorems 41 and 42.
A striking example of this approach is the proof of Rinott and Saks.

We use now a straightforward generalization of Lemmas 34 and 35 to give a
very simple proof of a generalization of Theorem 41. Let m,n be positive integers
and let S be a finite set. For m-ary operations ϕ1, . . . ,ϕn : Sm → S we introduce the
following concepts.

The maps α1, . . . ,αm; β1, . . . ,βn : S→ R+ are compatible with ϕ1, . . . ,ϕn if

α1(s1) . . .αm(sm)≤ β1(ϕ1(s1, . . . ,sm)) . . .βn(ϕn(s1, . . . ,sm)) (43)

for all s1, . . . ,sm ∈ S.
As before we give two different concepts of expansiveness and show that they

are equivalent.
Let σS = σS(S,ϕ1, . . . ,ϕn) be the smallest real number with

α1(S) . . .αm(S)≤ σSβ1(ϕ1(S, . . . ,S)) . . .βn(ϕn(S, . . . ,S)) (44)

for all compatible weights α1, . . . ,αm; β1, . . . ,βn.
Let σ = σ(S,ϕ1, . . . ,

′ϕn) be the smallest real number with

α1(A1) . . .αm(Am)≤ σβ1(ϕ1(A1, . . . ,Am)) . . .βn(ϕn(A1, . . . ,Am)) (45)
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for all compatible weights α1, . . . ,αm; β1, . . . ,βn; and for all A1, . . . ,Am ⊂ S. Here
we used the notation ϕ(A1, . . . ,Am) = {ϕ(a1, . . . ,am) : ai ∈ Ai} and α(A) =
∑a∈Aα(a).

(ϕ1, . . . ,ϕn) is σ ×M− expansive, if σ ≥ σ . (46)

(ϕ1, . . . ,ϕn) is σ ×MS− expansive, if σ ≥ σS. (47)

�

We derive now the generalization of Lemma 34.

Lemma 36 For ϕ1, . . . ,ϕn : Sm → S σ ×MS-expansiveness and σ ×M−
expansiveness are equivalent and σ = σS.

Proof. For every A1, . . . ,Am ⊂ S the tuple of indicator functions

(1A1 , . . .1Am ;1ϕ1(A1,...,Am), . . . ,1ϕm(A1,...,Am))

is obviously compatible with (ϕ1, . . . ,ϕn).
For two compatible tuples (α1, . . . ,αm; β1, . . . ,βn) and (α ′1, . . . ,α ′m; β ′1, . . . ,β ′n)

obviously also the tuple

(α1α ′1, . . . ,αmα ′m; β1β ′1, . . . ,βnβ ′n)

is compatible. In particular,

(α11A1 , . . . ,αm1Am ;β11ϕ1(A1,...,Am), . . . ,βn1ϕn(A1,...,Am))

is compatible. Since
∑
s∈S
α(s)1A(s) = α(A),

the σ ×MS-expansiveness implies the σ ×M−expansiveness since obviously
σS ≤ σ , actually σS = σ . �

Next we generalize Lemma 35.

Lemma 37 Let ϕ1, . . . ,ϕn be a σ ×MS-expansive tuple of maps S×S→ S and let
ψ1, . . . ,ψn be maps T ×T → T and let (α1, . . . ,αm; β1, . . . ,βn) be compatible with
(ϕ1,ψ1), . . . ,(ϕn,ψn). Then the tuple

(α1T , . . . ,αmT ;β1T , . . . ,βnT ),

defined by

(α1T (t), . . . ,αmT (t);β1T (t), . . . ,βnT (t)) (48)

=

(

∑
s∈S
α1(s, t), . . . ,∑

s∈S
αm(s, t);σβ1(ϕ1(S, . . . ,S), t), . . . ,βn(ϕn(S, . . . ,S), t)

)

,

is compatible with (ψ1, . . . ,ψn).
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Proof. Given t1, . . . , tm ∈ T we assume that

α1(s1, t1) . . .αm(sm, tm)

≤ β1(ϕ1(s1, . . . ,sm),ψ1(t1, . . . , tm)) . . .βn(ϕn(s1, . . . ,sm),ψn(t1, . . . , tm)).

Therefore, the tuple

α1(·, t1), . . . ,αm(·, tm);β1(·,ψ1(t1, . . . , tm)), . . . ,βn(·,ψn(t1, . . . , tm))

is compatible with (ϕ1, . . . ,ϕn). Since it is σ ×MS-expansive, we conclude that

α1(s, t1) . . .αn(s, tm)

≤ σβ1(ϕ1(S, . . . ,S),ψ1(t1, . . . , tm)) . . .βn(ϕn(S, . . . ,S),ψn(t1, . . . , tm))

Hence, using(48) we obtain

α1T (t1) . . .αmT (tm)≤ β1T (ϕ1(t1, . . . , tm)) . . .βnT (ϕm(t1, . . . , tm)).

�

Theorem 43 (Ahlswede and Daykin 1979) The direct product

(ϕ,ψ) = ((ϕ1,ψ1), . . . ,(ϕn,ψn))

of an σ ×M-expansive tuple of maps (ϕ1, . . . ,ϕn) with a τ×M-expansive tuple of
maps (ψ1, . . . ,ψn) is στ×M-expansive.

Proof. Suppose that (ϕ1, . . . ,ϕn) and (ψ1, . . . ,ψn) satisfy the conditions of
Lemma 37 and that (ψ1, . . . ,ψn) is τ×MT -expansive. Then

α1(S,T ) . . .αn(S,T )

≤ στβ1(ϕ1(S, . . . ,S),ψ1(T, . . . ,T )) . . .βn(ψn(S, . . . ,S),ψn(T, . . . ,T )),

that is, we have στ ×MS×T -expansiveness of (ϕ1, . . . ,ϕn;ψ1, . . . ,ψn). Hence
Lemma 36 gives the claimed στ×M-expansiveness. �

§6 Number Theoretical Correlation Inequalities

Finally we come to Number Theory and learn that there is a series of inequal-
ities, which can be traced back with their beginning to Dirichlet [DD63]. They
concern asymptotic densities d and for sets A,B ⊂ N the set of least common
multiples [A,B] = {[a,b] : a ∈ A, b ∈ B} (or set of largest common divisors
(A,B) = {(a,b) : a ∈ A,b ∈ B}). Actually they all deal with sets of multiples
M(A) = A×N, M(B), M([A,B]), M((A,B)).
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In [AK97a] for finite sets A,B the following equivalent inequalities are obtained:

dM(A)dM(B)≤ dM((A,B))dM([A,B]). (49)

dN(A) ·dN(B)+dN(A,B) · (1−dN[A,B])≤ dN(A∪B). (50)

The inequality (49) is by the factor dM((A,B)) sharper than Behrends’s well-known
inequality. This in turn is a generalization of an earlier inequality in [R37] and in
[H37], which settled a conjecture of Hasse concerning an identity due to Dirichlet
[DD63]. In [AK95a] the inequality

dM(A)dM(B)≥ dM((A ·B)), (51)

where A ·B = {ab : a ∈ A,b ∈ B} was also obtained for finite sets A,B. It does not
seem to have predecessors. Observing the similarity of (49) to the AD inequality led
to the main inequality from [AK97a]

DADB≤ D[A,B]D(A,B), (52)

where A,B are arbitrary sets of positive integers and D denotes the lower Dirichlet
density. It is much more general than the previous inequality (49) for multiples of
sets. This is more than an analogy: AD implies this number theoretical correlation
inequality. For reasons of scaling it is important to work with Dirichlet density. Now
AD has not only combinatorial and probabilistic correlation inequalities (as shown
in §1) as consequences, but also the known correlation inequality in number theory.
Emphasizing their relation we refer to AD and (52) inequalities as twins.

Similarly Behrend’s inequality can also be derived from the FKG inequality, but
it actually preceded it. We refer to them also as twins. Dealing with multiples of sets
of numbers corresponds to dealing with upsets or monotone functions.

In the same sense one can ask for the twin of inequality (51). It will be shown
below that it is the van den Berg/Kesten inequality.

A twin brother of the inequality by Rinott and Saks (see Theorem 34 in §1) is
mentioned in the Problems. Finally, we close this section with a new inequality for
the operations a/(a,b) and b/(a,b).

There are several interesting relations between sets of multiples and correspond-
ing sets of non-multiples yielding inequalities. They are also delegated to the col-
lection of problems.

As we can write

M(A) = {m ∈ N : a|m for some a ∈ A}

we define the set of non-multiples of A

N(A) = {m ∈ N : a 
 |m for all a ∈ A}.

For two numbers u,v ∈ N we write u|v iff u divides v; (u,v) stands for the largest
common divisor of u and v and [u,v] denotes the smallest common multiple of u
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and v. This definition will not be in conflict with the definition of the interval [i, j] =
{i, i+1, . . . , j}, i < j. In case (u,v) = 1, u and v are said to be relatively prime and
are also called coprimes. If u≤ v are integers, then [u,v] = {u,u+1, . . . ,v} and for
any A⊂ N we set An = A∩ [n].

The asymptotic density dA of A⊂ N is defined

dA = lim
n→∞

|An|
n

if the limit exists.
We are now prepared to present the classical results. For Q = {q1, . . . ,qt} ⊂ N,

let us consider the set of integers in [q], where

q =
t

∏
i=1

qi,

not divisible by any number in Q, that is, Nq(Q). Dirichlet observed that

|Nq(Q)|= q
t

∏
i=1

(
1− 1

qi

)

if Q contains only relative primes (note that if Q contains only primes, then |Nq(Q)|
is known as Euler’s function); the equivalent statement is

dN(Q) =
t

∏
i=1

(
1− 1

qi

)
. (53)

For arbitrary Q, using inclusion–exclusion method, we have

|Nq(Q)|= q

(

1−
t

∑
i=1

1
qi

+∑
i< j

1
[qi,q j]

− . . .

)

and

dN(Q) = 1−
t

∑
i=1

1
qi

+∑
i< j

1
[qi,q j]

− . . . . (54)

Since
t

∏
i=1

(
1− 1

qi

)
= 1−

t

∑
i=1

1
qi

+∑
i< j

1
qiq j

− . . . ,

the expressions in (53) and (54) do not coincide. Hasse conjectured that

1−
t

∑
i=1

1
qi

+∑
i< j

1
[qi,q j]

− . . .≤ 1−
t

∑
i=1

1
qi

+∑
i< j

1
qiq j

− . . . ,

or equivalently
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t

∏
i=1

dN({qi})≤ dN(Q). (55)

This conjecture was independently proved by Rohrbach and Heilbronn in 1937.
Furthermore, they proved that the equality in (54) holds iff Q contains only relative
primes, that is, Dirichlet’s case is unique.

In [B48], see also [HR66], the following equivalent inequalities are proved:

dM([A,B]) ≥ dM(A)dM(B),
dN(A∪B) ≥ dN(A)dN(B).

In [AK95a] the following equivalent inequalities are proved, which are improve-
ments of the previous inequalities:

dM([A,B])dM((A,B)) ≥ dM(A)dM(B), (56)
dN(A∪B) ≥ dN(A)dN(B)+dN((A,B))(1−dN([A,B])).

Behrend’s inequalities can be represented as direct generalization of (55). The next
step in estimating densities are inequalities (56). Their proof is based on the follow-
ing observation: for any finite sets A,B⊂ N and any number m ∈ N

d(M(A)∩M(B)) ≤ md(M(mA)∩M(B)),

dM(mA∩B) ≤ 1
m

dM(A∪B)+
m−1

m
dM(B).

With every A⊂ N we associate the Dirichlet series

D(A,s) = ∑
n∈A

1
ns ,

where s is complex number. The number

DA = lim
s→1+

(s−1)D(A,s)

is called the Dirichlet density of A, if the limit exists. Furthermore,

DA = liminf
s→1+

(s−1)D(A,s)

and
DA = limsup

s→1+
(s−1)D(A,s)

are lower and upper Dirichlet densities, respectively. The proofs of the next results
about densities and further references can be found in [HR66].

Theorem 44 For all A⊂ N

0≤ dA≤ DA≤ DA≤ dA.
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It is known that DA does not need to exist. While the existence of dA implies the
existence of DA, the converse is not true. However, under quite general conditions
also the converse implication holds as it follows from Ikehara’s Tauberian theorem.
Good references here are also the book [O56] and the book [N00].

Theorem 45 If D(A,s) is convergent in s = σ + τi for the half plane σ > 1, if the
corresponding analytic function has for σ ≥ 1 at most one singularity at s = 1, and
if this singularity is a simple pole with residuum ρ, then dA exists and

dA = ρ = lim
s→1+

(s−1)D(A,s).

We come now to a third notion of density. The quantities

δA = liminf
n→∞

1
logn ∑a∈An

1
a

and
δA = limsup

n→∞

1
logn ∑a∈An

1
a

are, respectively, the lower and upper logarithmic densities of A, and if the two are
equal we say that A possesses logarithmic density δA, given by

δA = lim
n→∞

1
logn ∑a∈An

1
a
.

It is easy to derive with Abel summation the following relations:

1≤ dA≤ δA≤ δA≤ dA.

Comparing this with Theorem 45 we see that logarithmic density has similar proper-
ties as Dirichlet density. In fact, much more is true. The following result is attributed
to Dirichlet.

Theorem 46 The existence of DA implies the existence of δA, and conversely. Fur-
thermore, DA = δA, if the densities exist.

Remark Inspection of the proof shows that actually always DA = δA and DA = δA.
A famous example of Besicovitch shows that even sets of multiples need not have

an asymptotic density. However, it was shown by Davenport and Erdös ([DE36])
that they do have logarithmic density.

Theorem 47 (Davenport and Erdös 1936) For an arbitrary A⊂N DM(A) always
exists.

Concerning asymptotic densities these authors proved

Theorem 48 (Davenport and Erdös 1936) For A = {a1,a2, . . .} a necessary and
sufficient condition for dM(A) to exist is
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lim
ε→0+

limsup
n→∞

1
n ∑

n1−ε<ai≤n

∣
∣
∣
∣(M({ai})\M({a1, . . . ,ai−1}))∩ [n]

∣
∣
∣
∣= 0.

Furthermore, if |An|= O(n/ logn), then dM(A) exists.

We present now the twin for AD.

Theorem 49 (Ahlswede and Khachatrian 1997) For arbitrary sets of positive in-
tegers A,B the following inequality is valid:

DADB≤ D[A,B]D(A,B). (57)

In particular,
DM(A)DM(B)≤ DM[A,B]DM(A,B) (58)

holds.

Proof. Let {p1, . . . , pm} be the set of all primes in {1, . . . ,n}. The set of natural num-
bers generates a lattice under operations a∨b = [a,b], a∧b = (a,b). We can embed
the sublattice L′ = {∏m

i=1 pπi
i ,πi = 0,1, . . . ,n} into lattice 2[mn] in the following way:

if

a′ =
m

∏
i=1

pπi(a′)
i ,

then for ϕ : L′ → 2[mn]

ϕ(a′) = a = (a11, . . . ,an1,a12, . . . ,an2, . . . ,a1m, . . . ,anm),

where

a ji =
{

1, if πi(a′)≥ j,
0, otherwise.

Then in (7) for the lattice L = 2[mn] we put f1 = f3 = α, f2 = f4 = β , where

α(a) = (a′)−s, β (a) = (a′)−t ,a ∈ L

and α(a) = β (a) = 0, if a 
∈ L. As [a,b](a,b) = ab for 1 < s < t, we have

1
as

1
bt ≤

1
[a,b]s

1
(a,b)t .

Next, since

[a,b] =
m

∏
i=1

pmax{πi(a),πi(b)}
i ,(a,b) =

m

∏
i=1

pmin{πi(a),πi(b)}
i ,

the last inequality is condition (6) and hence from Theorem 33 we have

∑
a∈An

1
as ∑

b∈Bn

1
bt ≤ ∑

c∈[An,Bn]

1
cs ∑

d∈(An,Bn)

1
dt ,



188 V LYM-Related AZ-Identities, Antichain Splittings and Correlation Inequalities

or
D(An,s)D(Bn, t)≤ D([An,Bn],s)D((An,Bn), t). (59)

Taking liminfn→∞ on both sides of the last inequality and then consequently
limt→1+ , lims→1+ , we obtain inequality (57) and (58) follows with Theorem 47,
which implies (49). �

Next we formulate another theorem, which deals with multiples of sets in N and
generalizes (51) to infinite sets.

Theorem 50 (Ahlswede and Khachatrian 1997) The following relation is valid:

D(M(A))D(M(B))≥ D(M(A ·B)). (60)

We found as its twin the van den Berg/Kesten inequality, which we proved first.
It concerns the property NBU (new better than used) for a random variable, which
was investigated for multivariate distributions in [MS82].

Theorem 51 (van den Berg and Kesten 1985) Assume that a random variable X
taking values in R+ satisfies for all x1,x2 ≥ 0 the following relation:

P(X > x1 + x2)≤ P(X > x1)P(X > x2). (61)

Consider R
n as a lattice with an ≥ bn, an,bn ∈ R

n iff ai ≥ bi for all i = 1, . . . ,n.
Let X1,X2, . . . ,Xn be independent random variables taking values in R+, which sat-
isfy (61). Let also X = (X1, . . . ,Xn). Then for arbitrary upsets A,B⊂ R

n the follow-
ing inequality is valid:

P(X ∈ A+B)≤ P(X ∈ A)P(X ∈ B). (62)

Proof. Let X1,X2, . . . ,Xn be independent random variables taking values in R+ and
satisfying (61). Assume that X1,X2 are identically distributed and A∈R

n is an upset.
Then

P((X1,X2, . . . ,Xn) ∈ A)≥ P((X1,X3,X4, . . . ,Xn) ∈ A∗), (63)

where A∗ = {(x1 + x2,x3,x4, . . . ,xn) : (x1,x2, . . . ,xn) ∈ A} ⊂ R
n−1.

Indeed the conditional probability of the event on the LHS of (63) for each x1,x2 :
(x1,x2, . . . ,xn) ∈ A when X3 = x3, . . . ,Xn = xn are given is not less than P(X1 ≥
x1,X2 ≥ x2) = P(X1 ≥ x1)P(X2 ≥ x2). Thus this conditional probability is not less
than

sup
(x1,x2):(x1,x2,...,xn)∈A

P(X1 ≥ x1)P(X2 ≥ x2).

The corresponding conditional probability on the RHS of (63) is

P(X1 ∈ {x1 + x2 : (x1,x2, . . . ,xn) ∈ A}) = sup
(x1,x2):(x1,x2,...,xn)∈A

P(X1 ≥ x1 + x2).

Taking into account property (61), one can see that the last expression is less than
or equal to

sup
(x1,x2):(x1,x2,...,xn)∈A

P(X1 ≥ x1)P(X2 ≥ x2).

This proves (63).
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To complete the proof of Theorem 51 let now m = 2n be even. If in the assump-
tion all distributions X1,X2, . . . ,Xm can be divided into n pairs of equal distributions:
(ν1,νn+1), . . . ,(νn,ν2n), then applying (63) n times we obtain that for every upsets
A,B ∈ R

n we have
ν(A+B)≤ (ν×ν)(A×B), (64)

where ν = ν1×ν2× . . .×νn. From relation (64), taking into account the indepen-
dence of νi, we obtain (62). �

Proof of Theorem 50. For the product of chains L(�,m) = {0,1,2, . . . , �}m, we define
the probability distribution νm =∏m

i=1 νi,3 where

νi(�i) = p−s�i
i ·

(
�

∑
j=0

p−s j
i

)−1

and p1, . . . , pm are the first m prime numbers. Let N(�,m) = {∏m
i=1 p�i

i : (�1, . . . , �m)∈
L(�,m)}, then

lim
�,m→∞

D(M(A)∩N(�,m),s) = D(M(A),s),

lim
�,m→∞

D(M(A ·B)∩N(�,m),s) = D(M(A×B),s).

Let us show that

νi({λ1, . . . , �})νi({λ2, . . . , �})≥ νi({λ1 +λ2, . . . , �}). (65)

Note that this inequality is equivalent to inequality (61) in the new notation.
The last inequality is true when λ1 +λ2 > �. Next for λ1 +λ2 ≤ � inequality (65)

can be rewritten as
�

∑
j=λ1

1
p j

�

∑
j=λ2

1
p j ≥

�

∑
j=λ1+λ2

1
p j

�

∑
j=0

1
p j (66)

which, in turn, is equivalent to

(1+ p+ . . .+ p�−λ1)(1+ p+ . . .+ p�−λ2)≥
(1+ p+ . . .+ p�−λ1−λ2)(1+ p+ . . .+ p�)

or
(p�−λ1+1−1)(p�−λ2+1−1)≥ (p�−λ1−λ2+1−1)(p�+1−1).

This inequality, in turn, is equivalent to

p�−λ1−λ2+1 + p�+1 ≥ p�−λ1+1 + p�−λ2+1

or
1+ pλ1+λ2 ≥ pλ1 + pλ2 ,

which is true. Thus inequality (65) is proved.
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Now U = M(A)∩N(�,m) and V = M(B)∩N(�,m) are upsets. Denoting W =
M(A ·B)∩N(�,m), from Proposition 51 we obtain the inequality

∑
u∈U

1
us ( ∑

n∈N(�,m)

1
ns )

−1 ·∑
v∈V

1
vs ( ∑

n∈N(�,m)

1
ns )

−1 ≥ ∑
w∈W

1
ws ( ∑

n∈N(�,m)

1
ns )

−1.

This yields

∑
u∈U

1
us ∑

v∈V

1
vs ≥ ∑

w∈W

1
ws ∑

n∈N(�,m)

1
ns

and
D(M(A),s)D(M(B),s)≥ D(M(A ·B),s)ζ (s). (67)

As the Dirichlet density exists for the set of multiples and lims→1+(s−1)ζ (s) = 1,
the last inequality implies the statement of the theorem. �

It is time now to emphasize that Number Theory also gave birth to combinatorial
(or operational) correlation inequalities with the following conjectures of Graham
[G70].

Given a finite set A⊂N of integers and let G = G(A) = {a/(a,b) : a,b ∈ A} then

(i) |A| ≤max{c : c ∈ G}.
(ii) |A| ≤ |G|.
Clearly (ii) implies (i). However, (ii) was disproved by Levin and Szemeredi. They
gave as counterexample the set A = {2,3,4,6,9,12,18} of nontrivial divisors of 36.
Since G(A) = {1,2,3,4,6,9} 7 = |A| 
< |G|= 6.

However, (ii) is true if A contains only squarefree integers. This is a con-
sequence of a combinatorial conjecture by Schönheim [S69], which became the
Marica/Schönheim inequality [MS69]. We state as its

Corollary 7 If a finite A⊂ N contains only squarefree integers, then

|G(A)| ≥ |A| and a fortiori max{c : c ∈ G(A)} ≥ |A|.

Much later, conjecture (i) was proved for all finite A⊂ N in [BS96].
However, the max-operation does not fit into the frame of operations in which

correlation inequalities could be established (set operations like [A,B] or (A,B)).
On the other hand, counterexamples to (ii) seem to destroy hopes for correlation

inequalities here too.
However, we have learned previously that for infinite sets B ⊂ N with Dirichlet

densities as measurements the world looks different. We define now for arbitrary sets
B ⊂ N Bn = B∩ [n]. The corollary implies that for an infinite set A of squarefree
numbers

|An| ≤ |G(An)| ≤ |Gn|
and therefore for Dirichlet densities

DA≤ DG, DA≤ DG.
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Since dB≤ DB≤ DB≤ dB this implies for existing asymptotic density dA that

dA≤ DG. (68)

But now comes a new discovery for the general not necessarily squarefree case.
From one set A with one operation we go to two sets A,B with two operations a

(a,b)

and b
(a,b) for a and b. Naturally we define

G(A,B) = {a/(a,b) : a ∈ A,b ∈ B} and

G(B,A) = {b/(a,b) : b ∈ B,a ∈ A}.
Theorem 49 suggests to look for an analogous inequality for G(A,B) and G(B,A).

We show first that the pair of operations (\,\) is MS-expansive for S = {0,1}. An
argument like in the proof of Theorem 33 works.

For α,β ,γ,δ : {0,1}→ R+ compatible with (\,\) we have

α(0)β (0) ≤ γ(0)δ (0)
α(0)β (1) ≤ γ(0)δ (1)
α(1)β (0) ≤ γ(1)δ (0)
α(1)β (1) ≤ γ(0)δ (0) (69)

It suffices to show that

α(0)β (0)+α(1)β (1)≤ γ(0)δ (0)+ γ(1)δ (1).

With the abbreviations α(0)β (0) = x, α(1)β (1) = y, γ(0)δ (0) = z, and
γ(1)δ (1) = q to be shown is

x+ y≤ z+q. (70)

Clearly by (69) x,y≤ z and xy≤ zq. Hence

z+q− (x+ y) =
1
z
((z− x)(z− y))+(zq− xy)≥ 0

and (70) is established.
By Theorem 43 we have an AD-type inequality with weights for (\,\) and in-

stead of weights
α(a) = 1

as , β (b) = 1
bt , γ([a,b]) = α([a,b]), δ ((a,b)) = β ((a,b))

we use now the same α and β but γ( a
(a,b) ) =

(
(a,b)

a

)s
, δ ( b

(a,b) ) =
(

(a,b)
b

)t
.

(α,β ,γ,δ ) is compatible, because obviously (here even for all s, t > 0)
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1
as

1
bt ≤

(a,b)s

as · (a,b)t

bt (71)

and we get the following:

Theorem 52 (Ahlswede, proved in 2007) For all A,B⊂ N

DADB≤ DG(A,B)DG(B,A)

and for A = B
DA≤ DG(A).

Thus Graham’s story has also another happy end.

Remark We know that there is no inequality

|A||B| ≤ |G(A,B)||G(B,A)| (72)

as the example A = B = {2,3,4,6,9,12,18} discussed above shows. This is an
amazing difference to the behavior of the sets [A,B] and (A,B) (see Exercise 9).

Notes to Chapter V

Theorem 27 was proved by Ahlswede and Zhang [AZ90a]. Theorems 28 and 29
were proved by the same authors in [AZ90b]. Theorem 30 was proved by Ahlswede
and Cai [AC93a]. In these papers, conditions when the second term on the LHS of
the identities vanishes were also formulated.

Note one interesting identity, which is a generalization of the AZ-identity ob-
tained by Thu in [T07]. Let m be an integer and let A be a family of nonempty
subsets of 2[n]. If |A|+m > 0 for each A ∈ A, then

∑
X∈U(A)

WA(X)+m
|X |+m

(
n+m
|X |+m

)−1

= 1. (73)

The case m = 0 gives the original AZ-identity.
The case m =−1 gives for antichains A with |A|> 1 for each A ∈ A

∑
A∈A

1
( n−1
|A|−1

) + ∑
X∈U(A)\A

WA(X)−1
(|X |−1)

( n−1
|X |−1

) = 1. (74)

This implies for an antichain A, which is a star,

∑
A∈A

1
( n−1
|A|−1

) ≤ 1.

There are further related results in [T07] and especially in [T08]. Again methods of
[T93] are used.
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The motivation comes from a theorem of Bollobás (18 in Lecture 13), which
can also be found in the book [B88]. In that theorem on intersecting antichains of
subsets of [n] it is assumed that all subsets have cardinalities not exceeding n

2 . This
assumption is termed by Thu “half-way.” It means that the poset P� n

2 � =
⋃

k≤ n
2

([n]
k

)
is

considered. Actually in [AZ90a] already upsets in general posets are considered to
derive abstract AZ-identities.

The main result in [T08] is the analogue of (73).

∑
X∈U(A),|X |≤� n

2 �

WA(X)+m
|X |+m

( n+m
|X |+m

) =
|UA∩P� n

2 �|( n+m
� n

2 �+m

) (75)

for non-empty families A⊂ 2[n] with /0 
∈ A and |A|+m > 0 for all A ∈ A.
Among the consequences there are dual identities of (75) in the spirit of [DT94]

and extensions to two families of sets in the spirit of [AZ90a].
We say that the family D ⊂ 2[n] is k-Sperner if the length of the maximal chain

C ⊂ D is k. Generalizing Sperner’s Theorem Erdös [E45] proved that the size of a
k-Sperner family is not larger than that of the sum of the k largest binomial coef-
ficients and this bound is attained iff the family D consists of the corresponding
levels (full families of the sets of equal cardinalities). We take the following proof
of Erdös’ result and the uniqueness of an optimal k-Sperner family from [P05]. It
seems that a uniqueness proof was not written down before this.

Theorem 53 (Erdös 1945) If D ⊂ 2[n] is a k-Sperner family, then

|D| ≤
� n+k−1

2 �

∑
i=� n−k+1

2 �

(
n
i

)

and equality holds iff D consists of the levels from � n−k+1
2 � to � n+k−1

2 � or from
� n−k+1

2 � to � n+k−1
2 �.

Proof. If A is an antichain, then the second sum from (3) (Lecture 13) equals 0
iff A is a level. To see this observe that if A is not a level, then there are sets
A1 ∈ A, A2 
∈ A, with |A1| = |A2|, |A2 \A2| = 1, and saturated (not extendable)
chains containing A2 and A2 ∪A1 do not meet A. Consider the partition of D into
antichains in the following way:

A1 = minD, A j+1 = min

(

D\
j⋃

i=1

Ai

)

,

where min(F) is the family of minimal sets in F . If D has no k + 1-chains, then
Ak+1 = /0. Adding identities (3) (Lecture 13) for all Ai, i = 1, . . . ,k, we get the
following identity
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∑
X∈D

1
( n
|X |
) +

k

∑
i=1

∑
X∈U(Ai)\Ai

WA(X)
|X |
( n
|X |
) = k.

Since the double sum equals 0 iff all Ai’s are levels, the uniqueness in Erdös’ result
follows. �

The notion of the splitting property was first introduced in [AEG95]. The material
for Lecture 14 is taken from that work. The splitting property for infinite posets is
investigated in [AK00a].

Theorem 36 was proved in [AD79b]. Both, Lemma 33 and Theorem 34 were
proved in [RS93]. Theorem 34 was also proved in [AK96] by using another method.

Theorem 37 is from [AD79a].
Theorem 40 with worse constant 1

100 was first proved in [ACNS82] and [L83].
The proof that we reproduced here is from [AZ98]. The proof of Corollary 6 is from
[S97]. The proof of inequality (25) we took from [E97a]. Further results about the
correlation between sums and products of integers can be found in [C99], [ENR00],
[F98], [N97], and [NT99].

Theorems 49 and 50 are from [AK97a], see also [AK95a].
Theorem 52 was proved by Ahlswede 2007, previously unpublished.

Exercises

1. Follow the proof of Theorem 28 and prove Theorem 29:

(a) To I = {(it , jt) : 1≤ t ≤ T} assign the upset

U = {(i, j) : (i, j)≥ (it , jt) for some t}.

(b) Count the saturated chains according to their exit from U. We can assume
i1 ≥ . . .≥ iT . Then necessarily j1 ≤ . . .≤ jT . Therefore, exits from U occur
in three kinds of elements:

i. (it , j) with jt < j ≤ jt+1−1,
ii. (i, jt) with it < i≤ it−1−1,

iii. (it , jt).
(c) Using an analogy with Theorem 27 prove Theorem 30. First using the

inclusion–exclusion principle prove the following fact, which general-
izes (19): for B⊂ [n] and A⊂ 2[n] with A⊂ B for all A ∈ A exactly

n!
|A|

∑
k=1

(−1)k−1 ∑
A′⊂A, |A′|=k

(
n−|B−⋃A∈A′ A|
|⋃A∈A′ A|

)−1

maximal chains in 2[n] meet {X : A⊂ X ⊂ B f or some A ∈ A}.
(d) (A bipartite extension of Sperner’s Theorem [AL06]). Let U ⊂ [u], V =

[n] \U, u ≤ n. Prove, that if every two sets A 
= B ∈ A satisfy that either
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A∩U, B∩U are incomparable or A ∪V, B ∪V are incomparable, then
|A| ≤

( u
�u/2�
)( n−u
�(n−u)/2�

)
and this bound is tight.

2. Use the AZ-identity for posets (see [AZ90a]) and calculate it for

(a) regular trees of depth k and improve thus Kraft’s inequality for prefix codes.
(b) subspaces over GF(q).
(c) cascade graphs. Show that Rényi’s inequality [R69] in his uniform flow

theorem can be replaced by an identity.

3. Prove that if the probability measure µ on [n] depends only on the cardinality
of the set A⊂ [n], then the condition

µ(A)µ(B)≤ µ(A∪B)µ(A∩B)

is equivalent to the condition

µ2([k])≤ µ([k−1])µ([k +1]).

4. Prove Theorem 35. Define the partial order≺ on D = {xn : x1≥ x2≥ . . .≥ xn}⊂
R

n by the relations xn ≺ yn iff x̃k = ∑k
i=1 xi ≤ ỹk = ∑k

i=1 yi, k = 1,2, . . . ,n− 1,
and ∑n

i=1 xi = ∑n
i=1 yi. A function ϕ : R

n → R is Schur convex (on D) iff xn ≺
yn ⇒ ϕ(xn)≤ ϕ(yn).

(a) Show that xn ≺w yn implies ϕ(xn)≤ ϕ(yn) iff for zn ∈D, ϕ(z1,z2, . . . ,zn) =
ϕ(z̃1, z̃2− z̃1, . . . , z̃n− z̃n−1) is increasing in z̃i, i = 1,2, . . . ,n.

(b) Show that xn ≺ yn implies ϕ(xn) ≤ ϕ(yn) iff for zn ∈ D, ϕ(z1,z2, . . . ,zn) =
ϕ(z̃1, z̃2− z̃1, . . . , z̃n− z̃n−1) is increasing in z̃i, i = 1,2, . . . ,n−1.

(c) Show that xn≺w yn implies ϕ(xn)≤ϕ(yn) iff xn≺ yn implies ϕ(xn)≤ ϕ(yn)
(it is Schur convex) and in addition ϕ(z1,z2, . . . ,zn + ε) is increasing in ε ∈
[0,zn−1− zn] for all zn ∈ D.

(d) Define the T -transform by the n×n matrix

T = λ I +(1−λ )Q,

where λ ∈ [0,1], I is a unit matrix, and Q is a permutation matrix, which
interchanges two coordinates. Then xn ≺ yn iff xn = T̃ yn, where T̃ is a com-
bination of a finite number of successive T -transforms, that is,

xnT̃ = (x1, . . . ,x j−1,λx j +(1−λ )xk,x j+1, . . . ,xk−1,λxk +
+ (1−λ )x j,xk+1, . . . ,xn).

Let j be the largest index such that x j < y j and k be the smallest index
greater than j, such that xk > yk. By choice of j,k

y j > x j ≥ xk > yk.
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Setting δ = min{y j− x j,xk− yk}, λ = 1−δ/(y j− yk) we obtain

ŷn = (y1, . . . ,y j−δ ,y j+1, . . . ,yk−1,yk +δ ,yk+1, . . . ,yn) =
= λyn +(1−λ )(y1, . . . ,y j−1,yk,y j+1, . . . ,yk−1,y j,yk+1, . . . ,yn).

Note that ŷn ≺ yn and at least one of the following equalities is valid: ŷ j =
x j, ŷk = xk.

(e) From the previous item it follows that if the function ϕ(z1,z2, . . . ,zn) is
Schur convex in any two components when the remaining n−2 components
are fixed, then it is Schur convex. Conclude from this that if g : R→ R is
convex, then

ϕ(zn) =
n

∑
i=1

g(zi)

is Schur convex (if xn ≺ yn and xn differs from yn in two components 1,2,
then x1 = αy1 +(1−α)y2, x2 = (1−α)y1 +αy2).

5. Show that

min{κ : (ϕ1, . . . ,ϕn; ψ1, . . . ,ψn) is κ×MS×T − expansive}= στ.

6. Show that then for the operations

(∨,∆) : {0,1}×{0,1}→ {0,1}= S

we have
σ(S,∨,∆) =

1
2
(1+

√
2).

7. Show that (∆,∧) is notM-expansive
8. If d(A) exists does then D(G(A)) exist?
9. Show that

|A||B| ≤ |[A,B]||(A,B)|.
10. The set theoretic operation a b has a number theoretical correspondence

[a,b]
(a,b) = a

(a,b)
b

(a,b) . Establish inequalities for this operation.

Research Problems

1. Conjecture Let

a(i) = a[i] \a[i+1], i = 1,2, . . . ,m−1,

a(m) = a[m], ai ∈ Ai.

The following generalization of the second AD inequality is valid:
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m

∏
i=1

∣
∣
∣
∣Ai

∣
∣
∣
∣≤

m

∏
i=1

∣
∣
∣
∣A

(i)
∣
∣
∣
∣.

2. Conjecture (Generalization of Lemma 33 suggested by Rinott and Saks in
[RS93]) Prove that if A,B are matrices with nonnegative entries satisfying (16)
(Lecture 15), then Per(A) ≤ Per(B). This would include Muirhead’s inequality
(see [M1903], [MO79]).

3. One can easily derive by the approach in Lecture 15, Section 6 twins of the gen-
eralized AD inequality of Rinott and Saks. To avoid notation we formulate only
the case r = 3.
The inequalities

DA ·DB ·DC ≤ D[A,B,C] ·D[(A,B),(A,C),(B,C)] ·D(A,B,C)

and

DA ·DB ·DC ≤ (D[A,B] ·D(A,B) ·D[A,C] ·D(A,C) ·D[B,C] ·D(B,C))2

are valid for arbitrary A,B,C ⊂ N.

Conjecture The first upper bound is always at least as good as the second upper
bound. If this is true, this gives an inequality for these bounds.



Chapter VI
Basic Problems from Combinatorial Number
Theory

Lecture 16 Solutions of Problems of P. Erdös

§1 Definitions, Formulation of Problems, and Conjectures

Let N denote the set of natural numbers and P = {2,3,5, . . .} the set of all primes.
For two numbers u,v ∈ N we write u|v iff u divides v, (u,v) stands for the largest
common divisor of u and v and [u,v] denotes the smallest common multiple of u
and v. The numbers u and v are called coprime iff (u,v) = 1.

We are interested in the sets

Ns =

{

u ∈ N :

(

u,
s−1

∏
i=1

pi

)

= 1

}

and
Ns(n) = Ns∩ [n].

Let f (n,k,s) be the largest integer r for which an

A⊂ Ns(n), |A|= r

exists with no k +1 numbers in A being pairwise coprime. Certainly the set

E(n,k,s) = {u ∈ Ns(n) : u = ps+iv for some i = 0, . . . ,k−1}

does not have k + 1 coprimes. The case s = 1, in which we have N1(n) = [n], is of
particular interest.

Conjecture 1

f (n,k,1) = |E(n,k,1)| for all n,k ∈ N.

It seems that this conjecture of Erdös appeared for the first time in print in his
paper [E62].

199
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The papers [ESS69] and [ESS80] by Erdös, Sárközy, and Szemerédi and [ES92]
by Erdös and Sárközy are centered around this problem. Whereas it is easy to show
that the conjecture is true for k = 1 and k = 2, it was proved for k = 3 by Szabó and
Tóth [ST85] only in 1985. Conjecture 1 can also be found in Section 3 of the survey
[E73]. In the survey [E80] one finds the

General Conjecture

f (n,k,s) = |E(n,k,s)| for all n,k,s ∈ N.

Erdös mentions in [E80] that he did not succeed in settling the case k = 1. We
focus on this special case by calling it

Conjecture 2

f (n,1,s) = |E(n,1,s)| for all n,s ∈ N.

Notice that

E(n,1,s) = {u ∈ N1(n) : ps|u; p1, . . . , ps−1 
 |u}.

Our interest in these conjectures is motivated by an attempt to search for new
combinatorial principles in this number theoretic environment. Consequently, we
look for statements that do not depend on the actual distribution of primes. As we
will see, these problems have some resemblance with the intersection problem. In
fact, it gave ideas for solving the long-standing 4m-conjecture of Erdös/Ko/Rado
and marginally led to the Complete Intersection Theorem (Lecture 1). However, it
turns out that the prime number distribution affects the behavior of Erdös’ problem
above in a very delicate way. We make use of refined estimates presented in the next
section.

§2 Auxiliary Results: New Combinatorial and Known Number
Theoretical Properties

The key tool in our proofs is a combinatorial result. For a subfamily A⊂
([m]

�

)
, the

lower shadow ∆A is defined by

∆A=
{

B ∈
(

[m]
�−1

)
: B⊂ A for some A ∈ A

}
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and the upper shadow of B ⊂
( [m]
�−1

)
is

∇B =
{

A ∈
(

[m]
�

)
: B⊂ A for some B ∈ B

}
.

With any function g : A → R+ we associate the function h : ∆A → R+, where
h(B) = maxA∈∇(B)∩A g(A).

We formulate the following combinatorial

Theorem 54 (Ahlswede and Khachatrian 1995) Let A ⊂
([m]

�

)
have the property

that no k +1 elements of A are disjoint. Then for any function g : A→ R+ and its
associated function h : ∆A→ R+

∑
B∈∆A

h(B)≥ 1
k ∑A∈A

g(A).

In particular,

|∆A| ≥ 1
k
|A|.

We begin with a special case of Theorem 54.

Lemma 38 Let A ⊂
([m]

�

)
have the property that no k + 1 of its members are pair-

wise disjoint. Then

|∆A| ≥ 1
k
|A|.

Proof. The left pushing operation preserves the “no k+1 disjoint”-property and only
can decrease the shadow. We can assume therefore that A is left compressed. We
distinguish two cases.

Case 1: m≤ (k +1)�−1. Counting the pairs (A,B) with B⊂ A in two ways we get

|∆A| ≥ �

m− �+1
|A| ≥ �

(k +1)�−1− �+1
|A|= 1

k
|A|.

Case 2: m≥ (k +1)�. We consider the following partition of [m] :

I1 = [k],
I2 = [k +1,2k +1], . . . , I j = [( j−1)(k +1), j(k +1)−1], . . . ,
I� = [(�−1)(k +1), �(k +1)−1], I�+1 = [�(k +1),m].

First we show that for every A ∈ A there exists an index j, 1≤ j ≤ �, for which

|A∩ (I1∪ . . .∪ I j) |= j. (1)

To see this, assume that this does not hold for some A ∈ A. Then, necessarily, |A∩
I�+1| ≥ 1, because otherwise |A∩ (I1 ∪ . . .∪ I�)| = � since |A| = �. Therefore, we
must have |A∩ (I1 ∪ . . .∪ I�)| ≤ �− 1 and a fortiori |A∩ (I1 ∪ . . .∪ I�−1)| ≤ �− 2,
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|A∩ (I1∪ . . .∪ I�−2)| ≤ �−3, . . . , |A∩ (I1∪ I2)| ≤ 1, |A∩ I1|= 0. However, since A
is also left compressed, we can choose k + 1 elements from A (including A) which
are pairwise disjoint. This contradicts our assumption on A.

Now, for every A ∈ A define jA, 1≤ jA ≤ �, as the largest index j for which (1)
holds. This can be used to partition A into disjoint subsets:

A=
�⋃

i=1

Ai, Ai = {A ∈ A : jA = i}. (2)

Some of the subsets may be empty. Consider now the shadows ∆Ai, 1 ≤ i ≤ �
and their subshadows ∆∗Ai = {B ∈ ∆Ai : |B∩ (I1 ∪ . . .∪ Ii)| = i− 1}. It follows
immediately from the definition of Ai that

∆∗Ai1 ∩∆∗Ai2 = /0, i1 
= i2. (3)

Moreover, using the left compressedness of A, it can be easily shown that

∆A=
�⋃

i=1

∆∗Ai. (4)

In the light of (2)–(4) it suffices to show that

|∆∗Ai| ≥
1
k
|Ai|, i = 1, . . . , �. (5)

We look therefore for fixed i at the intersections

Ui = {A∩ (I1∪ . . .∪ Ii) : A ∈ Ai}

and partition Ai as follows:

Ai =
⋃

U∈Ui

AU
i , AU

i = {A ∈ Ai : A∩ (I1∪ . . .∪ Ii) = U}. (6)

Also, introduce the intersections

Vi = {B∩ (I1∪ . . .∪ Ii) : B ∈ ∆∗Ai}

and partition ∆∗Ai as follows:

∆∗Ai =
⋃

V∈Vi

(∆∗Ai)V , (7)

(∆∗Ai)V = {B ∈ ∆∗Ai : B∩ (I1∪ . . .∪ Ii) = V}.

Now counting for ∆∗-operation pairs again in two ways, we get the inequality

i ∑
U∈Ui

|AU
i | ≤ ∑

V∈Vi

(i(k +1)−1− (i−1))|(∆∗Ai)V | ≤ ik ∑
V∈Vi

|(∆∗Ai)V |.

Together with (6) and (7) it implies (5). �
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The next result enables us to get Theorem 54 from Lemma 38. Let G = (V,W,E)
be a bipartite graph. Write σ(s) for the set of vertices adjacent to vertex s, and σ(S)
for the set of vertices adjacent to vertices in S. We assume that

σ(V ) = W.

Lemma 39 Suppose that for some α ∈ R+ we have that

|S| ≤ α|σ(S)| for every S⊂V. (8)

Then for every function g∈V →R+ and the associated function h :W →R+ defined
by h(b) = maxa∈σ(b) g(a) for all b ∈W we have

∑
a∈V

g(a)≤ α ∑
b∈W

h(b). (9)

Proof. Let {γ1 < .. . < γr} be the range of g. Then we have the partition V =
⋃r

i=1 Vr,
where

Vi = {v ∈V : g(v) = γi}, 1≤ i≤ r.

Clearly,

∑
a∈V

g(a) =
r

∑
i=1
γi|Vi|. (10)

By the definition of h, obviously

h(b) = γr, b ∈ σ(Vr). (11)

We now proceed by induction on r.
r = 1 : Here h(b) = γ1 for all b ∈W and hence by (8),

∑
a∈V

g(a) = γ1|V | ≤ γ1α|W |= α ∑
b∈W

h(b).

r− 1→ r : We assume that (9) holds for every function g′ : V → R+ with r− 1
different values. With our g under consideration we associate the function g∗ : V →
R+ defined by

g∗(a) =
{
γi, a ∈Vi, i≤ r−1,
γr−1, a ∈Vr.

Denote by h∗ : W → R+ the usual function associated with g∗. We verify that

∑
a∈V

g(a) = ∑
a∈V

g∗(a)+(γr− γr−1)|Vr|, (12)

∑
b∈W

h(b) = ∑
b∈W

h∗(b)+(γr− γr−1)|σ(Vr)|. (13)

From condition (8) and the induction hypothesis applied to g∗ we know that

|Vr| ≤ α|σ(Vr)| and ∑
a∈V

g∗(a)≤ α ∑
b∈W

h∗(b).

these inequalities and (12), (13) give (9). �
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Proof of Theorem 54. Consider G = (V,W,E) = (A,∆A,E), where (A,B)∈ E iff
A⊃ B, and A satisfies the hypothesis of Theorem 54 and hence also of Lemma 38.
Since every subfamily A′ ⊂ A also satisfies this hypothesis, we know that

|∇(A′)| ≥ 1
k
|A′|. (14)

Since ∇(A′) = σ(A′), (14) guarantees (8) for α = k.
The conclusion (9) says now

∑
A∈A

g(A)≤ k ∑
A∈∆A

h(A).

this completes the proof of Theorem 54. �

Now suppose we have two counters at time 0 : x0 = x and y0 = y where x,y∈R+.
At any step i≥ 1, we arbitrarily remove ai,bi with 0≤ ai ≤ xi−1, 0≤ bi ≤ yi−1, and
add a∗i ≥ 0, b∗i ≥ 0, where

a∗i +b∗i > β (ai +bi), β > 1.

the new counter values are

xi = xi−1−ai +a∗i , yi = yi−1−bi +b∗i .

Lemma 40 If for some � ∈ N the event y� = 0 (resp. x� = 0) occurs, then we have
x� > x+βy (resp. y� > y+βx).

Proving this lemma is the task of Exercise 1.
We will also need the following number theoretical properties.

Theorem 55 (Rosser and Schoenfeld 1962) For the function

ϕ(x,y) =
∣
∣
∣
∣

{

a≤ x :

(

a,∏
p<y

p

)

= 1

}∣
∣
∣
∣

there exist positive absolute constants c1,c2 such that

c1x∏
p<y

(
1− 1

p

)
≤ ϕ(x,y)≤ c2x∏

p<y

(
1− 1

p

)
(15)

for all x,y satisfying x ≥ 2y ≥ 4. Furthermore, the RHS inequality in (15) remains
valid also for x < 2y.

We are not going to give the proof of this theorem here. The reader can find it in
[HR66] on pages 200–204.

Proposition 15 For positive constants c1,c2,κ there exists a t(c1,c2,κ) such that
for t > t(c1,c2,κ),
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c1

c2
pt ∏

p<pt

(
1− 1

p

)
> κ.

This is asked to be proved in Exercise 2.

§3 Maximal Sets Without k+1 Coprimes

It came as a surprise when Ahlswede and Khachatrian disproved Conjecture 1 of
Erdös. Their counter example can be found in §6 below. However, they were able
to prove the conjecture when, for given k, n is sufficiently large. For simplicity we
make the convention f (n,k) = f (n,k,1) and |E(n,k)|= |E(n,k,1)|

Theorem 56 (Ahlswede and Khachatrian 1995) For every k ∈ N there is an n(k)
such that f (n,k) = |E(n,k)| for all n > n(k) and the optimal set is unique.

Inspection of the methods and proofs show that they apply also to the General
Conjecture. Only some extra notation is needed and the proof is left to the reader.
The result is as follows.

Theorem 57 (Ahlswede and Khachatrian 1995) For every k,s∈N there exists an
n(k,s) such that for all n≥ n(k,s),

|E(n,k,s)|= f (n,k,s).

We give first a few concepts from Number Theory and state the consequence of
Theorem 56.

Define the upper and lower asymptotic densities

dA = limsup
n→∞

|A∩ [n]]
n

, dA = liminf
n→∞

|A∩ [n]]
n

.

In the case dA = dA we write dA = dA = dA for the asymptotic density.
Let M(A) be the set of multiples of A. The set of nonmultiples of A we denote by

N(A) = N\M(A).

Thus E(n,k) = E(n,k,1) = M({p1, . . . , pk}) ∩ [n] and also for any finite A =
{a1, . . . ,at} ⊂N and a =∏t

i=1 ai, N(A)∩ [a] is the set of integers in [a] not divisible
by any member of A. It is easy to see that

|N(A)∩ [a]|= a
t

∏
i=1

(
1− 1

ai

)

if the elements of A are pairwise relatively prime.
For general A, by inclusion–exclusion,

|N(A)∩ [a]|= a

(

1−
t

∑
i=1

1
ai

+∑
i< j

1
[ai,a j]

− . . .

)
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and therefore

dN(A) = 1−
t

∑
i=1

1
ai

+∑
i< j

1
[ai,a j]

− . . . . (16)

We introduce the family S(n,k,s) of all subsets of Ns(n) no k+1 elements of which
are pairwise relatively prime. In case s = 1 we also write S(n,k) and S(∞,k) in the
unrestricted case n = ∞.

Let us mention that Theorem 56 implies

sup
A∈S(∞,k)

dA = sup
A∈S(∞,k)

dA = sup
A∈S(∞,k)

dA.

Reduction to Left-Compressed Sets

The operation “pushing to the left” is frequently used in Extremal Set Theory, but to
our surprise seems not to be as popular in Combinatorial Number Theory, perhaps
because its usefulness is less obvious. Anyhow, our first (but not only) idea is to
exploit it.

We need the following definition and result. The set A ⊂ Ns is said to be left
compressed if for any a ∈ A of the form

a = pi
ra1, (a1, pr) = 1,

and any p� of the form
ps ≤ p� < pr, (p�,a1) = 1,

it follows that a∗ = pi
�a1 ∈ A as well.

For any n ∈ N ∪ {∞} we denote the family of all left compressed sets from
S(n,k,s) by C(n,k,s). The next lemma shows that the family of optimal sets from
S(n,k,s) has a nonempty intersection with C(n,k,s).

Lemma 41 For n ∈ N,

max
A∈S(n,k,s)

|A|= max
A∈C(n,k,s)

|A|= f (n,k,s).

Proof. For any A ∈ S(n,k,s) and ps ≤ p� < pr we consider the partition of A

A = A1∪A0,

where

A1 = {a ∈ A : a = pi
ra1 (i≥ 1), (a1, pr p�) = 1; pi

�a1 
∈ A},
A0 = A\A1.

Define A1
∗ = {u ∈ Ns : u = pi

�a1, (a1, p�, pr) = 1, pi
ra1 ∈ A1} and notice that by

definitions A1
∗ ⊂Ns(n). Consider now A∗ = (A∪A1

∗)\A1 and observe that |A∗|= |A|
and also that A∗ ∈ S(n,k,s).
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Finitely many iterations of this procedure (which is called left pushing operation)
to primes ps ≤ p� < pr give the result. �

Moreover, by countably many left pushing operations one can transform every
A ∈ S(∞,k) into a left compressed set A′ such that

|An| ≤ |A′n|

and therefore also
dA≤ dA′, dA≤ dA′.

For the left compressed sets C(∞,k) in S(∞,k) we have shown the following.

Lemma 42
sup

B∈S(∞,k)
dB = sup

B∈C(∞,k)
dB

and
sup

B∈S(∞,k)
dB = sup

B∈C(∞,k)
dB.

Any optimal B ∈ S(n,k,s), that is, |B|= f (n,k,s), is an “upset”:

B = M(B)∩Ns(n)

and it is also a “downset” in the following sense:

b ∈ B, b = qα1
1 . . .qαt

t , αi ≥ 1⇒ b′ = q1 . . .qt ∈ B. (17)

For any B ∈ N the unique primitive subset P(B) has the properties

b1,b2 ∈ P(B)⇒ b1 
 |b2, B⊂M(P(B)).

We know from (17) that for an optimal B ∈ S(n,k,s), P(B) consists only of square-
free integers.

We could use also the following concept of left compressedness: A ⊂ Ns is left
compressed iff for any a ∈ A of the form

a = pαi
i a1, ai ≥ 1, (a1, pi) = 1,

we have that for any p j, ps ≤ p j < pi, in the case αi ≥ 2,

a∗ = p j p
αi−1
i a1 ∈ A,

and in the case αi = 1,

a∗ = p ja1 ∈ A if (a1, p j) = 1.

Although the two definitions are different in general, it can be easily seen that when
the considered set A ⊂ Ns is an “upset” and a “downset,” both definitions of left
compressedness coincide.
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The number theoretic properties Theorem 55, Proposition 15, and Lemma 40
in §2 and Lemma 44 in this section are the technical ingredients of the proof of
Theorem 56. Lemma 43 uses Theorem 54 to prove that the number of elements in
A ⊂ S(n,k), which have a divisor from some (sufficiently large) initial interval of
primes, in some sense, dominates the number |A|. The meaning of this domination
will be clear later (Lemma 43).

Next we will make, in some sense, a similar thing as we make in the proof of the
Complete Intersection Theorem, but for a set of integers: we take some integers from
the primitive set of A ∈ S(n,k) (the definition of the primitive set can be found after
Lemma 42), say B ⊂ A which have the largest prime divisor p > pk and delete this
divisor from the prime number decomposition of these integers. From the obtained
subset we choose a sufficiently large set C, which has a common prime divisor (this
divisor is less than the largest prime) and add the set of multiples of C to A instead
of multiples of B. Proposition 16 helps to establish the fact that this procedure under
some conditions increases |A|. To prove this we also use Lemmas 40 and 43. The
obtained contradiction of maximality of A∈ S(n,k) proves that the primitive set has
prime divisors p≤ pk only.

§4 Proof of the Main Result

Now we turn to the proof of Theorem 56. We set s = 1 and introduce

O(n,k) = {B ∈ S(n,k) : |B|= f (n,k)}.

We know that for A ∈ O(n,k) we have properties (I) :

P(A) ⊂ N
∗,

A = M(P(A))∩N(n),
O(n,k)∩C(n,k) 
= /0.

We now present first another auxiliary result. For every S ∈ C(n,k) with proper-
ties (I), S need not be optimal, that is, it can be in C(n,k)\O(n,k). Define

Si = {d ∈ S : pi|d, (p1, . . . , pi−1,d) = 1}.

Clearly
Si∩S j = /0 (i 
= j), S =

⋃

i≥1

Si. (18)

Lemma 43 For every k,n ∈ N and every S ∈ C(n,k) with properties (I) we have

(i) |Sr| ≥ 1
k ∑i≥r+1 |Si| for every r ∈ N,

(ii) for every α ∈ R+ and for k(α)≥ kα (independent of n)
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k(α)

∑
i=1
|Sk+i| ≥ α ∑

j≥k+k(α)+1
|S j|.

Proof. (ii) follows from (i), so we have to prove (i). We consider the set
⋃

i≥r+1 Si
and let, for every � ∈ N,

T� =

{

d ∈
⋃

i≥r+1

Si : d has exactly � different primes in factorization

}

. (19)

Obviously, ⋃

i≥r+1

Si =
⋃

�≥1

T� (20)

and for d ∈ T�,

d = qβ1
1 . . .qβ�

� , pr < q1 < .. . < q�,βi ≥ 1. (21)

Since S ∈ C(n,k), we have

di = pβi
r qβ1

1 . . .qβi−1
i−1 qβi+1

i+1 . . .qβ�
� ∈ Sr, i = 1, . . . , �. (22)

Define
σ(d) = {d1, . . . ,d�}, σ(T�) =

⋃

d∈T�

σ(d).

As σ(T�) ⊂ Sr and σ(T�)∩σ(T�′) = /0, � 
= �′, to prove (i) it is sufficient to show
that

|σ(T�)| ≥
1
k
|T�|, � ∈ N. (23)

Let T ∗� = T�∩N
∗ be the square-free integers in T�. Then σ(T ∗� ) =

⋃
d∈T ∗�

σ(d) is the
set of all square-free integers in σ(T�).

For an a ∈ T ∗� , a = x1 . . .x�,x1 < .. .x�, xi ∈ P, we consider

T (a) = {d ∈ S : d = xβ1
1 . . .xβ�

� , βi ≥ 1}

and for a b ∈ σ(T ∗� ), b = pry1 . . .y�−1, pr < y1 < .. . < y�−1, yi ∈ P, we consider

U(b) = {d ∈ Sr : d = pγ�r yγ11 . . .yγ�−1
�−1 , γi ≥ 1,

yγ11 . . .yγ�−1
�−1 xγ� ∈ T� for some x ∈ P}.

It is evident that
T� =

⋃

a∈T ∗�

T (a), σ(T�) =
⋃

b∈σ(T ∗� )

U(b)

are partitions. Next observe that for any b ∈ σ(T ∗� ),

|U(b)|= max
bx/pr∈T ∗�

∣
∣
∣
∣T
(

bx
pr

)∣∣
∣
∣ (24)
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and this enables us to apply Theorem 54 to the sets A ∼ T ∗� and ∆A ∼ σ(T ∗� ),
where∼ is the canonical correspondence between square-free numbers and subsets.
We indicate the correspondence by using small and capital letters such as a∼ A.

We define g : A→ R+ by

g(A) = |T (a)|.

The associated function h : ∆A→R+ is defined by h(B) = |U(b)|. We see from (24)
that this definition is correct. Theorem 54 therefore yields (23) and thus (i). �

Now we are ready to prove Theorem 56. Assume that S ∈ C(n,k)∩O(n,k) has
properties (I). Notice that P(S) = P(S∩N

∗). Equivalent to Theorem 56 is the asser-
tion that for large n always ⋃

i≥k+1

Si = /0. (25)

Henceforth we assume to the contrary that
⋃

i≥k+1

Si 
= /0 (26)

for infinitely many n. Let k0 ∈ N, k0 > k be an integer to be specified later. By the
disjointness property (18) we can write

S0 = S\
(
⋃

i≥k0+1

Si

)

=

(
k⋃

i=1

Si

)

∪
(

k0⋃

i=k+1

Si

)

. (27)

From (i) in Lemma 43 we know that

∣
∣
∣
∣

k0⋃

i=k+1

Si

∣
∣
∣
∣≥

k0− k
k

∣
∣
∣
∣
⋃

i≥k0+1

Si

∣
∣
∣
∣

and hence also that

|S| ≤
∣
∣
∣
∣

k⋃

i=1

Si

∣
∣
∣
∣+ γ

∣
∣
∣
∣

k0⋃

i=k+1

Si

∣
∣
∣
∣, (28)

where γ = 1+ k/(k0− k).
Let P(S0) be the primitive subset of S0, which generates S0. We notice that by

the properties of S,
P(S0)⊂ P(S), (29)

because d′ ∈ P(S0) and d|d′ for some d ∈ S would by compressedness imply the
existence of an e′ ∈ P(S0) with e′|d′.

Let pt be the largest prime occurring in any element of P(S0). In other words,
(pt ,d) = pt for some d ∈ P(S0) and (pt ′ ,d) = 1 for all t ′ > t and all d ∈ P(S0). By
assumption (II) we have pt > pk.

Assume now A ∈ O(n,k) ∩ C(n,k) and P(A) = {a1, . . . ,am} is a primitive
set, where a′is are written in colexicographic order. It means that if am1 =
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p1 p2 . . . pr1 ,am2 = q1 . . .qr2 are the prime number decompositions of am1 and am2 ,
then am1 < am2 iff either pr1 < qr2 or pr1 = qr2 and pr1−1 < qr2−1 or pr1 =
qr2 , pr1−1 < qr2−1 and pr1−2 < qr2−2 or... pi = qi, i = 2, . . . ,r1− 1 = r2− 1 and
p1 < q1.

The set of multiples of P(A) in N(n) can be written as a union of disjoint
sets Bi(n) :

M(P(A))∩N(n) = ∪Bi(n), (30)
Bi(n) = {x ∈M(P(A))∩N(n) : ai|x, a j 
 |x f or j = 1, . . . , i−1}. (31)

As before, if ai = p j1 . . . p j� with j1 < .. . < j�, then

Bi(n) =

⎧
⎨

⎩
x ∈ N(n) : x = pα1

j1
. . . pα�

j�
T, αi ≥ 1,

⎛

⎝T ∏
pi≤p j�

pi

⎞

⎠= 1

⎫
⎬

⎭
.

Lemma 44 Let ai = q1 . . .qr and q1 < .. . ,qr with q j ∈ P. Then

(i)
Bi(n) = {u ∈ N(n) : ai|u and a j 
 |u f or j = 1, . . . , i−1}.

(ii)

lim
n→∞

|Bi(n)|
n

=
1

(q1−1) . . .(qr−1) ∏p≤qr

(
1− 1

p

)
.

(iii) For every ε > 0, and every ai = q1 . . .qr, there exists an n(ε) such that for
n > n(ε) we have

(1− ε) n
(q1−1) . . .(qr−1) ∏p≤qr

(
1− 1

p

)
< |Bi(n)|

< (1+ ε)
n

(q1−1) . . .(qr−1) ∏p≤qr

(
1− 1

p

)
.

Proof.

(i) follows from the facts that A is an “upset,” a “downset” and compressed.
(ii) We know that for m ∈ N

dNm = ∏
p≤pm

(
1− 1

p

)

and hence

lim
n→∞

|Bi(n)|
n

= ∑
αi≥1

1
qα1

1 . . .qαr
r
∏

p≤qr

(
1− 1

p

)

=
1

(q1−1) . . .(qr−1) ∏p≤qr

(
1− 1

p

)
.

(iii) follows from (ii), since the constant number of sequences converges uniformly.

�
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We now consider

Pt(S0) = {a ∈ P(S0) : (a, pt) = pt}.

We know that the contribution of every element a ∈ Pt(S0), a = q1 . . .qr pt and
q1 < .. . < qr < pt , to M(P(S0))∩N(n) is the set of integers

B(a) =

{

u = qα1
1 . . .qαr

r pβt Q ∈ N(n) : ai ≥ 1, β ≥ 1,

(

Q, ∏
p≤pt

p

)

= 1

}

. (32)

We use the abbreviation
Lt =

⋃

a∈Pt (S0)

B(a).

We also consider the partition

Pt(S0) =
⋃

1≤i≤k0

Pt
i (S

0), Pt
i (S

0) = Pt(S0)∩Si.

By the pigeon-hole principle, for some �,1≤ �≤ k0,

∣
∣
∣
∣
⋃

a∈Pt
�(S

0)

B(a)
∣
∣
∣
∣≥
|Lt |
k0

, t > k0 (33)

and for some �,1≤ �≤ t−1,

∣
∣
∣
∣
⋃

a∈Pt
�(S

0)

B(a)
∣
∣
∣
∣≥

|Lt |
t−1

, k < t ≤ k0. (34)

We consider for this � corresponding to t, the set (of square-free numbers)

P̃(S0) = (P(S0)\Pt(S0))∪Rt
�(S

0),

with
Rt

�(S
0) = {u ∈ N : upt ∈ Pt

�(S
0)}.

It can happen that P̃(S0) is not primitive, however, always P̃(S0)⊂S(n,k). Now we
state the main result for P̃(S0).

Proposition 16 For suitable n > n(k),
∣
∣
∣
∣
⋃

a∈Rt
�(S

0)

D(a)
∣
∣
∣
∣> γ|Lt |, (35)

where for an a ∈ Rt
�(S

0), a = q1 . . .qr, q1 < .. . < qr, pt , we consider the set
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D(a) =

{

v = qα1
1 . . . qαr

r T1 ∈ N(n) : αi ≥ 1,

(

T1, ∏
p≤pt−1

p

)

= 1

}

.

Proof. Since pt was the largest prime, which occurred in P(S0), we observe that

M(P(S0)\Pt(S0))∩D(a) = /0 (36)

for all a ∈ Rt
�(S

0). Moreover,

D(a)∩D(a′) = /0

for a,a′ ∈ Rt
�(S

0), a 
= a′.
Hence, taking into account (33) and (34), to show (35) it is sufficient to prove

that for n > n(k) and

B(apt) =
{

u = qα1
1 . . . qαr

r pβt T ∈ N(n) : αi ≥ 1, β ≥ 1,
(
T,∏p≤pt p

)
= 1
}

,

we have

|D(a)|>
{
γk0|B(apt)|, t > k0,
γ(t−1)|B(apt)|, t ≤ k0.

(37)

To prove (37), we consider three cases. We always have a = q1 . . . qr, q1 < .. . <
qr < pt .
Case 1: n/(apt) ≥ 2 and t > t(c1,c2,k0). Using the RHS of (15), which is valid
without restrictions, we get

|B(apt)| ≤ c2 ∑
αi≥1, β≥1

n

qα1
1 . . . qαr

r pβt
∏

p≤pt

(
1− 1

p

)
(38)

< c2
n

(q1−1) . . .(qr−1) ∏p≤pt

(
1− 1

p

)
1

pt −1
.

For D(a) we have

D(a)⊃ D′(a) =

{

u = q1 . . . qrT1 ∈ N(n) :

(

T1, ∏
p≤pt−1

p

)

= 1

}

,

and since n/(q1 . . . qr)≥ 2pt , we can apply the LHS of (15) to get

|D(a)|> |D′(a)| ≥ c1
n

q1 . . .qr
∏

p≤pt−1

(
1− 1

p

)
(39)

= c1
n

q1 . . .qr

pt

p1−1 ∏p≤pt

(
1− 1

p

)
.



214 VI Basic Problems from Combinatorial Number Theory

Comparing (38) and (39) we get

|D(a)|
|B(apt)|

>
c1

c2
pt

(q1−1) . . .(qr−1)
q1 . . .qr

≥ c1

c2
pt ∏

p<pt

(
1− 1

p

)
> κ = γk0,

where in the last step we used Proposition 15. Thus we proved (37) in this case.
Case 2: n/(apt)≥ 2, t < t(cc,c2,k0). First let us specify k0 and hence γ. We choose
k0 so large that

pk+i > γ(k + i−1) =
(

1+
k

k0− k

)
(k + i−1), i ∈ N. (40)

Next we choose ε > 0 to guarantee

pk+i
1− ε
1+ ε

> γ(k + i−1). (41)

Let n(ε) be a positive integer so that for n > n(ε) we can apply lemma 44 (iii). Then
we have

|B(apt)| < (1+ ε)
n

(q1−1) . . .(qr−1)(pt −1) ∏p≤pt

(
1− 1

p

)
,

|D(a)| > (1− ε) n
(q1−1) . . .(qr−1) ∏p≤pt−1

(
1− 1

p

)

= (1− ε) n
(q1−1) . . .(qr−1)

pt

pt −1 ∏p≤pt

(
1− 1

p

)
,

and hence, by (41),
|D(a)|
|B(apt)|

>
1− ε
1+ ε

pt > γ(t−1).

This establishes (37) in this case.
Case 3: 1≤ n/(apt) < 2. In this case B(apt) consists of only one element, namely
q1, . . .qr pt . Let now t1 ∈ N satisfy

pt1 > (pk0)
�γk0� (42)

and let
n > ∏

p≤pt1

p. (43)

Notice that in our case necessarily pt ≥ pt1 , because apt ≤ ∏p≤pt p and pt1 > pt
would imply

2apt < 2 ∏
p≤pt

p < ∏
p≤pt1

p < n

and this contradicts our case 2apt > n.
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Now by (42), pt ≥ pt1 > (pk0)
�γk0� and since q1 ≤ pk0 , we get q�γk0�

1 < pt .
Therefore

D(a)⊃ {q1 . . .qr, q2
1q2 . . .qr, . . . ,q

�γk0�
1 q2 . . .qr, q1q2 . . .qr pt},

|D(a)|> �γk0�, and again (37) holds. k0,γ , and ε are already fixed and depend only
on k. Then for

n(k) = max

⎧
⎨

⎩ ∏
p≤(pk0 )�γk0�

p,n(ε)

⎫
⎬

⎭
(44)

and n > n(k), (37) holds in all three cases and the proof of Proposition 16 is com-
plete. �

We have already noticed that P̃(S0) may not be primitive. Moreover, M(P̃(S0))
may even not be left compressed.

Let now S1 ⊂ N(n) be any set that is obtained from M(P̃(S0)) by left pushing
and is left compressed. We know that

S1 ⊂ C(n,k), |S1| ≥ |M(P̃(S0))∩N(n)| (45)

and we know from the Proposition 16 that
∣
∣
∣
∣
⋃

a∈Rt
�(S

0)

D(a)
∣
∣
∣
∣> γ|Lt |. (46)

We notice that
(

a,∏p≤pk0
p
)

> 1 for every a ∈ S1 and the last prime pt1 , which

occurs as a factor of any primitive element of P(S1) is less than pt .
If S1 
⊂ E(n,k), then we repeat the whole procedure and get an S2, for which

∣
∣
∣
∣
⋃

a∈Rt1
�1

(S0)

D(a)
∣
∣
∣
∣> γ|Lt1 |.

Here Lt1 is defined analogously to Lt with respect to the largest prime pt1 occurring
in a member of P(S1).

By iteration we get an Si ⊂ C(n,k) with
∣
∣
∣
∣

⋃

a∈Rti−1
�i−1

(S0)

D(a)
∣
∣
∣
∣> γ|Lti−1 |. (47)

and again, in analogy with the first step, we define Si
j and the partition

Si =

(
k⋃

j=1

Si
j

)

∪
(

k0⋃

j=k+1

Si
j

)

and also the sets Rti

�i
(Si).
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It is clear that the procedure is finite, i.e., there exists an m ∈ N, for which

k0⋃

j=k+1

Sm
j = /0, Sm ⊂ E(n,k). (48)

Now we do the counting via Lemma 40. The integers x,y are here

x = x0 =
∣
∣
∣
∣

k⋃

j=1

S j

∣
∣
∣
∣, y = y0 =

∣
∣
∣
∣

k0⋃

j=k+1

S j

∣
∣
∣
∣

and β = γ > 1. Furthermore,

xi =
∣
∣
∣
∣

k⋃

j=1

Si
j

∣
∣
∣
∣, yi =

∣
∣
∣
∣

k0⋃

j=k+1

Si
j

∣
∣
∣
∣,

ai =
∣
∣
∣
∣Lti−1 ∩

(
k⋃

j=1

Si−1
j

)∣
∣
∣
∣, bi =

∣
∣
∣
∣Lti−1 ∩

(
k0⋃

j=k+1

Si−1
j

)∣
∣
∣
∣,

a∗i =
∣
∣
∣
∣

⎛

⎜
⎜
⎝

⋃

a∈Rti−1
�i−1

D(a)

⎞

⎟
⎟
⎠∩

(
k⋃

j=1

Si−1
j

)∣
∣
∣
∣,

b∗i =
∣
∣
∣
∣

⎛

⎜
⎜
⎝

⋃

a∈Rti−1
�i−1

D(a)

⎞

⎟
⎟
⎠∩

(
k0⋃

j=k+1

Si−1
j

)∣
∣
∣
∣,

and so

ai +bi = |Lti−1 |, a∗i +b∗i =
∣
∣
∣
∣
⋃

a∈Rti−1
�i−1

D(a)
∣
∣
∣
∣

count the new elements in the i-th step.
We know from Proposition 16 that a∗i +b∗i > γ(ai +bi) and from (48) that ym = 0.

Hence, by Lemma 40,

|E(n,k)| ≥ xm = |Sm|> x+ γy (49)

=
∣
∣
∣
∣

k⋃

j=0

S j

∣
∣
∣
∣+
∣
∣
∣
∣

k0⋃

j=k+1

S j

∣
∣
∣
∣+(γ−1)

∣
∣
∣
∣

k0⋃

j=k+1

S j

∣
∣
∣
∣≥ |S|,

since

γ = 1+
k

k0− k
, S =

∣
∣
∣
∣

k⋃

j=1

S j

∣
∣
∣
∣+
∣
∣
∣
∣

k0⋃

j=k+1

S j

∣
∣
∣
∣+
∣
∣
∣
∣
⋃

j≥k0+1

S j

∣
∣
∣
∣,

and
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∣
∣
∣
∣

k0⋃

j=k+1

S j

∣
∣
∣
∣≥

k0− k
k

∣
∣
∣
∣
⋃

j≥k0

S j

∣
∣
∣
∣.

However, (49) says that E(n,k) > |S|, which contradicts the optimality of S. There-
fore (II) must be false and Theorem 56 is proved. �

§5 Maximal Sets Without Coprimes

From Theorem 57 it follows that

f (n,1,s) = |E(n,1,s)| (50)

is true for large n. However, we are going to prove Theorem 58, which says that 50
holds for all n,s ∈ N. Moreover it contains a uniqueness statement. The proof is
quite different from the proof of Theorem 56!

Denote

Π(y) = |{p ∈ P :, p≤ y}|, y≥ 0.

Let P̃ = {r1 < r2 < .. .} ⊂ P be an infinite subset of primes and X be a set
of integers whose prime decompositions contain only primes from P̃ and X(z) =
{x ∈ X, x≤ z} .

Denote
Π(y) = |{r ∈ P̃ : r ≤ y}|, y≥ 0

and
Φ(u,y) = {x ∈ X(u) : (x,r) = 1 f or all r < y}.

Note that 1 ∈Φ(u,y) for all u≥ y, u≥ 1.
A set A ⊂ X(z), z ≥ 1, is said to be intersecting iff for all a,b ∈ A, we have

a =∏∞i=1 pαi
i and b =∏∞i=1 pβi

i with α jβ j > 0 for some j.
We study I(z), the family of all intersecting A⊂ X(z), and

f (z) = max
A∈I(z)

|A|, z ∈ X.

The subfamily O(z) consists of the optimal sets. We call A⊂ X(z) a star if

A = M({p})∩X(z)

for some p ∈ P̃.
Clearly, any A ∈ O(z) is an “upset” and “downset” and for all z ∈ N

f (z) = max
A∈C(z)

|A|,
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where C(z) is the family of left compressed (along X) sets from I(z). The left push-
ing and left compressed sets here are considered along the set X. It means that this
notions apply to the set of primes from P̃ only.

The following simple result is true.

Proposition 17 For any B ∈ I(z) and B′ ⊂ X(z) which is left compressed and ob-
tained from B by left pushing, we have: B is a star iff B′ is a star.

To prove (50) we need the following

Lemma 45 Suppose that for all u ∈ R+, r�, �≥ 2 the following relation is valid:

2|Φ(u,r�)| ≤ |Φ(ur�,r�)|. (51)

Then for all z ∈ R+, every optimal A ∈ O(z) is a star. In particular,

f (z) = |M({r1})∩N(z)|

for all z ∈ N.

Proof. Let the elements of the primitive set P(A) = {a1, . . . ,am} be written in the
colexicographic order, m > 1 and maximal prime p+(am) in the decomposition of
am into primes is rt ,

p+(am) = rt , t ≥ 2.

Write P(A) in the form

P(A) = S1∪ . . .∪St , t ≥ 2, St 
= /0,

where
Si = {a ∈ P(A) : p+(a) = ri}.

Since A ∈ O(z)∩C(z), we have the partition

A = M(P(A))∩N(z) =
⋃

1≤ j≤t

B(S j),

where B(S j) =
⋃

ai∈S j
Bi(z).

Now consider St = {a�,a�+1, . . . ,am} for some �≤m, and let St = S1
t ∪S2

t , where

S1
t = {ai ∈ St : pt−1|ai}, S2

t = St \S1
t .

We have
B(St) = B(S1

t )∪B(S2
t ), (52)

where
B(S j

t ) =
⋃

ai∈B j
t

Bi(z), j = 1,2.

Let B̃t = {a�/rt ,a�+1/rt , . . . ,am/rt} and similarly S̃ j
t = {ai/rt : ai ∈ S j

t }, j = 1,2. It
is clear that ai/rt > 1 for all ai ∈ St .
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Obviously, S̃1
t ∈ I(z), because all elements of S̃1

t have the common fac-
tor rt−1. Let us show that S̃2

t ∈ I(z) as well. Suppose, to the contrary, that
there exist b1,b2 ∈ S̃2

t with (b1,b2) = 1. We have b1rt ,b2rt ∈ S2
t ⊂ A and

(b1rt ,rt−1) = 1, (b2rt ,rt−1) = 1. Since A ∈ C(z) and rt−1 
 |b1b2 (see the definition
of S2

t ), we conclude that also b1rt−1 ∈ A. Hence b1rt−1,b2rt ∈ A and at the same
time (b1rt−1,b2rt) = 1, which is a contradiction. So we have S̃ j

t ∈ I(z), j = 1,2,
and therefore

A j = M
(
(P(A)\St)∪ S̃ j

t

)
∩X(z) ∈ I(z), j = 1,2.

We now prove that either |A1|> |A| or |A2|> |A|, and this will lead to a contradic-
tion.

From (52) we know that max{|B(S1
t )|, |B(S2

t )|} ≥ 1
2 |B(St)|. W.l.o.g. let us assume

that
|B(S2

t )| ≥
1
2
|B(St)|, (53)

and let us show that |A2|> |A| (if |B(S1
t )| ≥ 1

2 |B(St)|, the situation is symmetrically
the same).

Let b ∈ S̃2
t and b = ri1 . . .ris with ri1 < .. . < ris < rt . We know that ai = brt ∈

S2
t for some i ≤ m, and the contribution of M(ai) in B(St) (and also in A) are the

elements in the form

Bi(z) =

{

x ∈ X(z) : x = rα1
i1

. . . rαs
is rαt

t T ; αi ≥ 1,

(

T,∏
i≤t

ri

)

= 1

}

.

We write Bi(z) in the following form:

Bi(z) =
⋃

(α1,...,αs),αi≥1

D(α1, . . . ,αs), (54)

where

D(α1, . . . ,αs) (55)

=

{

x ∈ X(z) : x = rα1
i1

. . . rαs
is rtT1,

(

T1, ∏
i≤t−1

ri

)

= 1

}

.

Now we look at the contribution of M(b) in A2 = M((P(A)\St)∪ S̃2
t )∩N(z), namely

at those elements in A2 (denoted by B(b)) which are divisible by b, but not divisible
by any element from (P(A)\St)∪ (S̃2

t \b).
Since A ∈ C(z) and rt is the largest prime in P(A), we conclude that

B(b)⊇ B∗(b)

=

{

x ∈ X(z) : x = rα1
i1

. . . rαs
is T̃ , αi ≥ 1,

(

T̃ , ∏
i≤t−1

ri

)

= 1

}

,
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and we can write
B∗(b) =

⋃

(α1,...,αs), αi≥1

D̃(α1, . . . ,αs), (56)

where

D̃(α1, . . . ,αs) (57)

=

{

x ∈ X(z) : x = rα1
i1

. . . rαs
is T̃ ,

(

T̃ , ∏
i≤t−1

ri

)

= 1

}

, (58)

Hence
|B(b)| ≥ |B∗(b)|= ∑

(α1,...,αs), αi≥1
|D̃(α1, . . . ,αs)|. (59)

First we prove that |A2| > |A|. In the light of (53) and (54)–(59), for this it is suffi-
cient to show that

|D̃(α1, . . . ,αs)| ≥ 2|D(α1, . . . ,αs)|, (60)

for all (α1, . . . ,αs), αi ≥ 1. But this is exactly the condition (51) for u =
z/(rα1

i1
. . . rαs

is rt) and � = t. Hence |A2| ≥ |A|. To prove that |A2| > |A|, it is suffi-
cient to show the existence of (α1, . . . ,αs), αi ≥ 1, for which strict inequality holds
in (60). For this we take β ∈ N and (α1, . . . ,αs) = (β ,1, . . . ,1) such that

z/rt < rβi1 ri2 . . .ris ≤ z.

This is always possible, because ri1 . . .ris rt ≤ z implies ri1 . . .ris ≤ z/rt and ri1 <
.. .ris < rt .

We have |D̃(β ,1, . . . ,1)|= 1 and |D(β ,1 . . . ,1)|= 0. Hence |A2|> |A|, which is
a contradiction, since A2 ∈ I(z). This completes the proof of Lemma 45. �

Lemma 46 Sufficient for condition (51) to hold is the condition

2Π(v) <Π(r2v) (61)

for all v ∈ R+.

Proof. Under condition (61) it is sufficient to prove for every u ∈ R+ and r� (�≥ 2)
that |Φ(u,r�)| ≤ |Φ1(ur�,r�)|, where Φ1(ur�,r�) = {x ∈Φ(ur�,r�) : u < x≤ ur�}.

To avoid the trivial cases u < 1, for whichΦ(u,r�) = /0, and 1≤ u < r�, for which
Φ(u,r�) = {1} and r� ∈Φ(ur�,r�), we assume u≥ r�.

Let F(u,r�) = {a ∈ Φ(u,r�), a 
= 1 : ap+(a)≤ u}∪{1}. On the one hand, it is
clear that for any b ∈Φ(u,r�), b 
= 1, we have b/p+(b) ∈ F(u,r�) and that

|Φ(u,r�)|= 1+ ∑
a∈F(u,r�)

|τ(a)|, (62)

where τ(a) = {r ∈ P : r� ≤ p+(a) ≤ r ≤ u/a and the integer 1 in (62) stands to
account for the element 1 ∈Φ(u,r�).
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On the other hand, we have

|Φ1(ur�,r�)| ≥ ∑
a∈F(u,r�)

|τ1(a)|, (63)

where
τ1(a) = {r ∈ P : u/a < r ≤ ur�/a}.

We have
|τ(a)| ≤Π

(u
a

)
− �+1≤Π

(u
a

)
−1 (�≥ 2)

and by condition (61)

|τ1(a)|=Π
(up�

a

)
−Π

(u
a

)
≥Π

(u
a

)
. (64)

Hence |τ1(a)| > |τ(a)| for all a ∈ F(u,r�) and, since F(u,r�) 
= /0 (u ≥ r�), from
(62) - (64) we get |Φ1(ur�,r�)| ≥ |Φ(u,r�)|. �

Theorem 58 (Ahlswede and Khachatrian 1994)

(i) Equation (50) is true for all n,s ∈ N.
(ii) For all s,n ∈ N, every optimal configuration is a star.

(iii) The optimal configuration is unique iff

|M(ps)∩Ns(n)|> |M(ps+1)∩Ns(n)|,

which is equivalent to the inequality
∣
∣
∣
∣Φ
(

n
ps

, ps

)∣∣
∣
∣>
∣
∣
∣
∣Φ
(

n
ps+1

, ps

)∣∣
∣
∣.

Proof. We prove (ii). Since M(ps)∩Ns(n) is not smaller than any competing star,
this implies (i) and (iii). In the light of Lemmas 45 and 46, it is sufficient to show
that

2Π(v)≤Π(ps+1v) (65)

for all v∈R+. Since v < ps, Π(v) = 0, we can assume v≥ ps. Now (65) is equivalent
to

2(π(v)− s+1)≤ π(ps+1v)− s+1, (66)

where π(z) = |P(z)| is the counting function for primes. To show (66), it is sufficient
to prove that for all v ∈ R+,

2π(v)≤ π(3v). (67)

It suffices to show (67) only for v ∈ P.
Next we use the estimates on the distribution of primes [RS62]:

v
logv−1/2

< π(v) <
v

logv−3/2
, v≥ 67. (68)

From (68) we get inequality (67) for all v > 298. The cases v < 298, v ∈ P, are
verified by inspection. �



222 VI Basic Problems from Combinatorial Number Theory

§6 Counterexamples for Small n

Next we present an example that shows that the equality

f (n,k,s) = |E(n,k,s)|

is not true in general, i.e., for small n.

Theorem 59 (Ahlswede and Khachatrian 1994) For any t ∈N with the properties

pt+7 pt+8 < pt pt+9, pt+9 < p2
t (69)

and every n in the interval It = [pt+7 pt+8, pt pt+9) we have for k = t +3

f (n,k,1) > |E(n,k,1)|. (70)

Then we show that (69) holds for t = 209. Let

E(n, t +3,1) =

{

u ∈ N1(n) :

(

u,
t+3

∏
i=1

pi

)

> 1

}

.

As a competitor we suggest An(t +3) = B∪C, where

B =

{

u ∈ N1(n) :

(

u,
t−1

∏
i=1

pi

)

> 1

}

and
C = {pt+i pt+ j : 0≤ i < j ≤ 8}.

Note that by (69), C ⊂ N1(n) for n ∈ It , that B∩C = /0, and that |C| =
(9

2

)
= 36.

Therefore
|An(t +3)|= |B|+36. (71)

Furthermore, no k + 1 = t + 4 numbers of An(t + 3) are coprimes, because we can
take in B at most t−1 and in C at most 4 pairwise relatively prime integers.

For comparison, we write E(n, t +3,1) in the form E(n, t +3,1) = B∪D, where

D = {pt , pt+1, pt+2, pt+3} ∪ {p2
t , p2

t+1, p2
t+2, p2

t+3}
∪ {pt+i pt+ j : 0≤ i≤ 3, 1≤ j ≤ 8, i < j}.

Notice that by (69), for n ∈ It , p3
t (and a fortiori p3

t+1, . . .) exceeds n and so does
pt pt+9 (and a fortiori pt+1 pt+9, . . .).

Since |D|= 4+4+8+7+6+5 = 34, we conclude with (71) that

|An(t +3)|− |E(n, t +3,1)|= |B|+36− (|B|+34) = 2 > 0.

The hypothesis (69) remains to be verified. It is interesting that among the prime
numbers less than 5,000 there is only one t which satisfies (69), namely t = 209.
The respective primes pt , . . . , pt+9 are
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p209 p210 p211 p212 p213 p214 p215 p216 p217 p218

1289 1291 1297 1301 1303 1307 1319 1321 1327 1361

We calculate p209 p218 = 1289 · 1361 = 1754329 > p216 p217 = 1321 · 1327 =
1752967 and that p2

209 = 12892 > 1361 = p218. Hence for k = 212 and for
all n with p209 p218 = 1754329 > n ≥ 1752967 = p216 p217 one has f (n,k,1) ≥
|E(n,k,1)|+2. �

Notes to Chapter VI

Consider the following problem posed by Erdös and Graham [E73], [E80]. Let 1 <
a1, . . . < ak = n, (ai,a j) 
= 1. What is the maximal value of k?

We generalize this problem in the following way. Let Q = {q1 < .. . < qr} ⊂ P

be any finite set of primes and let A = {a1 < .. . < ak} ⊂ N(n) be a set such that for
all 1≤ i, j ≤ k

(ai,a j) 
= 1
and (

ai,
r

∏
j=1

q j

)


= 1,

Denote by I(n,Q) the family of all such sets.
The following is true.

Theorem 60 (Ahlswede and Khachatrian 1996) For n≥∏r
i=1 qi,

max
A∈I(n,Q)

|A|= max
1≤ j≤r

|M(2q1, . . . ,2q j,q1 . . .q j)∩N(n)|,

where for B⊂ N, M(B) denotes the set of multiples of B.

This theorem uses the same considerations as the proof of (50) and we refer to
[AK96b] for the proof. There also was shown that the condition in the theorem
saying that n should be sufficiently large, cannot be omitted.

Theorems 56 and 57 first were proved in [AK95b]. Equation (50) was proved in
[AK96a]. Theorem 59 we took from [AK94b].

Exercises

1. Prove Lemma 40.
2. Prove Proposition 15. Hint: use the inequality

ln
(

1− 1
p

)
>− 2

p

and the RHS estimate from (68) (Lecture 16).
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More precise calculations (see [A76], Theorem 13.13) show that

∏
p∈P(t)

(
1− 1

p

)
t→∞∼ e−C

ln t
,

where C is the Euler constant.
3. For the set of square-free natural numbers N

∗ one is naturally led to the sets
N
∗
s = Ns ∩N

∗, N
∗
s (n) = Ns(n)∩N

∗, E
∗(n,k,s) = E(n,k,s)∩N

∗ etc. and to the
function f ∗(n,k,s).
Prove that for all s,n ∈ N,

f ∗(n,1,s) = |E∗(n,1,s)|.

Hint: Use the Marica/Schönheim inequality.
4. Even for square-free numbers “Erdös sets” are not always optimal, that is,

f ∗(n,k,1) 
= |E∗(n,k,1)| can occur. Show that the set N
∗ ∩An(t + 3) (defined

in §6) is an example.
5. Show that f ∗(n,2,s) 
= |E∗(n,2,s)| for ps = 101 and n ∈ [109 ·113,101 ·127).

Research Problems

1. Conjecture The relation

|E(n,k,s)|= f (n,k,s)

is true for k = 2,3 (see [AK96a]).
2. By considering instead of Ns the set Np′ of those natural numbers which do not

have any prime of the finite set of primes P
′ in their prime number decomposition.

We put NP′(n) = NP′ ∩ [n] and consider sets A⊂ NP′(n) of noncoprimes. We are
again interested in cardinalities and therefore introduce

f (n,1,P′) = max{|A| : A⊂ NP′(n) has no coprimes}.

In analogy to the set E(n,1,s) in the case P
′ = {p1, . . . , ps−1}, we introduce

E(n,1,P′) = {u ∈ NP′(n) : q1|u},

where {q1,q2, . . .}= {p1, p2, . . .}\P′ and q1 < q2 < .. . and QP′ = ∏
p∈P′

p.

Conjecture For any finite set of primes P
′ we have

f (n,1,P′) = |E(n,1,P′)|.

The equality has been proved for n≥ q1q2
q2−q1

QP′ in [AK94b].
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Supplementary Material and Research Problems

Whereas previously there are notes given after every chapter, now we add notes to
Lectures. A new ingredient is whole Research Programs. The style of the presenta-
tion of results is less streamlined, but always clear.

Notes to Lecture 1

Further Intersection Problems

1. A Higher Level Extremal Problem

First consider the following intersection problem for the family of sets
A1, . . . ,AM ⊂

([n]
k

)
with the property that for any i, j there is an Ai j ∈Ai intersecting

all A ∈ A j. It is easy to see that the maximal M with this property satisfies

M ≥
(

n−1
k−1

)
.

It is shown in [AAERS96] that here equality holds for k = 2,3,4 and does not hold
for k ≥ 8.

2. A Sharpening of EKR

A generalization of EKR was given in [HR73]. The following intersection problem
was considered in [A06a]. Let n ≥ 2k, then for any A ⊂

([n]
k

)
with the “triangle

property”: ∀ A,B,C ∈ A, A∩B 
= /0, B∩C 
= /0⇒ A∩C 
= /0 we have

|A| ≤
{

n, if k = 2 and n≡ 0 mod 3,(n−1
k−1

)
, otherwise

and this bound is best possible.

225
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3. A Pushing–Pulling Method

It came as a surprise to Ahlswede and Khachatrian that at first they did not succeed
to derive Katona’s Intersection Theorem for the unrestricted case, that is in the space
2[n], by the method of “generated sets.” This led to the discovery of another method
in [AK99], which yields Theorem 3 and Katona’s Intersection Theorem. Subse-
quently, they found a way to derive Katona’s Theorem from Theorem 3 via another
comparison lemma. This is the most complicated proof, where several simple proofs
exist, but it teaches something about methods, which made progress possible on the
t-intersection problem in the truncated Boolean lattice covering the restricted and
the unrestricted intersection problem as special cases [ABEK02]. Although there
are vertex and edge-isoperimetric theorems, it went unsaid that diametric theorems
are vertex-diametric theorems. We complete the story by introducing edge-diametric
theorems into combinatorial extremal theory. Using again the pushing–pulling
method such a result for V = {0,1}n and E = {(an,bn) : an,bn ∈ V} are established.
Results and methods of this section are discussed in the survey [N], 45–74.

Left shifting is used in proofs of the Kruskal/Katona/Lindström and Zetterström
([LZ67]) Shadow Theorem. An essential progress on this method is made in
[AAK03c]. Starting with any optimal configuration, it is possible by suitable left
and right shifting, alternatively, to come to the beginning in the squashed order (see
[AAK03d]). A first application led to the result on shadows of intersecting families
of [AAK04a]. Useful formulas for cardinalities of squashed families were given in
[M95].

4. Maximizing Pairs of Intersecting Sets: Excess Problems

Pioneers are the intersection problems considered by Ahlswede and Katona in
[AK78]. For every extremal problem concerning the maximal cardinality M of sets
whose elements have a property in question (like pairwise distances, intersections,
etc.), one can study sets of a cardinality N > M and ask for the maximal number of
satisfied relations S(N).

For A ⊂
([n]

k

)
let I(A) = |{(A1,A2) ∈ A2 : A1 ∩ A2 
= φ}|, G(A) =

|{(A1,A2) ∈ A2 : |A1∩A2| ≥ k−1}|. Determine f (N) = max|A|=N I(A) or g(N) =
max|A|=N G(A). The problems are the same for k = 2 and here these authors
described two configurations, quasi-ball and quasi-star, one of which is always
optimal.

The decision about the winner becomes number theoretically tricky. It is set-
tled for

N ∈
{

1,2, . . . ,
1
2

(
n
2

)
− n

2

}
∪
{(

n
2

)
+

n
2
,

(
n
2

)
+

n
2

+1, . . . ,

(
n
2

)}
.

For

N ∈
{

1
2

(
n
2

)
− n

2
, . . . ,

1
2

(
n
2

)
+

n
2

}
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there are at most three switches for the winner as N increases from the smallest to
the largest value within the specified range. Depending on the number n, there can
be also only two switches or even only one.

For k ≥ 3 none of the problems is solved. The second has also been called the
Kleitman/West Problem. Ahlswede and Cai (see [N], 1-16) disproved a conjecture
of Kleitman, which generalizes the construction of [AK78], for this problem already
for k = 3.

For the unrestricted case A⊂ 2[n] Frankl has results in [F77].

5. On Dense Sets

A family F ⊂
([n]

k

)
is called k-dense, if there exists an F ∈ F , such that for F|F =

{F ∩F1 : F1 ∈ F} |F|F |= 2k.
Frankl and Pach proved in [FP84] that for |F| ≥

( n
k−1

)
F is k-dense and they

conjectured that every F with |F|>
(n−1

k−1

)
is k-dense.

Ahlswede and Khachatrian [AK97c] provide a counterexample to this conjecture
by the construction of a set F ⊂

([n]
k

)
, |F|=

(n−1
k−1

)
+
(n−4

k−3

)
, which is not k-dense.

These authors propose a stronger restriction. Loosely speaking, instead of for-
bidding a subset of A, they forbid for some x all subsets of A of cardinality x and ask
how large |F| can be under this restriction.

Let F be a set system. For A ∈ F , we say that A has x-intersection if there exists
B∈F such that |A∩B|= x (here we do not assume B 
= A, therefore each A trivially
has |A|-intersection).

6. On Chvátal’s Conjecture

Next we discuss an interesting conjecture due to Chvátal [C72].
For a family Q⊂ 2[n] and i ∈ [n] denote

Q(i) = {A ∈Q : i ∈ A}.

Clearly Q(i) is an intersecting family.
The Chvatál’s conjecture is formulated in Research Problem 3 below. A partial

result was obtained by Ahlswede and Khachatrian.

Proposition 18 Let S ⊂ 2[n] be a downset such that

L1, j(S) = S, j = 2, . . . ,n

(family S is left-compressed with respect to 1 ∈ [n]). Then Chvátal’s conjecture is
true.

Proof. Let A ⊂ S be an intersecting system. Consider the partition A = A1 ∪A2,
where A1 =A(1) = {B ∈ A : 1 ∈ B}, A2 =A\A1. We can assume, that A2 
= /0,
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otherwise A= A1 =A(1). Consider the set

F = {A2−A2}= {A\A1 : A,A1 ∈ A2}

and the set
F∗ = {F ∪{1} : F ∈ F} .

Clearly |F|= |F∗|.
Claim.

F∗ ⊂ S.

Prove this using the compressedness of S.
Claim.

F∗ ∩A1 = /0.

Assume that there is a C ∈ F∗ ∩A1. Then we have C = {1}∪ (A \A1) for some
A,A1 ∈ A2, and consequently C ∩ B1 = /0, a contradiction to the conditions that
C,B1 ∈ A and A is intersecting.

Consider now A′ = (A\A2)∪F∗. We have

(i) A′ ⊂ S ,
(ii) A′ ⊂ S(1) and A′ is intersecting,

(iii) A′ =A1∪F∗ and hence

|A′|= |A1|+ |F∗|= |A1|+ |A2−A2|

Next we use the Marica/Schönheim inequality (see Lecture 15): for any A⊂ 2[n]

|A−A| ≥ |A|

holds.
Using this inequality we have

A′ = |A1|+ |A2−A2| ≥ |A1|+ |A2|= |A|

and A′ ⊂ S(1). �

7. Cross-Disjoint Pairs of Clouds in the Interval Lattice

In this and the next section we present work of [AC96] and some consequences.
Consider the set [n] = {1,2, . . . ,n}, the set of all its subsets Ln, and the lattice of
intervals In =

{
I = [A,B] : A,B ∈ Ln

}
, where [A,B] = {C ∈ Ln : A ⊂ C ⊂ B}, if

A⊂ B, and [A,B] = Iφ (the empty interval), if A 
⊂ B. The lattice operations ∧ and ∨
are defined by

[A,B]∧ [A′,B′] = [A,B]∩ [A′,B′], (1)

[A,B]∨ [A′,B′] = [A∩A′,B∪B′]. (2)
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Here the empty interval Iφ is represented by
[
[n],φ

]
. The pair (A,B) withA,B ⊂

In �{Iφ} is cross-disjoint, if

I∧ J = Iφ for I ∈ A,J ∈ B.

Let us denote the set of those pairs by Dn.

Theorem 61 For n = 1,2, . . .

max
{
|A||B| : (A,B) ∈ Dn

}
= 32n−2.

Equality is assumed for

A∗ =
{

I ∈ In : I = [A,B],1 /∈ B
}
,B∗ =

{
I ∈ In : I = [A,B],1 ∈ A

}
.

All optimal pairs are obtained by replacing 1 in the definition of A∗ and B∗ by
any element m of [n], and by exchanging the roles of these two sets.

We shall relate cross-disjoint pairs of clouds from In to cross-intersecting pairs
of clouds from Ln with a suitable weight.

(U ,V) with U ,V ⊂ Ln is cross-intersecting, if

U ∩V 
= φ for U ∈ U and V ∈ V.

We denote the set of these pairs by Pn. Furthermore, we introduce the weight
w : Ln → N by

w(A) = 2n−|A| for A ∈ Ln.

Theorem 62 For (U ,V) ∈ Pn

W (U)W (V) � ∑
U∈U

w(U) · ∑
V∈V

w(V )≤ 32(n−1)

and the bound is best possible.

Next we give a common generalization of Theorem 62 and a Theorem of
Erdös/Schönheim [ES69]. In deriving their intersection theorem for multisets,
they established first an intersection theorem with weights for Ln. Those weights
w(A),A∈Ln, are increasing in |A|, whereas our weights w(A) = 2n−|A| used in The-
orem 62 are decreasing in |A|. The latter does not allow to just choose the “heavier”
one of A and Ac = [n]�A in order to construct an optimal configuration. This differ-
ence makes things more difficult in our case. Nevertheless, we can give an unified
approach.

LetW = {wi : 1≤ i≤ n} be positive reals, which give rise to the weight w on Ln:

w(A) =∏
t∈A

wt for A⊂ [n]

and
W (A) = ∏

A∈A
w(A) for A⊂ Ln.
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Define
α(n,w) = max

{
W (A) :A⊂Ln is intersecting

}

(i.e. A∩B 
= φ for A,B ∈ A).

Theorem 63 (Erdös and Schönheim 1969)

α(n,w)≤ 1
2 ∑A⊂[n]

max
(
w(A),w(Ac)

)

and the bound is best possible when wi ≥ 1 for i ∈ [n].

Next by relabeling we can always assume that

w1 ≥ w2 ≥ ·· · ≥ wn

and define

A∗(n,w) =
{{

A⊂ [n] : A∩ [m] ∈ A(m,w′)
}
, if m≥ 1{

A⊂ [n] : 1 ∈ A
}
, if m = 0.

Theorem 64
α(n,w) = W

(
A∗(n,w)

)
.

8. Incomparability and Intersection Properties of Boolean Interval Lattices
and Chain Posets

We can define on In a partial order “≤” by

[A,B]≤ [A′,B′]⇔ [A,B]⊂ [A′,B′] or (equivalently) A′ ⊂ A⊂ B⊂ B′.

We define a rank function ρ : In → N∪{0} by

ρ
(
[A,B]

)
=
{

0, if [A,B] = Iφ
|B � A|+1, if [A,B] 
= Iφ .

Let us introduce Lk
n =
([n]

k

)
and let us denote by Ik

n the set of intervals from In of
rank k(0≤ k ≤ n+1).

Observe first that for all I ∈ Ik
n

|{I′ ∈ Ik+1
n : I′ ⊃ I}|= n− k +1

and that
|{I′ ∈ Ik−1

n : I′ ⊂ I}|= 2(k−1).

This regularity property of a lattice is sufficient for the LYM-inequality to hold.
We move directly to the AZ-identity. For any A⊂ In and any I = [A,B] ∈ In with
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AI = {K ∈ A : K ⊂ I} 
= φ (3)

write
AI =

{
[Ai,Bi] : 1≤ i≤ α

}

and define

WA(I) =

(

|B|− |
α⋃

i=1

Ai|
)

+

(

|
α⋂

i=1

Bi|− |A|
)

.

If (3) does not hold, set WA(I) = 0.

Theorem 65 (AZ-identity) For any A⊂ In

∑
I∈In

WA(I)
2n−ρ(I)+2

(
ρ(I)−1

)( n
ρ(I)−1

) ≡ 1.

The Whitney numbers wk of In are defined by

wk = |Ik
n | for 0≤ k ≤ n+1.

They can be evaluated.

Lemma 47 We have

(i) wk =
( n

k−1

)
2n−k+1 for 0 < k ≤ n+1 and w0 = 1

and consequently
(ii) |In|= ∑n−1

k=0 wk = 3n +1.

LYM-Inequality (See Exercise 2)

For any antichain A⊂ In
n+1

∑
k=0

|A∩Ik
n |

wk
≤ 1.

We now consider intersecting systems of intervals of rank k. This is analogous to
the case of k element sets considered originally in [EKR61]. It is remarkable that in
the new situation we have uniqueness in the sense that only the Ik

n(C)’s appear as
optimal systems.

Theorem 66 For every intersecting system S⊂ Ik
n

|S| ≤
(

n
k−1

)

and the Ik
n(C) (C ⊂ [n],1 ≤ |C| ≤ n− k + 1) are exactly the intersecting systems

achieving equality.
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A well-known inequality of Bollobás [B65] states that for any intersecting
antichain F ⊂ Ln

�n/2�

∑
k=1

|F ∩Lk
n|(n−1

k−1

) ≤ 1.

What is the Bollobás-type inequality for In? The answer follows by simple rea-
soning. For an intersecting antichain S = {[Ai,Ai∪Di] : Ai∩Di = /0,1≤ i≤m} in In
necessarily {Di : 1≤ i≤ m} is an antichain in Ln. We get the following inequality.

Theorem 67 For an intersecting antichain S in In

n+1

∑
k=1

|S ∩Ik
n |( n

k−1

) ≤ 1.

Conversely, we can translate this inequality backwards. Thus the LYM inequal-
ity for the Boolean lattice is exactly the Bollobás-type inequality for the Boolean
interval lattice.

A strictly increasing sequence of subsets of [n] and of length k is called a k-chain.
Ck

n denotes the set of all those chains and we define Cn =
⋃n+1

k=1 Ck
n . M(n,k) denote

the maximum size of intersecting families of k-chains in [n].

Theorem 68 The intersecting family of all k-chains in Ln starting with the empty
set φ has the maximal cardinality M(n,k).

Remark We have started to think about families of d-intersecting k-chains. Here
the chains A1 ⊂ A2 ⊂ ·· · ⊂ Am and A′1 ⊂ A′2 ⊂ ·· · ⊂ A′m′ are d-intersecting if there
are indices i1 < · · ·< id and j1 < · · ·< jd with Ai� = A′i� for � = 1,2, . . . ,d.

Applying a shifting operator as in [ESS94], one can show that there is an optimal
family F with a strong d-intersection property saying that for any C,C′ ∈ F there
is a subset S ⊂ {0,1, . . . ,n}, |S| ≥ d, such that all Xj = {1,2, . . . , j} with j ∈ S are
contained in both, C and C

′. Here X0 = φ .
This means that there is a set S = {E(F) : F ∈F} of subsets of {0,1, . . . ,n} with

|S(F)∩S(F ′)| ≥ d

associated with F , such that for j ∈ E(F) Xj is contained in F .
It seems natural to conjecture that for some ε > 0 and n large for d ≤ n(1− ε),

there is an optimal family of d-intersecting chains all containing X0,X1, . . . ,Xd−1.
The restriction on d is essential, because otherwise the guess is false.

To see this, let us assume that n−d is bounded by a constant b. Then the number
of chains in the family just specified is bounded by a function of b only. However, the
family of chains containing {Xi}i∈S, where S runs through all subsets of {0,1, . . . ,n}
with cardinality at least n+d

2 , is d-intersecting and increases with n. In the spirit of
this construction is our last contribution in Research Problem 5.
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9. An Application of the Complete Intersection Theorem (Here Theorem 1)
in Complexity Theory

Here Theorem 1 is used only in the special case t = 2 to yield a continuous ver-
sion. More precisely, in [DS05] an inequality is derived for the p-biased product
distribution µp, 0 < p < 1, on {0,1}n or, equivalently on 2[n], where for S ⊂ [n]

µp(S) = p|S|(1− p)n−|S|.

Lemma 48 (Dinur and Safra 2005) For Ai = {F ∈ 2[n] : |F ∩ [2+2i] | ≥ 2 + i}
with 0≤ i≤ � n

2�−1, 0 < p < 1
2 , and 2-intersecting F ⊂ 2[n]

µp(F)≤max
i
µp(Ai).

Proof. Denote µ = maxµp(Ai). Assume that for a 2-intersecting F0 ⊂ 2[n0] the
inequality is false: a = µp(F0)−µ > 0. Thus consider F =F0∪2[n]−[n0] for n > n0
large, to be determined later.

Clearly F is 2-intersecting and in natural notation µ [n]
p (F) = µ [n0]

P (F0). Consider
for θ < 1

2 − p, to be determined later,

S = {k ∈ N : |k− pn|θn},

and for every k ∈ S define Fk = F ∩
([n]

k

)
. It is clear from elementary Probability

Theory that most of F ’s probability comes from
⋃

k∈SFk. Therefore, there must be
at least one Fn violating the bound in Theorem 1. Indeed,

µ+a = µp(F) = ∑
k∈S

pk(1− p)n−k|Fk|+o(1).

Hence, there exists a k ∈ S for which |Fk|
(n

k)
≥ µ + 1

2 a. We are left to show that µ
(n

k

)

is close enough to max
i
|Ai∩

([n]
k

)
|. This follows from the usual tail bounds. Subsets

in
([n]

k

)
for large enough i (depending only on k

2 but not on k or n) have roughly
k
2 (2i+2) elements in the set [2i+2].

Moreover, the subsets in Ai have at least i+2 elements in [2i+2], thus are very
few (compared with

(n
k

)
), because i+2

2i+2 > 1
2 > p + θ ≥ k

n . In other words, there

exists some constant Cp+θ ,µ , for which |Ai ∩
([n]

k

)
| < µ

(n
k

)
for all i ≥Cp,µ as long

as k
n ≤ p+θ .
Additionally, for every i < Cp,µ taking n to be large enough we have for all k ∈ S

|Ai∩
([n]

k

)
|

(n
k

) =M k
n
(Ai)+o(1) = µp(Ai)+o(1) < µ+o(1)

where the first inequality follows from a straightforward computation.
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Exercises

1. Derive Theorem 61 from Theorem 62 (ad 7).
2. (LYM-inequality) Using the AZ-identity (Theorem 65) and Lemma 47, prove

that for any antichain A⊂ In

n+1

∑
k=0

|A∩Ik
n |

wk
≤ 1. (ad 8)

3. (Sperner property) Prove that for every antichain A⊂ In

(i)

|A| ≤ max
0<k≤n+1

wk =
(

n⌈ n+1
3

⌉
−1

)
2n−� n+1

3 �+1

(ii)

max
0<k≤n+1

wk =

⎧
⎨

⎩

w�+1, if n+1 = 3�+1
w�+1, if n+1 = 3�+2
w�+1 = w�, if n+1 = 3�.

(iii) The antichains A of maximal length are

A=
{
I�+1

n , if n+1 = 3�+m;m = 0,1,2,
I�

n, if n+1 = 3�.

Thus, if 3 | n+1, then there are two optimal antichains (ad 8).

Research Problems

1. Find the bound for the cardinality of A ⊂
([n]

k

)
with the property ∀ A,B,C ∈ A,

|A∩B| ≥ t, |B∩C| ≥ t ⇒ |A∩C| ≥ t (ad 2).
2. Conjecture Let F ⊆

([n]
k

)
, (1≤ k < n/2). Suppose that for each A ∈ F there ex-

ists x = x(A) ∈ {0,1, . . . ,k} such that A has no x-intersection. Then |F| ≤
(n−1

k−1

)
.

It is clear that the conjecture is not true for n < 2k : in F =
([n]

k

)
each member

has no 0-intersection.
The following example shows that the conjecture is wrong also for n = 2k, for
each k > 1.

Example Construction: let A,B ∈
([n]

k

)
be a pair of disjoint sets.

For odd k : let

F =
{

F ∈
(

A∪B
k

)
: F = B or |F ∩A|> k

2

}
.

For even k : let a be fixed point of A, and let
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F =
{

F ∈
(

A∪B
k

)
: F = B or |F ∩A|> k

2
, or |F ∩A|= k

2
, a ∈ F

}
.

The system F satisfies the hypothesis of the conjecture:
B has no x-intersection for all x : k/2 < x < k,
A has no x-intersection for all x : 0 < x < k/2.
Each F ∈ F \{A,B} has no 0-intersection.

The size of F : it is easy to see that |F \{B}|= 1
2

∣
∣
∣
∣
(A∪B

k

)
∣
∣
∣
∣. Therefore,

|F|= 1
2

(
2k
k

)
+1 =

(
2k−1
k−1

)
+1. (ad 5)

3. Conjecture (Chvátal (1974)) Let S ⊂ 2[n] be a downset and let A ⊂ S be an
intersecting system. Then

|A| ≤max
i∈[n]
|S(i)|. (ad 6)

4. Conjecture ([ESS94]) M(n,k) is assumed by the simple intersecting family φCk
n

of all k-chains meeting φ (or [n]). As

φCk
n =

⋃

I=[φ ,B],B∈( [n]
r−1),r≥k

Ck
n(I)

and therefore

|φCk
n|=

n+1

∑
r≥k

q(r)
(

n
r−1

)
,

the conjecture can be restated as

M(n,k) =
n+1

∑
r≥k

q(r)
(

n
r−1

)
. (ad 8)

5. Conjecture For all n,d and some w≥ d there is an optimal d-intersecting family
of chains, which contain at least

⌈w+d
2

⌉
members of X0,X1, . . . ,Xw−1 (ad 8).

Notes to Lectures 2–4

1. Vertex Isoperimetric Theorems (VIP)

The senior author, while aiming at strong converse proofs in Multi-user Informa-
tion Theory, came to conjecture a result, which he named in analogy to results
in classical geometries isoperimetric theorem in binary Hamming space. Then
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Katona [K75] proved the conjecture, and it was noticed later that it had already
been proved by Harper [H64], who was also motivated by Information Theory. For
general Hamming spaces carrying even a product probability distribution Pn an in-
equality sufficient for the information theoretical purposes was also established with
the help of a 0-1-law by Margulis [M74].

We define the k-Hamming-neighborhood ΓkA of a set A⊂X n as

ΓkA � {yn ∈ X n : d(yn,xn)≤ k for some xn ∈ A}.

Lemma 49 (Blowing up Lemma, Ahlswede, Gács, and Körner [AGK76]) Let

P be a finite set of probability distributions on X . For any Pn =
n
∏
i=1

Pi with Pi ∈ P ,

there is a constant c(P) : A⊂X n with Pn(ΓkA)≥Φ(Φ−1(Pn(A)))+n−1/2(k−1)c
if Φ(t) =

∫ t
−∞(2π)−1/2e−u2/2du.

On the one hand, it became the forerunner of great activities in probability theory
concerning concentration of measures ([M96], [M98], [T91], [T95]). On the other
hand, still open is the Research Problem 1.

For the Taxi space the vertex isoperimetric problem was easier and quickly
solved independently by Furlmeier/Kalus [FK77] in their joint diploma thesis and
by Wang/Wang [WW77]. Some additional information about isoperimetric prob-
lems in discrete space one can find in [B94].

2. Vertex Diametric Theorems (VDP)

Somewhat earlier systematic investigations were made in [AK77], where stimulated
by the “Spiegelungstheorem” of E. Schmidt ([S48a], [S48b], [S49]) the following
two family result was found.

We define
Γl(A) � {s : s ∈ S,µ(s,a)≤ l for all a ∈ A}

and
Γ−l(A) � {s : s ∈ S,µ(s,b)≥ l for all b ∈ Ac}

in a metric space (S,µ).

Lemma 50 (Ahlswede and Katona [AK77]) In the binary Hamming space,

min
|A|=N

|Γl(A)|= 2n− max
|A|=N

|Γ−(u−r)(Ā)|,

where
Ā = {bn ∈ {0.1}n : bn = ān = (1−a1, . . . ,1−an),an ∈ A}.

Also the equivalence of a result of Kleitman [K66b], now termed diametric theo-
rem for binary Hamming spaces, with Katona’s Unrestricted Intersection Theorem 4
was shown.
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3. Updating Memories with Cost Constraints: Optimal Anticodes

That Combinatorics and Information Sciences often come together is of no sur-
prise, because they were born as twins (Leibniz in Ars Combinatoria gives credit to
Raimundus Lullus from Catalania, who wanted to create a formal language).

In the example

N O T S O C L E A R

N O W C L E A R E R

dH = 7 letters have to be changed for an updating, where dH is the Hamming
distance, measuring the cost.

How many messages can be updated into each other, if cost ≤ c? This is equiva-
lent to the diametric problem in Hamming spaces.

For a Hamming space (Hn
q,dH), the set of n-length words over the alphabet

Xq = {0,1, . . . ,q− 1} endowed with the distance dH , we determine the maximal
cardinality of subsets with a prescribed diameter d or, in another language, anti-
codes with distance d. We refer to the result as Diametric Theorem.

In a sense anticodes are dual to codes, which have a prescribed lower bound on
the pairwise distance. It is a hopeless task to determine their maximal sizes exactly.

We find it remarkable that the Diametric Theorem (for arbitrary q) can be derived
from the Complete Intersection Theorem, which can be viewed as a Diametric The-
orem (for q = 2) in the constant weight case, where all n-length words considered
have exactly k ones.

This model for updating memories gave further motivation to study VDP for
other metrics like the Taxi metric (Lecture 3), Lee metric, and general sum-type

functions ϕn(xn,yn) =
n
∑

t=1
ϕ(xt ,yt), where ϕ : X ×X → R.

For the Hamming space the problem was much harder (Lecture 2). Optimal are
certain Cartesian products of a ball and a suitable subcube (or cylinder set). De-
pending on the parameters this configuration can degenerate into a ball and up to
isometrics (with one exception of two solutions), and there is only one solution.

Notice that the Complete Intersection Theorem for parameters (n,k, t) can be
viewed as the Diametric Theorem on the Johnson space of binary n-tuples of given
Hamming weight k for diameter D = 2k−2t.

Its proof uses essentially the new concept of generated sets, and the result is used
to prove the Diametric Theorem. This connection is the reason for presenting in this
book diametric theorems and not isoperimetric theorems, which are proved by other
methods and have already been presented in books as for instance [H04].

It is our aim to have the striking breakthrough in problem solving show up in the
first chapter of these Advances. Later other proofs for both theorems were given by
Ahlswede and Khachatrian [AK99]. The most advanced method in this direction is
the shifting technique of [AAK03d], where the Shadow Theorem ([K63],[K68]) is
proved by a sequence of steps not reducing the size of the shadows.
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There are several essential contributions to VDP (and VIP) in Lee spaces mostly
by Bollobás and Leader ([BL90], [BL91], [BL93], and [BL04]) and a start in
Koppenrade [K91]. However, the cases of odd q are not completely solved.

A complete solution of an EIP has been given in [AB95] for integer arrays after
work of [BL91] for good parameters.

4. Edge Diametric Theorems (EDP)

Linked to the Complete Intersection Theorem is Theorem 9 with a new concept
concerning edges vs. diameter. The solution is forHn

2. We propose the

Research Program A

Analyze EDP forHn
q and other metric sequence spaces.

We now sketch a wider scope: rate-wise optimality, average performance criteria,
additional algebraic structure, and more diametric and also isoperimetric theorems
in sequence spaces to give the reader a broader view. The essence is the message that
advanced information-theoretical methods give “rate-wise” optimal solutions. We
also present a generalization of Harper’s vertex-isoperimetric problem and finally a
novel vertex-diametric theorem in direct products of Abelian groups.

For some distance function d (like Hamming, Lee or Taxi metrics) the surface
Γd(A) is the set of points in the complement of A and with distance 1 to A.

Harper’s solution of the isoperimetric problem in the Hamming space Hn
2 can

be read now in [H04]. However, a “rate-wise” optimal solution was found in [A99]
for the t-th surface Γt

ρn
(A) = {xn ∈ X n : xn 
∈ A, ρn(xn,an) ≤ t for some an ∈ A}

with t = τn, where ρn(xn,an) =∑n
i=1ρ(xi,ai) and ρ :X ×X →R is any symmetric

function, i.e. found was the rate

R(λ ,τ) = lim
n→∞

1
n

min
|A|≥exp(λn)

log |Γτn
ρn(A)|,

using the Inherently Typical Subset Lemma by Ahlswede/Yang/Zhang [AYZ97].
Another kind of diametric theorem is for average diameter constraint (see

below). We have now gained by examples an understanding of the following classi-
fication:

restricted case ↔ unrestricted case
worst case ↔ average case

vertex-isoperimetric ↔ edge-isoperimetric
vertex-diametric ↔ edge-diametric

exact solution ↔ rate-wise optimal solution
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5. Rate-Wise Optimal Solutions for the Average Case (Vertex)-Diametric
Problem

Exact solutions for the worst case vertex-diametric problem have been discussed
in connection with intersection theorems in Lecture 2 for the Hamming distance.
A worst case diametric problem for edges in the binary case was also considered in
Lecture 2.

The Diametric Theorem for the average was obtained in [AA94] with rate-wise
optimal solution: A⊂X n has an average diameter not exceeding D, if

Dave =
1
|A|2 ∑

xn,yn∈A
ρn(xn,yn)≤ D.

In [AA94] was proved the following “rate-wise” statement.

Theorem 69 (Diametric Theorem in Average) For the Hamming space Hn
q and

rate 0≤ R≤ logq the smallest average diameter

dn(R) = min
An⊂Hn

q, |An|≥exp(Rn)
Dave(An), n ∈ N,

satisfies

d(R) = lim
n→∞

1
n

dn(R)

= min

⎡

⎣ ∑
x,y∈H1

q

(
λdH(x,y)P(x)P(y)+(1−λ )dH(x,y)P′(x)P′(y)

)
⎤

⎦ ,

where “min” is taken over λ ∈ [0,1], and probability distributions on H1
q with

λH(P)+(1−λ )H(P′)≥ R. Here H(P) =−∑x∈H1
q

P(x) logP(x) stands for the en-
tropy of the distribution P.

Writing R =−β logβ − (1−β ) log(1−β ) for q = 2 we get d(R) = 2β (1−β ).
For α = 3 calculations show that P 
= P′ occurs in the optimization.

For general sum-type functions ρn instead of dH the same result was proved in
[AC97a]. There are also extensions to several sets with some pairwise mutual av-
erage distances (or costs), and some internal average distances all simultaneously
valid are treated. The proofs use a tool from Information Theory to bound the car-
dinality of ranges of auxiliary random variables:

Lemma 51 (Support Lemma, [AK75]) Let P(Z) be the set of all probability dis-
tributions on the finite set Z, let f j ( j ∈ [k]) : P(Z)→ R be continuous functions,
and let µ be a probability distribution on P(Z) with Borel σ−algebra, then there
exist elements Pi ∈ P(Z) and α1, . . . ,αk ≥ 0, ∑k

i=1αi = 1 such that

∫

P(Z)
f j(P)µ(dP) =

k

∑
i1
αi fi(Pi), j = 1,2, . . . ,k.
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Research Program B

Find sum-type functions for which the diametric problem in average can be solved
exactly.

6. Edge-Isoperimetric Inequalities Rate-Wise Optimal

In this book we have focused on solving difficult problems (Chapters II, VI), in-
troducing new concepts (such as higher level extremal problems in Chapter IV),
and developing new methods (to establish AZ-identities and AD-inequalities in
Chapter V). Perhaps most important here as a novelty is the local-global princi-
ple, which plays a key role in the recent book by Harper [H04]. It also stimulated
work for vertex-isoperimetric problems [BS02]. Furthermore, applications and mo-
tivations for finding methods are discussed.

The lexicographical order L on the sequence space [0,q−1]n is defined by xn
L <

yn
L iff there exists a t such that xt < yt and xs = ys for s < t.

Let G = (V,E) be a finite graph. For any A ⊂ V, define the set of all boundary
edges

B(G,A) = {{x,y} ∈ E : |{x,y}∩A|= 1}.
The edge-isoperimetric problem is to find the minimum of B(G,A) over all

sets A ⊂ V with given |A|. Harper’s result ([H64]) of an edge-isoperimetric
problem, correctly proved by Lindsey [L64] (see also Eggleston [E58], Harper
[H64], [H67b], Bernstein [B67], Clements/Lindström [CL69], Clements [C71],
Kleitman/Krieger/Rothschild [KKR71], Hart [H76], and Frankl [F87]), in the bi-
nary Hamming space says that the first segments in L are optimal.

Now we study the edge-isoperimetric problem in the product Gn of a given graph
G = (V,E). For finite sets Xi, i = 1,2 and two functions ϕi : 2Xi → R, i = 1,2 the
product ϕ1×ϕ2 : 2X1×X2 → R is defined by

ϕ1×ϕ2(A) = ∑
x∈X2

ϕ1(A1(x))+ ∑
x∈X1

ϕ2(A2(x)), A⊂X1×X2,

where A⊂ A1×A2 and

A1(x) = {x1 ∈ X1 : (x1,x) ∈ A},
A2(x) = {x2 ∈ X2 : (x,x2) ∈ A}.

The n-power ϕn is defined as

ϕn = ((ϕ×ϕ)×ϕ)× . . .×ϕ),

It is easy to see that if ϕ(G, ·) =−B(G, ·), then ϕn(·) =−B(Gn, ·) and the edge-
isoperimetric problem reduces to the problem of maximizing ϕn(A) over A ⊂ V n

with fixed |A|.
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W.l.o.g. we assume that V = [0,q−1]. We need the following properties.

1. (Nestedness): For k ∈ X , A⊂ [0,q−1], |A|= k +1

ϕ(A)≤ ϕ([0,k]).

(Hamming, Lee and Taxi metrics satisfy this property).
2. (Submodularity): For A,B⊂ [0,q−1]

ϕ(A)+ϕ(B)≤ ϕ(A∪B)+ϕ(A∩B).

3. We can always assume that ϕ( /0) = 0, otherwise we replace ϕ(A) by ϕ(A)−
ϕ( /0).

The problem is to maximize (for given ϕ) value ϕn(A) over all A ⊂ X n with
fixed |A|.

In [AC97c] it is proved that if q > 2, then for any set function ϕ : 2[0,q−1]→ R,
satisfying the above three conditions it holds that for any integer n ≥ 2, sets in the
initial order L on X n are optimal for ϕn iff initial sets in order L on [0,q− 1]2 are
optimal for ϕ2. One can easily conclude from here that this theorem (called local–
global principle) gives solutions of edge-isoperimetric problems in Hamming spaces
and in some other cases ([H04]).

Define
∆ϕ(k) = ϕ([0,k])−ϕ([0,k−1]).

A pair (R,δ ) is achievable, if for all ε1,ε2 > 0 there exists an n(ε1,ε2) such

that for every n > n(ε1,ε2) there is an An ⊂ X n with
∣
∣
∣
∣

1
n log |An| − R

∣
∣
∣
∣ < ε1 and

1
n|An|ϕ

n(A) < δ − ε2. LetRϕ is the set of achievable pairs (R,δ ).

Theorem 70 (Ahlswede and Cai [AC97b]) The following is true:

Rϕ = {(H(X |U),E∆ϕ(X)) : X ,Usatisfy conditions below}.

Conditions:

(i) Random variable X takes values in a finite set X and random variable U takes
values in U .

(ii) |U| ≤ |X |+1.
(iii) Pr(X = 0|U = u)≥ Pr(X = 1|U = u)≥ . . .(X = q−1|U = u).

7. Boundaries with Intensity

Let B(xn, t) = {zn ∈Hn
2 : dH(xn,zn)≤ t} be the ball in Hamming spaceHn

2 of radius
t with the center in xn. For the set V ⊂Hn

2 denote

Bk(V ) =
{

xn ∈Hn
2 \V,

∣
∣
∣
∣B(xn,1)∩V

∣
∣
∣
∣≥ k

}
.
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8. A Vertex-Diametric Theorem in Gn

Next we consider the vertex-diametric problem with group structure in the direct
product Gn = ∑n

i=1G of finite Abelian groups G = {a0 = 0, . . . ,aq−1}. We impose
the condition that the set in Gn of diameter d, which contains the maximal number
of elements, should be a subgroup of Gn. We write the elements gn ∈ Gn as concate-
nations un = u1u2 . . .un, ui ∈ G, while the operation in group G will be addition.
We need the following definitions.
The zero word of length � is denoted 0�.
For U ⊂ Gn we define S⊂ G, S 
= /0,

US = {u1 . . .un−1 : u1 . . .un−1s ∈ U ∀ s ∈ S,

and u1 . . .un−1s 
∈ U ∀ s ∈ G \S}.

clearly
US∩US′ = /0, S 
= S′.

For U ⊂ G we define U(n) = {un ∈ G : there exists a u1 . . .un−1 with u1 . . .un ∈ U}.
For A⊂ Gm, B⊂ G� we write

AB = {amb� : am ∈ A, b� ∈ B}.

We assume that on Gn is defined (Hamming) metrics: d(un,vn) = |{i : vi 
= ui}| and
for U ⊂ Gn denote D(U) = maxvn,un∈U d(vn,un). We consider

AG(n,d) = max{|U| : U is a subgroup of G}.

We are going to show the proof of the following

Theorem 71 (Ahlswede [A06b]) For any finite Abelian group G and n≥ d

AG(n,d) = |G|d .

Proof. We need some propositions.

Proposition 19 For a subgroup U ⊂ Gn a nonempty US00 is a subgroup of U .

Proof. If for u,v ∈ US0 we have u0+ v0 
∈ US00, then u0+ v0 ∈ US0 and u+ v ∈ US,
where S 
= S0 and S ⊃ S0, because u0 ∈ U , (u + v)su0 + vs ∈ U . Now for x ∈ S \
S0, (u+ v)s−u0 = vx ∈ U , but this contradicts v ∈ US0 , and hence u0+ v0 ∈ US00.
It remains to be seen that u0 has an inverse in US0 0.

There is a v0 ∈ U with u0 + v0 = 0n. If v0 
∈ US00, then v0 ∈ US0, where S 
= S0
and S⊃ S0, because for all s ∈ S0, us ∈ U and since u0+vsus+v0 ∈ U also vs ∈ U .

Now for x ∈ S\S0 we have u0+vx ∈ U and therefore ux+v0 ∈ U and ux ∈ U in
contradiction to u ∈ US0 . Thus US00 is a subgroup. �

Proposition 20 (i) There is exactly one S0 with US0 
= /0
(ii) This S0 is a subgroup of G.

(iii) US0S0 is a subgroup of U .
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Proof.

(i) As 0n ∈ US0S0 for all sets of type S0 (by Proposition 19), disjointness of these
sets gives the statement of the Proposition.

(ii) As 0n ∈ US0S0, also 0n−1s ∈ US0S0 for all s ∈ S0, and for all s,s′ ∈ S0

0n−1s+0n−1s′ = 0n−1s′′ ∈ U .

If s′′ 
∈ S0, then this contradicts that 0n−1 ∈ US0 . Therefore s + s′s′′ ∈ S0. Con-
cerning the inverse of s in S0 use that 0n−1s has an inverse 0n−1(−s)∈U . Again
by definition of US0 we have −s ∈ S0.

(iii) US0S0 is a subgroup of U because it is a direct sum of groups and contained
in U . �

Next consider the decomposition of U into set of cosets of US0S0 and with repre-
sentatives of these cosets of the form 0n−1αi, (i = 1, . . . , I) such that

S0 +αi are disjoint for i = 1, . . . , I.

This gives cosets in U :
US0(S0 +αi), i = 1, . . . , I.

However, necessarily I = 1. We can choose α1 = 0. Generally, using US0S0 we can
make the decomposition into cosets

U =
⋃

γ
(US0 + γ)(S0 +ψ(γ)) (4)

or equivalently
U =

⋃

β
(US0 +ψ−1(β ))(S0 +β ).

Proposition 21 If for a subgroup U ⊂ Gn, |S0|> 1, then the transformation

L :
⋃

S

USS→
(
⋃

S

US

)

· G

results in a group of diameter ≤ d and not a decreased cardinality.

Proof. From (4) it follows that every un−1 occurring in some US0 +γ has multiplicity
|S0 +ψ(γ)| = |S0| and gets by the transformation multiplicity |G| ≥ |S0|. So the
cardinality does not decrease. Furthermore D(US0 + γ)≤ d−1 and also

D(US0γ,US0γ
′)≤ d−1

and the transformation L is appropriate. �

It remains to analyze the case S0 = {0}. Here, due to the definition of US0 , the
decomposition

U
⋃

β∈U(n)

(US0 +ψ−1(β ))β (5)
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holds. The terms (US0 +ψ−1(β )) are disjoint or equal. If US0 +ψ−1(β ) = US0 +
ψ−1(α), then ψ−1(α)−ψ−1(β )∈US0 . Hence D(US0 +ψ−1(α)) = D(US0)≤ d−1
and we can make the same procedure L as in the Proposition 21 replacing all last
symbols β in the decomposition (5) by G.

So it remains to consider the case, when

US0 +ψ−1(α) 
= US0 +ψ−1(β )

for all α 
= β . In this case we replace all last β ′s in the decomposition (5) by 0.
We can continue this process until we come to the set U = Gd , which has the

desired properties. This completes the proof of the theorem. �

Remark Inspection shows that for all n AG(n,d) = |G|min(n,d).

Exercises

1. Derive Kleitman’s result from Lemma 50 (ad 2).

Research Problems

1. Generalize Harper’s isoperimetric theorem for binary to general Hamming spaces
Hn

q. The aim here is of course an exact result (ad 1)!
2. Convert the incomplete diametric theorems for Lee spaces to a Complete Dia-

metric Theorem (ad 3)!
3. Determine

bk(n,N) = min
V∈Hn

2: |V |=N
|Bk(V )|.

In the case k = 1 this problem reduces to the case which was solved by Harper
(we have already mentioned this earlier) (ad 7).

4. Establish vertex-diametric theorems for Krotov-distances ([K00], [K01], [K07])
(ad 8).

Notes to Lecture 5

In [E05] sets F ⊂ W n
q are studied by considering relations different from but

closely related to the relation ↙↘ . For each position t ∈ [n], let Lt ⊂ [n] \ {t}
be a list of positions. Furthermore, let the words in F be ordered, say F =
{un(1),un(2), . . . ,un(|F |)}. We consider the family Fn

q (L1,L2, . . . ,Ln) of ordered
sets F, which satisfy for every i < j the condition that there exists a t ∈ [n] and an
s ∈ Lt such that ut(i) = us( j). Then
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f n
q (L1,L2, . . . ,Ln) = max{|F | : F ∈ Fn

q (L1,L2, . . . ,Ln)} ≤
n

∏
t=1

(|Lt |+1)

From here follows the inequality

f n
q ([n]\{1}, . . . , [n]\{n})≤ nn.

In [T89] a better bound is proved:

f n
q ([n]\{1}, . . . , [n]\{n})≤

(q
n

)

�q/n�r�q/n�n−r .

Note, that if n divides q, then

(q
n

)

�q/n�r�q/n�n−r = nn

(q
n

)

qn

and the last bound is tight for q = n+1 giving the bound q!/2.
Let us just also draw attention to another direction. There is a wide area of ex-

tremal problems concerning words of various length. For instance with relations of
sequence–subsequence, sequence–supersequence, for which many problems con-
sidered in this book are also meaningful. We draw the reader’s attention to the papers
[AC97d], [DD97a], and [DD97b].

Also of interest are extremal problems for special families of sets like downsets
and upsets, also with weight assignments, and of course also diametric and isoperi-
metric problems for abstract graphs and hypergraphs.

Theorem 72 (Ahlswede and Katona [AK77]) Denote by Ki = Ki(U),
i = (0,1, . . . ,n), the number of i-element members of a downset. Then

min
U :|U |=N

n

∑
i=1

Kiwi,1≤ N ≤ 2n,

is assumed

(i) in case w0 ≤ w1 ≤ ·· · ≤ wM ≥ wM+1 ≥ ·· · ≥ wn by a union of a quasi-cylinder
and a quasi-sphere,

(ii) in case w0 ≥ w1 ≥ ·· · ≥ wM ≤ wM+1 ≤ ·· · ≤Mn by an intersection of a quasi-
cylinder and a quasi-sphere.

Research Problems

1. Find the value of f n
q ([n]\{1}, . . . , [n]\{n}) for all q.
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Notes to Lecture 6

For the value
Mq(n) = max

0≤δ≤n
Mq(n,δ )

when q = 2 the bound

M2(n)≤
{

2n, 2|n,
2n−1, 2 
 |n.

(6)

was first proved in [AEP84].
Equality in (6) is achieved for example on the sets A = {01,10}m, B = {11,00}m,

n = 2m or A = {01,10}m ×{0}, B = {11,00}m ×{0} n = 2m + 1. Simple (and
closely related) proofs of (6) based on elementary Linear Algebra and slight gener-
alizations were given in [DP85], [HL67].

One can replace the property (A,B) to be a constant distance pair by the one-sided
constant distance property:

dH(an,bn) = dH(an,b′n), an ∈ A, bn,b′n ∈ B.

Obviously from the property of the pair to be constant distance follows the one-sided
property, from which in turn follows 4−WP.

Next consider the family A ⊂ {0,1}n which for a prescribed set L ⊂ {0,1, . . .}
has the property that λ (an,bn) ∈ L for distinct members an,bn ∈ A. In [FW81] it is
proved that

|A| ≤
|L|

∑
i=0

(
n
i

)
.

This inequality implies as a corollary the following fact. Given integers p and c < n,
let A⊂ {0,1}n be such that for all an 
= bn ∈ A one has

λ (an,bn)≡ c mod p, (7)

then |A| ≤
�(n−c−1)/p�

∑
i=0

(
n
i

)
.

Moreover, Frankl and Rödl [FR87] extended this result to two families, thus ob-
taining a generalization of Ahlswede, El Gamal, and Pang [AEP84].

Theorem 73 (Frankl and Rödl 1987) If for A,B⊂ 2[n] (7) holds for all an ∈ A and
bn ∈ B then either

(i) c = 0 and |A||B| ≤ 2n

or
(ii) 0 < c < p and |A||B| ≤ 2n−1.

Another generalization of (6) for T families is given by Aydinian in [A88].

Theorem 74 Let A1, . . . ,AT ⊂Hn
2 be distinct families with the property

dH(an
i ,a

n
j) = δ (i, j), an

i ∈ Ai, an
j ∈ A j, i 
= j ∈ [1,T ],
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then
|A1| · . . . · |AT | ≤ 2n. (8)

Proof. Consider instead of vectors an = (a1, . . . ,an) ∈ Hn
2 their bipolar images

an = (a1, . . . ,an), a = (−1)a. If A1,A2 ⊂ 2[n] are such that dH(an
1,a

n
2) = δ , an

1 ∈
A1, an

2 ∈ A2, then we say that vectors ck,d
k ∈ {−1,1}k are orthogonal if (cn,d

n) =
∑n

i=1 ci,di = 0. Let now αm(i) = (α1(i), . . . ,αm(i)), i = 1, . . . ,T be T orthogonal
vectors of length m≥ T with components from {−1,+1}.

Note that such vectors always exist (use e.g., Hadamard matrices of order m = 2r,
r ∈ N).

Consider new sets B1, . . . ,BT ⊂ {−1,1}n : Bi = {(α1(i) · an
i (1), . . . ,αm(i) ·

an
i (m)), an

i ( j) ∈ Ai, j = 1, . . . , |Ai|}. It is easy to see that |Bi| = |Ai|m and
span(Bi)⊥span(B j). Thus

T

∑
i=1

dimspan(Bi)≤ mn.

As |{−1,1}n ∩ span(Bi)| ≤ 2dimspan(Bi) we have |B1| · · · |BT | ≤ 2mn. Since |Bi| =
|Ai|m, from the last inequality we obtain (8). �

Notes to Lecture 7, 8

Recall that for product hypergraphs Hn the minimal covering number c(Hn), the
minimal partition number π(Hn), and the maximal packing number p(Hn) satisfy

c(Hn)≤ π(Hn)≤ p(Hn),

if c(Hn) and p(Hn) are well defined, whereas the zero error capacity
limn→∞

1
n log p(Hn) is known only for very few cases, a nice formula exists for

limn→∞
1
n logc(Hn) (see Theorem 17).

Even in the case of nonidentical factors Hi = (Vi,Ei), i ∈ N, with maxi |Ei|< ∞,
the asymptotics of c(Hn) is known (pages 762–771 in [G]):
limn→∞

1
n

(
logc(Hn)−∑n

t=1 log
(
maxq∈Prob(Et ) minv∈Et ∑E∈Et 1E(v)qE

)−1
)

= 0,
where Prob(Et) is the set of all probability distributions on E , 1E is the indicator
function of the set E.

The main difficulty in determining the zero error capacity comes from odd cycles
of length ≥ 5. Cycle length 5 was settled by Lovász [L79b]. The case of length 7 is
already unsolved. Haemers [H79] and Alon [A98] disproved conjectures by Shan-
non [S56] and Lovász: neither is the zero error capacity additive for two parallel
channels, that is, Vt = V×V′ and Et = E ×E′ for t = 1,2, . . ., nor has the “sum chan-
nel” an “equivalent number of letters” equal to the sum of the “equivalent number
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of letters” for the individual channels. These phenomena are a good entrance into
concepts and methods of this fascinating study of independence numbers of graphs.

The difficulties in analyzing π(Hn) are similar to those for p(Hn). For the
case of graphs with edge set E including all loops, we prove that π(Hn) = π(H)n

([AC93b]). This result is derived from the corresponding result for complete graphs
with the help of Gallai’s Lemma in Matching Theory. Another interesting quan-
tity is µ(Hn), the maximal size of a partition of Vn into sets that are elements of
En (again only hypergraphs (V,E) with a partition are considered). We also call µ
the maximal partition number. It behaves more like the packing number. Clearly,
π(Hn) ≤ µ(Hn) ≤ p(Hn). It seems to us that an understanding of these partition
problems would be a significant contribution to an understanding of the basic, and
seemingly simple, notion of Cartesian products.

We present now a hypergraph covering lemma useful for deriving capacity re-
sults in the theory of Identification (for classical [A06c] in [G], 926–937 and quan-
tum channels [AW02]), in the theory of Common Randomness [AC98] (where
actually also balanced partitions, started in [A79] and [A80], play a basic rule
nowadays) and helpful for the analysis of number theoretical complexity measures
useful for Cryptography ([AKMS03], [AMS06a] in [G], 293–307, [AMS06b] in
[G], 308–325).

Lemma 52 Let Γ = (V,E) be a hypergraph, with a measure QE on each edge E,
such that QE(v)≤ η for all E, v ∈ E. For a probability distribution P on E define

Q = ∑
E∈E

P(E)QE ,

and fix ε,η > 0. Then there exist vertices V0 ⊂V and edges E1, . . . ,EL ∈ E such that
with

Q̄ =
1
L

L

∑
i=1

QEi

the following holds:

Q(V0)≤ η ,

∀v ∈ V \V0 (1− ε)Q(v)≤ Q̄(v)≤ (1+ ε)Q(v),

L≤ 1+η |V|2ln2log(2|V|)
ε2η

.

Basic covering problems are investigated by Dumer, Pinsker, and Prelov in [G],
738–761: the problem of thinnest coverings of spheres and ellipsoids with balls and
ellipsoids in Hamming and Euclidean spaces. New bounds in terms of the ε-entropy
of Hamming balls and spheres are established. The derived upper and lower bounds
are optimal up to an additive logarithmic term on the dimension.
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Notes to Lecture 11

1. On Pairs of Families with Mutually Incomparable Sets

We consider the partially ordered set with elements from [0,k−1]n, which is defined
as the direct product of the chain [0,k− 1] = {0,1, . . . ,k− 1}, and study the set
CAC(n,k) of pairs (A,B) of incomparable setsA,B⊂ [0,k−1]n, that is, A 
≤B, A 
≥
B for all A ∈ A, B ∈ B.

In [AZ90b] for the case k = 2 it is proved that |A||B| ≤ 22n−4. Equality here
occurs for instance if

A = {X ∈ 2[n] : 1 ∈ X , 2 
∈ x},
B = {X ∈ 2[n] : 1 
∈ X , q ∈ X}.

We are concerned with the growth of the functions

f (k,n,m) = max{|B| : (A,B) ∈ CAC(n,k), |A|= m}.

In [AK96c] for (A,B) the inequality

|A|1/2 + |B|1/2 ≤ kn/2 (9)

is proved.
In the same paper it is shown that for 0≤ m≤ 2n−1 we have

f (2,n,m) = 2n−1 +2 f (2,n−2,m)−m.

2. A Higher Level Extremal Problem for Hamming Distance

Consider the following problem: find the maximal number m(n) of subsets Ai such
that {Ai, i = 1, . . .m(n)} is a partition of the Hamming space Hn

2 and the distance
between each pair of elements from different subsets is equal to 1. In [ABBMM93]
the bounds √

2
2

√
n2n ≤ m(n)≤

√
n2n +1 (10)

were derived.

3. Other Kinds of Dimensions

For a finite set [n] we studied the family 2[n] of all its subsets by assigning to A∈ 2[n]

a 0-1-vector in the canonical way and to a family A⊂ 2[n] a set of 0-1-vectors.
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As subset of the vector space {0,1}n it has a dimension, which is the vector space
dimension of the subspace it generates.

According to [FK06] Erdös communicated to them in 1993 that for a set system
A ⊂ 2[n] he considers set systems B ⊂ 2[n] with the property that every A ∈ A can
be written as a (nonempty) union of at most b = 2 members of B. Calling such a B
a 2-base he asked for determining

d2(A) := min{|B| : B is a 2-base of A},

which we call 2-dimension of A. He was primarily interested in the cases

A(n) = 2[n],A(n,≤ k) =
(

[n]
≤ k

)
=

k⋃

l=0

(
[n]
l

)
, and A(n,k) =

(
[n]
k

)
.

He conjectured that
d2(A(n)) = 2�

n
2 �+2�

n
2 � −1 (11)

and that an extremal family consists of all subsets of V1 and V2, where V1∪V2 = [n]
is a partition of [n] into two almost equal parts. A lower bound d2(A(n)) ≥ (1 +

o(1))2
(n+1)

2 is a consequence of the inequality |A| ≤
(|B|

2

)
+ |B|, which holds for any

2-base B of A.
Although the determination of d2(A(n,≤ k)) is trivial for k ≤ 2 for k = 3, it can

be obtained from Turan’s theorem. The next case k = 4 was settled in [FK06]. From
d2(A(n,≤ k)) also d2(A(n,k)) can be derived.

Recently [FLS07] modified the question of Erdös by allowing only (nonempty)
disjoint unions and generalized it from b = 2 to any value of b by allowing at most b
members of B. This leads to a b-dis-basis and the b-dis-dimension d∗b . ForA(n) they
conjectured optimality of B having all subsets as members, which are contained in
the atoms of balanced partitions of [n] with b atoms. That is, writing n in the form

n = ab+ c with 0≤ c < a,

they conjecture
db(A(n)) = (b+ c)2a +1−b, (12)

which they proved among others for the cases n≤ 3b.
There are further reasonable generalizations. We emphasize the extensions of

the sequence space {0,1}n to {0,1, . . . ,q− 1}n with the operation an ∨ bn = (a1 ∨
b1, . . . ,an∨bn).

We also draw attention to a complexity problem, 3.10 on pages 57–58 of [CG87].
Finally, the area of extremal problems under dimension constraints [ACZ96] be-

comes a wide field, if we include the dimension concepts mentioned earlier.

Research Problems

1. For every k describe all CAC(n,k) with equality in (9) (ad 1).
2. How does f (k,n,m) behave asymptotically in k,n and m (ad 1)?
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3. Reduce the gap between the bounds in (10) (ad 2).
4. Prove the conjecture (11) of Erdös (ad 3).
5. Prove the conjecture (12) of [FLS07] (ad 3).

Notes to Lecture 12

1. On Security of Statistical Databases

It is interesting that results and methods developed for systematic study of extremal
problems under dimension constraints in this lecture (see also the survey paper
[AAK03e]) could be useful for applications, in particular for the study of database
security problems. The results presented in [AA07] are either direct consequences
of results in [AAK03e] or can be easily derived using tools from that paper.

A Statistical Database (SDB) is a database that returns statistical information
derived from the records to user queries for statistical data analysis. An important
problem is to provide security to SDB against the disclosure of confidential infor-
mation. Examples of confidential information stored in a SDB might be salaries or
data concerning the medical history of individuals. A statistical database is said to
be secure if no protected data can be inferred from the available queries, otherwise
it is called compromised. One of the security-control methods suggested in the lit-
erature (see [D82] and [D-F02] for more information) consists of query restriction:
the security problem is to limit the use of the SDB, introducing a control mecha-
nism, such that no protected data can be obtained from the available queries. Such a
control mechanism for query restriction was proposed in [CO82], where only SUM
queries, that is only certain sums of individual records, are available for the users.

As an example consider a company N with n employees. Suppose that for each
member of N is recorded the sex, age, rank, length of her/his employment with N,
salary, etc. The salaries {z1, . . . ,zn} of the individual employees are confidential.
Only SUM queries are allowed, i.e., the sum of the salaries of the specified people
is returned. For example one might pose the query: What is the sum of salaries for
males above 50?

How large can be the number of SUM queries, preventing compromise (i.e., no
individual salary zi can be inferred using the outcomes from the list of allowed SUM
queries)?

More generally, let z1, . . . ,zn be nonzero real numbers, which are n confidential
records stored in a database. A possible SUM query for users is SA := ∑i∈A zi for
some A⊂ [n] := {1, . . . ,n} with |A|> 1. A natural problem is to maximize the num-
ber of SUM queries, possibly with some other side constraints, without compromise.
This problem was originally stated in [CO82] and is studied (in different settings)
in [BHM00], [DKM04], [E65], [G99], [HBM99], and [MS94].

In particular, consider the problem (without constraints): Maximize the number
M of subsets (answerable query sets) A1, . . . ,AM ⊂ [n] such that the knowledge of the
corresponding sums SA1 , . . . ,SAM does not enable one to determine any of records zi.
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This problem can be reduced to the following one. Given nonzero real numbers
a1, . . . ,an, determine the maximum possible number of subsets with a zero sum,
that is determine the maximum number of (0,1)-solutions of an equation

a1x1 + . . .+anxn = 0 (ai ∈ R\{0}). (13)

Theorem 75 (Miller, Roberts, and Simpson 1991) (i) The maximum number of
answerable SUM queries without compromise, from a database of n real entries
zi is

( n
�n/2�
)
.

(ii) ([G99]) The maximum is achieved iff the set of entries is partitioned into two
parts, of sizes � n

2� and � n
2�, and all query sets have equal number of elements

from each part. Equivalently, the maximum number of (0,1)-solutions of (1,1),
assumed for ai = −ai+1 (i = 1, . . . ,n− 1) , is unique up to permutations of
the coordinates.

In [BHM00], [G99], [HBM99], [MRS91] other models of compromise were in-
troduced and studied. Among them so called relative compromise where either some
record zi or some difference zi− z j (i 
= j) can be inferred from available queries.
This model leads to the Erdös-Moser problem [E65] (determine the largest possible
number of subsets of a set of real numbers {a1, . . . ,an} having a common sum of
elements) and its generalizations ([G99]). In an excellent survey paper by Griggs,
further fundamental models of security: group-security, internal-security, etc., were
proposed. It was shown that they lead to challenging combinatorial, number theo-
retic, and geometric problems.

All these problems can be formulated in terms of (0,1) – solutions of some linear
equations (over real numbers) with certain restrictions.

In the model called group-security model suggested in [G99] not only individual
data but also subset sums of subsets I ⊂ [n] with small size, say 0 < |I| ≤ g, must be
protected. This problem is equivalent to the following one.

Determine the maximum number G(n,g) of (0,1)-solutions of equation (13) pro-
vided there are no nonzero solutions of Hamming weight less than g + 1. Assume
that the number of elements in the SUM queries are restricted by the size constraint:
only sums of m (or at most m) elements are considered. Then the problem is equiv-
alent to finding the maximal number of (0,1)-solutions of weight m (or weight not
exceeding m) of equation (13), provided there are no (nonzero) solutions of weight
less than g + 1. We denote these quantities by G(n,m,g) (resp. G(n,≤ m,g)). The
problem for g = 1 was considered and solved for n% m in [DKM04].

Theorem 76 (Demetrovich, Katona, and Miklos 2004) For integers 1 < m ≤ n
and t := �n/m�, holds

(i) G(n,m,1) = t
( n−t

m−1

)
, if n% m.

(ii) G(n,≤ m,1) = t
( n−t

m−1

)
(1+o(1)), as n→ ∞.

In [AA07] G(n,m,g) is determined for all parameters. Surprisingly the answer is
the same as for 1-security, that is G(n,m,g) = G(n,m,1). Also G(n,g) is determined
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(as well as Gk(n,g)), within a constant factor less than 1/2. It turns out that for all
1 < g < n

2 , the number of answerable queries decreases less than two times when
compared with 1-security, that is 1

2 G(n,1) < G(n,g) < G(n,1).
Given n,m,w ∈ N let F(n,m,w) denote the maximum number of (0,1)-vectors

X ⊂ R
n of weight m such that the span(X) does not contain (0,1)-vectors of weight

w. Similarly the function F(n,w) is defined where again vectors of weight w are
forbidden but we have no restriction on the weights of (0,1)-vectors corresponding
to the query sets (the unrestricted case). In [AAK03b] F(n,m,w) is determined for
all parameters 1 ≤ w < m < n. Results for F(n,w) are presented in [AAK05]. It is
clear that F(n,m,1) = G(n,m,1) and F(n,m,g)≥ G(n,m,g). Surprisingly, one has
also equality here.

Theorem 77 (i) For integers 1≤ g < m≤ n let t ∈ {�n/m�,�(n+1)/m�}. Then we
have

F(n,m,g) = G(n,m,g) = t
(

n− t
m−1

)
. (14)

(ii) An optimal set of SUM queries corresponds to the set of (0,1)-solutions of
weight m of equation (m−1)x1 + . . .+(m−1)xt−xt+1− . . .−xn = 0 and is
unique (up to the permutations of the elements).

Clearly F(n,g) ≥ G(n,g), note however that F(n,g) 
= G(n,g), unless g = 1.
For example, observe that F(n,n−1)≥ |{0,1}n−2×{(0,0)}|= 2n−2, while clearly
G(n,n−1) = 1. Finding the exact value of G(n,g) seems to be more difficult. The
first open case is g = 2.

Let us consider the following more general problem, which clearly makes sense
theoretically and hopefully also practically. For integers 1 ≤ g,k ≤ n let Gk(n,g)
denote the maximum number of (0,1)-solutions of equation (18) such that rank(B) =
n− k, provided there are no solutions of the weight g or less. Note that G(n,g) =
Gn−1(n,g).

A simple upper bound for Gk(n,g) is 2k.

Proposition 22 For integers 1 ≤ k,g < n holds Gk(n,g) = 2k if and only if n ≥
k(g+1).

The next result is a generalization of Theorem 75.

Theorem 78 (i) For integers n
2 ≤ k < n we have

Gk(n,1) =
(

2k−n+2
� 2k−n+2

2 �

)
2n−k−1 (15)

(ii) An optimal set of SUM queries corresponds to the following set of vectors X ⊂
{0,1}n X = X1×X2 with X1 := {(x1, . . . ,x2k−n+2) : x1 + . . .+xs−xs+1− . . .−
x2k−n+2 = 0} and X2 := {00,11}n−k−1, where s := �(2n− k +2)/2�.

Note that in case k = n−1 we have G(n,1) =
( n
�n/2�
)

(Theorem 75).
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Theorem 79 For 2g < n < (g+1)k we have

1
2

Gk(n,1) < Gk(n,g)≤ Gk(n,1). (16)

2. On Bohman’s Conjecture Related to a Sum Packing Problem of Erdös

Let H be a hyperplane in R
n so that H ∩{0,±1}n = {0, . . . ,0}. How large can an

intersection with {0,±1,±2}n be? Let us denote

f (n) = max
H
|H ∩{0,±1,±2}n|.

This problem was raised in [B96] in connection with a famous subset sum prob-
lem in [E56]. A set of positive integers S ⊆ {1, . . . ,N} has distinct subset sums, if
all sums of subsets are distinct. Erdös has asked for the value of

g(n) := min{N : ∃ S⊆ N, |S|= n, S has distinct subset sums }.

In [B96] the relationship between functions f (n) and g(n) is explained, and it is
noticed that studying the function f (n) might be useful for better understanding the
problem of Erdös. Suppose a hyperplane H defined by the equation ∑n−1

i=0 aixi = 0;
a0, . . . ,an−1 ∈ N satisfies H ∩{0,±1}n = {0n}. This means that {a0, . . . ,an−1} has
distinct subsets sums.

A simple example of such a set with an−1 ≤ 2n−1 is the set of powers {2i},
i = 0, . . . ,n−1. The first nontrivial upper bound for g(n) < 2n−2 is due to Conway
and Guy. They defined a sequence An of sets of integers ([CG68]) and conjectured
that An has distinct subset sums for every n. They showed that the conjecture is
true for 1≤ n≤ 40. The set A21 in the Conway-Guy sequence has a largest element
smaller than 219. This gives the upper bound 2n−2 for all n > 21. This bound was
later improved to 0.2246(2n) in [L88]. In [B96] the conjecture of Conway and Guy
is proved for all n.

For f (n) Bohman conjectured that f (n) = 1
2 (1 +

√
2)n + 1

2 (1−
√

2)n, showing
that this number can be achieved, taking ai = 2i (i = 0, . . . ,n−1) as coefficients.

In [AAK04b] lower and upper bounds for f (n) are established. It is shown that

(2,538)n & f (n)& (2,723)n. (17)

The lower bound in (17) disproves the conjecture of Bohman. The construction
giving this bound is as follows. Let H be the hyperplane defined by

(2Sn−2 +1)x0 +2x1 + · · ·+2n−1xn−1 = 0.

where for n≥ 3
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Sn−2 :=

{
2n−3 +2n−5 + · · ·+23 +2, if 2 | n

2n−3 +2n−5 + · · ·+22 +1, if 2 � n.

Let h(n) = |H∩{0,±1,±2}n|. It is shown that for some constant c holds h(n)≥ cβ n,
where β (β = 2,5386 . . . ) is the greatest real root of the equation z8−8z6 +10z4 +
1 = 0.

3. Problems in GF(2)n

In §3 of Lecture 12 the function

Γ(n,k,w) = max
Un

k⊂R

|Un
k ∩
(

[n]
w

)
|,

where Un
k is a k-dimensional subspace of R

n, was determined.
It seems important from a coding theoretical viewpoint to replace R

n by vector
spaces over finite fields. Already the first case is unsolved. We define

γ(n,k,w) = max
Un

k⊂GF(2)n
|Un

k ∩
(

[n]
w

)
|,

where Un
k is a k-dimensional subspace of GF(2)n.

One can easily verify that

γ(n,k,w)≥ Γ(n,k,w).

Note that γ(n,k,w) depends on the parity of w. On the one hand, for example one
can easily see that for k < w and odd w we have

γ(n,k,w)≤ 2k−1, if n≥ w+ k−1.

On the other hand, for suitable even w’s we can have

γ(n,k,w) = 2k−1.

It can be easily shown that this bound can be achieved iff w = t2k−1, n≥ t(2k−1),
t ∈ N. In this case we just take t copies of the simplex code (of length 2k−1) well
known in Coding Theory ([MS77]).

Note also that here we have no symmetry like for Γ(n,k,w). That is, in gen-
eral γ(n,k,w) 
= γ(n,k,n−w). However, for the odd w’s and even n’s γ(n,k,w) =
γ(n,k,n−w) holds.
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Research Problems

1. Given 2≤ g < n, determine G(n,g) (ad 1).
2. Determine G(n,≤ m,g) (ad 1).
3. Under similar restrictions as in Research Problems 1,2 determine the maximal

number of (0,1)-solutions of a linear equation

B(x1, . . . ,xn)T = 0, (18)

where B is a real r×n matrix of rank r (ad 1).
4. Conjecture For an integer n≥ 3 and t := �n/3� holds

G(n,2) =
t

∑
i=0

(
t
i

)(
n− t

2i

)
. (19)

This number is achieved for the family A corresponding to the set of (0,1)-
solutions of equation (13) where a1 = . . . = at = 2, at+1 = . . . = an =−1 (ad 1).

5. Prove the long-standing conjecture of Erdös that g(n)≥ c2n for some constant c
(ad 2).

6. In the paper [AAK04b] the following conjecture was stated. Conjecture For
some constant c we have f (n)∼ cβ n. (ad 2)

7. A more general problem as Research Problem 6 is the following. Let Q ⊂ Z be
finite and F = {0,±1, . . . ,±k}, then

f (n,Q,F) := max
{
|H ∩Qn| : H is a hyperplane and H ∩Fn = {0n}

}
.

Conjecture For Q = {0,±1, . . . ,±(k+1)}, F = {0,±1, . . . ,±k} and k≥ 2 (or a
weaker condition: for k > k0) one has

f (n,Q,F) =
1
2
(1+

√
2)n +

1
2
(1−

√
2)n. (ad 2)

8. Determine γ(n,k,w) (ad 3).

Notes to Lecture 13

Sperner’s Lemma answers a number theoretical question: How many square-free
numbers with prime factors p1, p2, . . . , pn are there so that no two divide each other?
It was one of the beginnings of Extremal Set Theory as a separate subject. Our point
is that Extremal Number Theory and Extremal Set Theory should continue to be
studied in a parallel manner. EKR for instance has a number theoretical interpreta-
tion: How many square-free numbers with k factors and one common factor for any
two are there?
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1. Uniqueness by the AZ-Identity and its Dual

It has been explained in this lecture that Theorem 27 gives immediately what
LYM does not, namely the uniqueness part in Sperner’s Lemma and in Erdös’s
result (Theorem 53). We suggest two further uniqueness proofs from [AZ90b] and
[AC93a] as Exercises 1,2.

In [DT94], a dual to the AZ-identity was presented and for related identities see
[T97].

2. Posets with a Rank Function

In a finite POS (X ,<),r : X → N∪{0} is a rank function if

1. r(x) = 0 for the normal elements x ∈ X (x is normal, if there is no y ∈ X with
y < x)

2. r(x) = r(y)+1, where x is a direct successor of y (i.e., y < x and there is no z∈X
such that y < z < x)

In the POS (2[n],<) the cardinality r(S) = |S| for S ∈ 2[n] is a rank function.
In a q-regular tree r(x) = length of the path from the root to x is a rank function.
A code C ⊂ X∗ =

⋃∞
n=0X n is a prefix (suffix) code, if no word ci ∈ C is the

prefix (suffix) of another word c j ∈ C. X∗ can be identified with a q = |X | regular
tree in an obvious way, where words correspond to nodes.

Kraft Inequality For every prefix (suffix) code C ⊂ X∗ for the length function L

∑
c∈C

q−L(c) ≤ 1

holds and, conversely, for every set of numbers L1,L2, . . . ,Lk ∈ N with

k

∑
i=1

q−Li ≤ 1

there exists a prefix (suffix) code {c1, . . . ,ck} such that L(ci) = Li for i = 1,2, . . . ,k.

This is an analogon to the LYM-inequality.
The two posets have an important difference. The antichain {{1},{2,3}} ⊂ 2[3]

cannot be extended, but is not blocking, that is, it does not meet every maximal
chain, in the other POS every nonextendable antichain is blocking.
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3. Forbidden Configurations in the Families of Subsets

There are many generalizations of Sperner’s Lemma ([EK86] and Chapter III of
[E97b]). Let us consider one more kind of generalization. Let F ⊂ 2[n]. We mention
some results when the condition on F excludes certain configurations that can be
expressed by inclusion only. That is, no intersections, unions, etc. are involved. For
a poset P in the Boolean lattice Bn, let La(n,P) denote the maximal number of
elements in Bn such that the poset induced by these elements does not contain P as
a subposet. The first such generalization was obtained by Erdős (see Theorem 53).

Let Vr denote the r-fork, that is, the following family of distinct sets: F ⊂G1,F ⊂
G2, . . .F ⊂ Gr. The quantity La(n,Vr), that is, the largest family on n elements con-
taining no Vr, was first (asymptotically) determined for r = 2.

Theorem 80 (Katona and Tarján [KT83])
(

n
� n

2�

)(
1+

1
n

+Ω
(

1
n2

))
≤ La(n,V2)≤

(
n
� n

2�

)(
1+

2
n

)
.

A more general result for r ≥ 2 is obtained in

Theorem 81 (Thanh [T98])
(

n
� n

2�

)(
1+

r
n

+Ω
(

1
n2

))
≤ La(n,Vr+1)≤

(
n
� n

2�

)(
1+2

r2

n
+O
(

1
n

))
.

The upper bound in this result was recently improved.

Theorem 82 (De Bonis and Katona [BK07])
(

n
� n

2�

)(
1+

r
n

+Ω
(

1
n2

))
≤ La(n,Vr+1)≤

(
n
� n

2�

)(
1+2

r
n

+O
(

1
n2

))
.

Following the definition of the r-fork, let us define the r-brush Λ2 (in a poset),
which contains r+1 elements: a,b1, . . . ,br where a > b1, . . .a > br and is the “dual”
of the r-fork. It is easy to see that Theorem 81 gives the same solution for Λ2. How-
ever, the result is different when both of them are excluded. The notation La(n,R)
is extended to the case when two subposets R1 and R2 are excluded: La(n,R1,R2).

Theorem 83 (Katona and Tarján [KT83])

La(n,V2,Λ2) = 2
(

n−1
� n−1

2 �

)
.

The construction giving the equality is the following:
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{

F ⊂ [n] : 1 
∈ F, |F |=
⌊

n−1
2

⌋}
∪
{

F ⊂ [n] : 1 ∈ F, |F |=
⌊

n+1
2

⌋}
.

The poset N contains four distinct elements a,b,c,d satisfying a < c,b < c,b < d.
In the Boolean lattice, a subposet N consists of four disticts subsets satisfying
A⊂C, B⊂C,B⊂ D. It is somewhat surprising that excluding N the result is basi-
cally the same as in the case of V2.

Theorem 84 (Griggs and Katona [GK08])
(

n
� n

2�

)(
1+

1
n

+Ω
(

1
n2

))
≤ La(n,N)≤

(
n
� n

2�

)(
1+

2
n

+O
(

1
n2

))

holds.

Let us also mention a result when the excluded poset contains one more relation.
The butterfly � contains four elements: a,b,c,d with a < c,a < d,b < c,b < d.

Theorem 85 (De Bonis, Katona, and Swanepoel [BKS05]) Let n≥ 3. Then

La(n,�) =
(

n
�n/2�

)
+
(

n
�n/2�+1

)
.

4. Sharpening of LYM

Theorem 86 (Bey [B05a]) Let A⊆ 2[n] be an antichain. Then we have

n

∑
i=0

fi(n
i

) + ∑
I={i1,...,is}⊆[n−1],s≥2

(
s−1

∏
j=1

n(i j+1− i j)
i j(n− i j+1)

)(

∏
i∈I

fi(n
i

)

)

≤ 1.

In fact, the inequality sharpens LYM with inclusion of additional nonnegative terms
in LYM, which are polynomials in fi’s.

Exercises

1. Prove the uniqueness of an optimal configuration of unrelated antichains of sub-
sets due to [GST84].

2. In [KS92] the following LYM-type inequality was observed:
For A = {A1, . . . ,AN},B = {B1, . . . ,BN} ⊂ 2Ω with Ai ∩Bi = /0, Ai 
⊂ A j ∪B j,

Bi 
⊂ A j ∪B j for i 
= j ∑N
i=1
(n−|Ai|
|Bi|
)−1

+
(n−|Bi|
|Ai|
)−1
−
( n
|Ai|+|Bi|

)−1 ≤ 1 and they
asked “Is this inequality ever tight?”
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This rather modest question was a challenging test of the power of the identities
above or, more precisely, of the procedure to produce new identities described in
[AZ90b].
The outcome is the Ahlswede–Zhang type identity of Theorem 29. From a special
case of this identity derive a full characterization of the cases with equality (even
for a generalized version of the inequality above). In other words characterize the
cases with deficiency zero.

3. Formulate the AZ identity for the regular tree.
4. C is called fix-free if it is simultaneously a prefix and a suffix code.

Show that for every ε > 0 there are numbers L1, . . . ,Lk with

k

∑
i=1

q−Li ≤ 3
4

+ ε

for which there is no fix-free code with word lengths L1, . . . ,Lk.
5. If for L1, . . . ,Lk

k

∑
i=1

q−Li ≤ 1
2

then show that there exists a fix-free code with word lengths L1, . . . ,Lk.

Research Problems

1. ( 3
4 -conjecture of Ahlswede, Balkenhol, and Khachatrian [ABK96]) For every k

and integers L1, . . . ,Lk ∈ N with

k

∑
i=1

q−Li ≤ 3
4

there exists a fix-free code with word length L1, . . . ,Lk.
After 12 years of strong efforts involving also long computer calculations the
problem is still open. There are several cases that have been settled ([DS06],
[HK99], [HKG08] [Y01], [Y04], [YY01], and the survey [S05]).

Notes to Lecture 14

The conjecture of [AEG95] that every countable strongly dense partially ordered
set has the splitting property was disproved with the poset of square-free integers
in [N], 29–44, where the reader also finds several open problems.
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Notes to Lecture 15

Further Important Correlation Inequalities

1. Janson Inequality

An application of the FKG inequality arose in the following estimations. Let Ω be a
finite set with probabilities P(ω) = pω , ω ∈Ω. Let R be a random subset of Ω with
P(ω ∈ R) = pω . Let Ai, i ∈ I, Ai ∈Ω and let Bi be the event that Ai ∈ R.) Let 1Bi be
the indicator function of the event Bi. Then X =∑i∈I 1Bi is the number of Ai’s which
belong to R and

⋂
i∈I Bi,X = 0 are identical events. Denote ∆=∑i∼ j, i> j P(Bi∩B j),

where i∼ j means i 
= j, Ai∩A j 
= /0. Denote also M =∏i∈I P(Bi).

Lemma 53 If P(Bi)≤ ε < 1, then

M ≤ P

(
⋂

i∈I

Bi

)

≤Mexp(∆/(2(1− ε))).

This inequality is called Janson inequality. The key observation in the proof of this
inequality by R. Boppana and J. Spencer is the following inequality, which easily
follows from FKG

P

(

Bi

∣
∣
∣
∣
⋂

i∈I

B j

)

≤ P(Bi).

For the complete proof of the Janson inequality see [AS92].

2. Suen Inequality

Another estimation of the probability is due to [S90]. Assume that Bi, i ∈ I are
arbitrary events in the probability space. We write i ∼ j, i, j ∈ I iff the following
holds: For I1, I2,⊂ I, I1∩ I2 = /0 so that i 
∼ j for all i ∈ I1, j ∈ I2. Then any Boolean
combinations of the event Bi, i ∈ I1 and B j, j ∈ I2 are independent.

Lemma 54 The following inequality is valid

∣
∣
∣
∣P

(
⋂

i∈I

Bi

)

−M
∣
∣
∣
∣≤M

(

exp

(

∑
i∼ j

d(i, j)

)

−1

)

,

where
d(i, j) = (P(Bi∩B j)+ p(Bi)P(B j))/ ∏

k∼i or k∼ j
(1− p(Bk)).

This and other related inequalities one can find in [AS92].
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3. Baston Inequality

We take from [B81] an inequality which differs from Theorem 36 in the choice of
functions fi.

Theorem 87 Let L be a ring of subsets of the finite set (family of subsets closed
under the operations ∩,∆) and let f1, f2, f3, f4 : L→R+ with f3 and at least one of
f1, f2 monotone nondecreasing functions, such that

f1(a) f2(b)≤ f3(a∆b) f4(a∩b), a,b ∈ L.

Then
f1(A) f2(B)≤ f3(A∆B) f4(A∧B), A,B⊂ L.

4. The BKR Inequality

Let P be a product probability on Z
n
2 of binary n-tuples with mod 2 addition in

coordinates. For x = (x1, . . . ,xn) ∈ Z
n
2 and K ⊂ [n] define the cylinder [x]K = {y ∈

Z
n
2 : yi = xi, ∀ i ∈ K}. Define also

A�B = {x ∈ Z
n
2 : ∃ K ⊂ [n] such that [x]K ⊂ A, and [x][n]\K ⊂ B}.

Van den Berg and Kesten in [BK85] conjectured that for all A,B⊂ Z
n
2,

P(A�B)≤ P(A)P(B). (20)

In [BF87] it was shown that this inequality is equivalent to the following statement,
which was finally proved in [R91].

Theorem 88 For any A,B⊂ Z
n
2 holds

2n|A�B| ≤ |A||B|.

Actually, Reimer proved an equivalent version of this theorem due to [FS91]. An
attempt to simplify Reimer’s proof is made in [BCR99].

The RBK-inequality is a breakthrough in correlation inequalities. Instead of bi-
nary operations ϕ : S×S→ S, which induce a set operation ϕ(A,B) = {ϕ(a,b) : a∈
A,b ∈ B}, the operation � produces A�B without being based on a map S×S→ S.
More generally, in forthcoming work [A234] “Higher level correlation inequalities”
maps of the type 2S×2S → 2S are investigated.

Two known consequences of RBK are stated as exercises 1,2. Here and later we
adopt the notation A ↑ (resp. A ↓), if A is upset (resp. if A is downset).

Previously, known correlation inequalities such as the FKG-inequality and the
AD-inequality go into the opposite direction, bounding for instance |A||B| or
α(A)β (B) from above. In [AD79b] the authors abstractly looked for “reversed”
inequalities for pairs of operations ϕ,ψ : S× S → S. Although the notion “M-
expansive” for those operations turned out to be very useful for finding and (in
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conjunction with a product theorem) also for establishing new direct inequalities,
its natural dual for reversed inequalities, namely the notion “M-contractive” turned
out to be essentially vacuous. By adding the smallest possible constant factor that
make (ϕ1,ψ1) and (ϕ2,ψ2) mass contractive the product theorem applies and gives
the best constant factor for ((ϕ1,ϕ2),(ψ1,ψ2)) (Compare §5 in Lecture 15). In the
light of these results the seemingly surprising fact, that the BK-inequality holds
without an auxiliary factor, must be understood. We shall explain that it is related to
a “loss of mass.”

Motivated by certain percolation problems van den Berg and Kesten found their
interesting correlation inequality involving a non-Boolean binary operation of the
type

S×S→ S∗ with S∗ ⊃ S.

This adds a new direction to the theory of correlation inequalities presented in
[AD79b].

More specifically, for S = {0,1}, S∗ = {0,1,2} they consider as operation the
addition “+” for integers. Further, for sequences a = (a1, . . . ,an),b = (b1, . . . ,bn) ∈
Sn = {0,1}n the addition is defined component-wise

a+b = (a1 +b1, . . . ,an +bn)

and for sets of sequences A,B⊂ Sn addition is understood in the sense of Minkowski

A+B = {a+b : a ∈ A,b ∈ B}.

Here we consider only probability distributions P on Sn, which are of product
type:

P �
n

∏
t=1

pt . (21)

S will always be a finite subset of the set of nonnegative integers N0.

The BK-Inequality States:

P((A+B)∩Sn)≤ P(A)P(B) (22)

for all product distributions P on Sn = {0,1}n and all A ↑,B ↑⊂ {0,1}n.
We show how the operation (A,B)→ (A+B)∩Sn can be based on the operation

∗ : S×S→ S∗ and also derive new inequalities for product distributions on chains.
We call I = {0,1,2, . . . ,T} a chain with the operations ∧, ∨:

a∧b = min(a,b), a∨b = max(a,b), a,b ∈ I. (23)

The chain has the structure of a distribution lattice. However, this lattice is not com-
plementary:

to a ∈ I ∃ac : a∨ac = I, a∧ac = 0.
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We can define analogies of other Boolean operations:

a−b = (a−b)+ = (a−b)∨0, a b = |a−b|. (24)

Furthermore,

a∗b = a+b, if a+b≤ T, erasure otherwise (25)

a b = (ā∗ b̄), where ā = T −a and erasure = erasure. (26)

All operations have product extensions to In =
n
∏
i=1

Ii.

In [A234] also the following results are proved:

Theorem 89 For product distributions α,β ,γ,δ : In → R+

α(A)β (B)≤ γ(A B)δ (A∧B) for all A,B ↓⊆ In.

This supplements Baston’s work. Notice also that we have no monotonicity as-
sumptions on α,β ,γ,δ . Instead we assume product distributions and monotonicity
(↓) on B.

Theorem 90 For product distributions α,β ,γ,δ : In → R+

α(A)β (B)≤ γ(A∗B)δ (A∧B) for all A,B ↓⊆ In.

For α = β = γ = δ = P this gives

P(A)P(B)≤ P(A∗B)P(A∧B) for A,B ↓⊂ In,

which is by the factor P(A∧B)≤ 1 sharper than a converse to the BK-inequality

P(A)P(B)≤ P(A∗B) for A ↓ B ↓,

and more general, because monotonicity is only assumed for one set.

Applications of AD

5. On Representation of Posets

Here we explain an application of the AD-inequality from the paper [E84]. A rep-
resentation of a finite poset P is a function f : P → R, such that a >P b implies
f (a)− f (b)≥ 1. The variance Df of the representation f is defined by

D f =
1
|P| ∑P∈P

f 2(P)−
(

1
|P| ∑P∈P

f (P)

)2

.
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A representation D f is called optimal iff D f = minφ Dφ . r is the rank of poset P
iff there exists a function r : P → N such that r(a) = 0 if a is minimal in P and
r(b) = r(a)+1 if b >P a and there is no c ∈ P with the property b >P c >P a. For
subset A ⊂ P denote r(A) = ∑a∈A r(a). We will use the following simple (see also
[A74])

Proposition 23 Let r be the rank function of poset P. Then r is optimal representa-
tion of P iff for all upsets U ⊂ P

r(U)
|U | ≥

r(P)
|P| .

Theorem 91 If P is a distributive lattice, then its rank function is an optimal rep-
resentation of P.

Indeed let U be an upset. Then taking f1 = f3 = r, f2, f4 = 1, A = P, we see that
from inequality (7) in Lecture 15 follows

r(P)|U | ≤ r(U)|P|.

Using Proposition 23 we conclude that r is an optimal representation.

6. Coloring in Random Graphs

The following example of an application of the AD inequality we take from [F70].
Let G = (E,V ) be a graph on n vertices. Assume that we choose each vertex to our
collection independent with equal probability p. Denote by A(G, p) the probability
that the chosen set is stable, i.e., no edge of G has both endpoints in it.

Another notion that we need is that of a chromatic polynomial. Assume that each
vertex of G is independently given a color from the set {1,2, . . . ,λ} with equal
probabilities, then P(G,λ )/λ n is the probability that this assignment of colors is a
coloring of G (for no edge both ends belong to the same color).

Theorem 92 For all positive integers n and λ

P(G,λ )
λ n ≤ A(G,λ−1)λ . (27)

Sketch of the Proof. For each i ∈ {1, . . . ,λ} let Ci be the random set of vertices of G
receiving color i. Then

P(G,λ )
λ n = P(C1, . . . ,Cλ are stable) .

Suppose that there are k colors and that for each vertex v ∈V (G) and each color i, v
receives color i with probability p. The key observation, from which (27) follows,
is the following inequality (which will be used for p = 1/λ )

P(C1, . . . ,Ck are stable)≤ P(C1, . . . ,Ck−1 are stable)P(Ck is stable) (28)
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and the fact that
λ

∏
i=1

P(Ci is stable) = Aλ (G,λ−1). (29)

It is convenient now to denote by w,x,y,z subsets of V (G) and by ci the realization
of random set Ci. Relation (28) follows from the AD inequality if we choose

f1(w) = p|w|(1− p)n−|w|

f2(x) = P(c1, . . . ,ck−1 all stable and ck = x)

= p|x| ∑
c1,...,ck−1⊂V (G)\x,

pairwise disjoint, stable

p|c1|+...+|ck−1|qn−|x|−|c1|−...−|ck−1|,

where q = 1− p

f3(z) = f2(z),
f4(y) = f1(y)

and
W = {w : w is not stable in G}, X = 2V (G).

Indeed
W ∨X = X , W ∧X = X

and it can be seen that

f1(w) f2(x)≤ f3(w∪ x) f4(w∩ x)

and thus we have
f1(W ) f2(X)≤ f3(W ) f4(X).

The last inequality is just what we need, because

f1(W ) = 1−P(Ck stable)
f2(X) = P(C1, . . . ,Ck−1 all stable)
f3(W ) = P(C1, . . . ,Ck−1 all are stable)−P(C1, . . . ,Ck all are stable)
f4(X) = 1.

�

7. Negatively Correlated or Associated Random Variables

In the following not the full power of AD is needed – already FKG suffices
([DPR96] and [DR98]). Along with negative correlation, which says that for two
random variables

E(XY )−E(X)E(Y )≤ 0,
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consider the negative association of random variables X1, . . . ,Xn, which says that for
an arbitrary index set I ⊂ [n] and arbitrary nondecreasing functions f : R

|I| →R, g :
R

n−|I| → R

E( f (Xi, i ∈ I)g(Xi, i ∈ [n]\ I))≤ E( f (Xi, i ∈ I))E(g(Xi, i ∈ [n]\ I)).

Function f : R
k → R is nondecreasing if f (xk) ≤ f (yk) for all xk,yk ∈ R

k, xi ≤
yi, i = 1, . . . ,k. We note that the same inequality will hold if f and g are both non-
increasing.

Negative association of random variables x1, . . . ,Xn allows to write inequality

E

(

exp

(

h
n

∑
i=1

Xi

))

≤
n

∏
i=1

E(exp(hXi)),

which gives the Chernoff bound (Chapter I). Thus it is useful to establish the nega-
tive association of random variables.

8. A Variety of Number Theoretic Inequalities

Using inequality (59) of Lecture 15 we can derive other conclusions than that in
Theorem 49.

For arbitrary A,B⊂ N,

(i) DA ·DB≤ D[A,B] ·D(A,B)
(ii) DA ·DB≤ D[A,B] ·D(A,B)

(iii) DA ·DB≤ D[A,B] ·D(A,B).

It is a wide field of research to investigate for which sets the various densities
exist.

Several equivalent and also nonequivalent inequalities can be derived from
Theorem 49 and Theorem 50 in §6. They deal with sets of multiples and nonmulti-
ples. For the example A = {1},B = N we have

1 = d(A,B) 
≤ dA ·dB = 0,

which shows that for the inequality in Theorem 50, it is essential to work with
sets of multiples.

We list now first elementary relations between such sets.

M(A),M(B) ⊃ M[A,B],
M(A)∩M(B) = M[A,B],
M(A)∩M(B) = [M(A),M(B)],
M(A)∩M(B) ⊃ M(A∩B),
M(A)∩M(B) ⊃ M(A×B),

M(A,B) ⊃ M(A∪B),
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M(A,B) = (M(A),M(B)),
N(A∪B) = (N(A),N(B)),
N(A∪B) = N(A)∩N(B),

N(A)∪N(B) = [N(A),N(B)].

Useful are also these two identities.

dM(A∪B) = dM(A)+dM(B)−dM[A,B],
dN(A∪B) = dN(A)+dN(B)−d(N(A)∪N(B)).

Now we deduce directly from Theorem 49

DN(A)DN(B)≤ D
[
N(A),N(B)

]
D(N(A),N(B)).

Since (N(A),N(B)) = N(A∪B) we thus arrive at the following inequality. For finite
A,B⊂ N

dN(A) ·dN(B)≤ dN(A∪B) ·d[N(A),N(B)]. (30)

Notice that this is by the factor d[N(A),N(B)] better than Behrend’s inequality.
The inequality (50) in Lecture 15 is by the summand dN(A,B) ·(1−N. [A,B]) bet-

ter than Behrend’s inequality. Quite surprisingly these two inequalities are different
and none implies the other!

Example Let A = {3,4}, B = {6}. Then dN(A) = 1−
( 1

3 + 1
4 −

1
12

)
= 1

2 , dN(B) =
5
6 , dN(A∪B) = dN(A) = 1

2 , d[N(A),N(B)] = 11
12 , (A,B) = {2,3}, dN(A,B) = 1

3 ,
[A,B] = {6,12}, dN[A,B] = dN({6}) = dN(B) = 5

6 .
We have therefore dN(A∪B)− dN(A,B)(1− dN[A,B]) = 1

2 −
1
3

(
1− 5

6

)
= 4

9 <
11
24 = 1

2 ·
11
12 = dN(A∪B) ·d[N(A),N(B)].

Example Let A = {2}, B = {2,3}. Then dN(A) = 1
2 , dN(B) = 1− 1

2 −
1
3 + 1

6 = 1
3 ,

dN(A∪ B) = dN(B) = 1
3 , by R10 [N(A),N(B)] = N(A)∪N(B) = N(A) and thus

d[N(A),N(B)] = 1
2 , dN(A∪B) = dN(B) = 1

3 , dN(A,B) = 0.

Theorem 93 For finite A,B⊂ N

dN[A,B]dN(A∪B)≤ dN(A)dN(B).

Equality holds exactly if N(A)⊃ N(B) or N(B)⊃ N(A).

Proof. Since dM(A∪B) = dM(A)+dM(B)−dM[A,B], an equivalent inequality is

(1−dM(A)) · (1−dM(B))≥ (1−dM[A,B]) · (1−dM(A)−dM(B)+dM[A,B]).

This is equivalent to

(dM(A)−dM[A,B])(dM(B)−dM[A,B])≥ 0.
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Since M(A),M(B) ⊃ M[A,B] = M(A)∩M(B), this inequality holds. Furthermore,
if neither M(A) ⊂ M(B) nor M(B) ⊂ M(A) holds, then we have strict inequality.
Otherwise we have equality, because one factor vanishes. �

Corollary 8 For finite A,B⊂ N

dN[A,B]dN(A,B)≤ dN(A)dN(B).

Proof. Just notice that N(A,B)⊂ N(A∪B) and apply Theorem 93. �

Theorem 94 For finite A,B⊂ N

d(M(A)∩M(B)) ·d(M(A)∪M(B))≤ dM(A) ·dM(B).

Equality holds exactly if

M(A)⊃M(B) or M(B)⊃M(A).

Proof. From

d(M(A)∪M(B))+d(M(A)∩M(B)) = dM(A)+dM(B)

and
d(M(A)∪M(B))≥ dM(A), dM(B)≥ d(M(A)∩M(B))

the inequality follows, because if dM(A) = x1, dM(B) = x2, d(M(A)∩M(B)) = y1,
d(M(A)∪M(B)) = y2 we have (y2− y1)2 ≥ (x2− x1)2 or equivalently (y2 + y1)2−
4y2y1 ≥ (x2 + x1)2−4x1x2 and x1x2 ≥ y1y2, since x1 + x2 = y1 + y2.

Equality holds exactly if

d(M(A)∪M(B)) = dM(A) resp. dM(B)

and
d(M(A)∩M(B)) = dM(B) resp. dM(A)

This means that M(A)⊃M(B) (resp. M(B)⊃M(A)). �

Corollary 9 For finite A,B⊂ N

dM(A∩B) ·dM(A∪B)≤ dM(A) ·dM(B).

Equality holds exactly if B⊂M(A∩B) or A⊂M(A∩B).

Proof. Use that M(A)∪M(B) = M(A∪B) and that M(A∩B)⊂M(A)∩M(B). The
equality characterization starts now with

dM(A∪B)+dM(A∩B)≤ dM(A)+dM(B)

and dM(A∪B)≥ dM(A),dM(B)≥ dM(A∩B) and proceeds as before. �
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Combining the last theorem with (51) in Lecture 15 we get now

max(d(M(A)∪M(B)) ·d(M(A)∩M(B)),dM(A ·B))≤ dM(A) ·dM(B).

This is truly better than any one of the two inequalities.

Example Let A = {2}, B = {3}. Then d(M(A)∪M(B)) = 2
3 , d(M(A)∩M(B)) = 1

6 ,
and dM(A×B) = 1

6 and 2
3 ·

1
6 = 1

9 < 1
6 . On the other hand for A = B = {2,3} we

have d(M(A) ∪M(B)) = d(M(A) ∩M(B)) = 2
3 , dM(A× B) = dM({4,6,9}) =

1
4 + 1

6 + 1
9 −

1
12 −

1
36 −

1
18 + 1

36 = 14
36 and 2

3 ·
2
3 = 16

36 > 14
36 . In this case 16

36 is tight and
so is 1

6 in the former case.

Another example shows that the two bounds can be close.

Example For A = {4,6}, B = {9,10} we have d(M(A)∪M(B)) = 19
45 , d(M(A)∩

M(B)) = 1
9 and dM(A×B) = 7

108 .

Exercises

1. Derive from RBK Harris’ inequality [H60]

P(A∩B)≥ P(A)P(B), if A ↑,B ↑

or, equivalently

P(A∩B)≤ P(A)P(B), if A ↑,B ↓ .

This inequality, which is one basic tool in percolation theory, is now a special
case of FKG (ad 4).

2. Show that RBK implies the van den Berg/Kesten inequality

P(A∗B)≤ P(A)P(B), if A ↑,B ↑ . (31)

(ad 4)
3. For A,D ↓⊂ In, show that

A∗D⊃ A∨D.

(ad 4)
4. Suppose that for α,β ,γ,δ : In → R+

α(a)β (d)≤ γ(a∨d)δ (a∧d) ∀a,d ∈ In, then
α(A)β (D)≤ γ(A∗D)δ (A∧D) ∀A,D ↓⊂ In.

Hint: Use Birkhoff’s Theorem that (In,∨,∧) can isomorphically be embedded
into ({0,1}n,∨,∧) or verify directly that (∧,∨) isM-expansive on I. (ad 4)
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5. For P =
n
∏

t=1
pt on In, show that

P(A)P(D)≤ P(A∗D)P(A∧D); A,D ↓⊂ In.

(ad 4)
6. Negative association is a stronger property than negative correlation. Prove that

two binary random variables (taking values in {0,1}) are negatively associated
iff they are negatively correlated (ad 7).

7. Here is a result useful for probabilists:
There are many ways of describing positive dependence, for example the strong
FKG inequalities and association. It is known that for Bernoulli random variables
the strong FKG inequalities are equivalent to all the conditional distributions be-
ing associated, which is in turn equivalent to all the conditional distributions hav-
ing positively correlated marginals. These and similar definitions are extended to
point processes on R

d . Construct examples to show that, unlike the analogous
Bernoulli random variable case, these conditions are no longer equivalent, al-
though some are implied by others. Consult [BF90] if necessary (ad 7).

8. Let mi ∈ {0,1}, i ∈ [n], ∑mi = m≤ n,

P(B1 = m1, . . . ,Bn = mn) =
1
(n

m

) .

Prove using FKG that random variables are negative associated.
Hint: Let f : R

m → R, g : R
n−k → R be two nondecreasing functions. For

S ∈
([n]

m

)
,S = [n]\S, define functions

f ′(S) =
1

m!∑τ
f (τ(S)), g′ =

1
(n−m)!∑ρ

g(ρ(S)),

where τ and ρ range over all permutations of S and S, correspondingly. Under
natural partial orders on R

k and R
n−k function f ′ is nondecreasing and g′ nonin-

creasing. For measure µ =
(n

m

)−1

µ(S)µ(S′)≤ µ(S∨S′)µ(S∧S′).

At last show that

∑
S

f ′(S)µ(S) = E( f (Bi, i ∈ I)),

∑
S

g′(S)µ(S) = E(g(Bi, i ∈ [n]\ I)),

∑
S

f ′(S)g′(S)µ(S) = E( f (Bi, i ∈ I)g(Bi, i ∈ [n]\ I))

and use FKG (ad 7).
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Research Problems

1. For M,N ≤ 2n characterize the optimal pairs (A′,B′)

|A′�B′|= max
A,B⊂2[n]

|A|=M,|B|=N

|A�B|

in terms of lex and colex orders (ad 4).
2. A characterization of all cases of equality was started for Marica/Schönheim in

[AH93], was approached for more general correlation inequalities in [AK95c],
and should be continued or even completed.

Notes to Lecture 16

1. Density Properties

Considering the relevance of the work reported in Combinatorial Number Theory,
we draw attention to a documentation of its popularity, especially among Hungarian
mathematicians in [F93]. For another account see also [PS95]. In the section “Ex-
tremal problems under divisibility constrains for finite sets” of [E] it is mentioned
how the natural correspondence between divisibility properties for numbers and in-
tersection properties for sets led to a fruitful advancement of methods in both, Num-
ber Theory and Combinatorics. This correspondence also led to establishing old
and new number theoretic inequalities as consequence of correlation inequalities;
such examples are reported in Lecture 15. Finally Section 2.3 “Densities for prim-
itive, prefix-free, quotient, and square-free sets” in [E] reports on works [AK96e],
[AKS99], [AKS00].

By a primitive set here we mean a set A⊂N such that for a,b∈ A, a 
 | b. P. Erdös
in [E35] proved that if A is a primitive set, then for some constant c

∑
a∈A

1
a loga

< c.

This easily implies (proving by contradiction and using partial summation) that

A(x) = |A∩ [1,x]|< x
log logx log log logx

is valid for infinitely many x ∈N. In [AKS99] the following lower bound on A(x) is
proved: for all ε > 0 there exists a primitive set A such that for x > x(ε) we have

A(x) >
x

log logx(log log logx)1+ε .
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Recently, a common generalization of Theorems 56 and 60 asked for in [AK96b]
was established by Ahlswede and Blinovsky in [AB06b]. In Theorem 95 below the
analog of f (n,1) in the case of algebraic number fields is considered.

In [AKS04] Ahlswede, Khachatrian, and Sárközy consider a variety of problems
concerning the density of primitive sets, under various weightings.
Given a weighting f (m)≥ 0 supported on the natural numbers, define

S( f ,A) = ∑
a∈A

f (a).

Then, if A ⊆ {1, . . . ,n}, and if f (m) 
= 0 for some m ≤ n, define the density of A
relative to f to be

δ ( f ,A,n) = S( f ,A)
S( f ,{1,2,...,n}) .

Then, one considers the question of how dense a primitive set A can be relative to f ,
and the natural function for measuring this is

F( f ,n) = max
A⊂[n] primitive

δ ( f ,A,n).

The authors prove several bounds for the function F( f ,n) when f is a smooth
weighting, a multiplicative weighting, and when it is a combinatorial weighting (a
special case of multiplicative weightings): A weighting f (m) is said to be smooth
if it is not eventually 0, is a nonincreasing function for all m > m0, and satisfies
0 ≤ f (m) ≤ 1. A weighting f (m) is multiplicative if f is a multiplicative function
satisfying f (m) ≥ 0 and f (1) = 1. Finally, a weighting f is combinatorial if it is
multiplicative and satisfies f (p) = 0 or 1 for every prime p, and satisfies f (pα) = 0
for all α ≥ 2 and all primes p.

Most of the results boil down to clever applications of Sperner’s lemma, as well
as applications of the fact that any dyadic integer interval {n + 1, . . . ,2n} forms a
primitive set.

Used are also results on a combinatorial conjecture by Frankl [F88]. Improve-
ments or even a complete solution would improve also the number theoretic results.

We propose to continue the studies of [AKS04] on densities for primitive sets in
the following directions.

Research Program C

1. Densities for primitive sets

We already know

(i) for f1(m) ≡ 1 F( f ,n) = 1
2 (1+o(1))

(ii) for f2(m) = 1
m F( f ,n)∼ 1√

2π
√

log logn

(iii) for f3(m) =
{

0 for m = 1
1

m logm for m > 1 F( f ,n) = O
(

1
loglogn

)
.
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For a fixed weighting we are interested in the growth of F( f ,n) as n→ ∞. In (i)
we have limn→∞F( f ,n) = 1

2 while in the other cases the limit equals 0.

Problem 1 How fast must f decrease to guarantee that the limit equals 0?
Is it true that for fσ with fσ (m) = 1

mσ liminfn→∞F( fσ ,n) > 0 for 0 ≤ σ < 1,
but limn→∞F( f ,n) = 0 if 1

m1−εm > f (m)≥ 1
m for large m with εm → 0?

Problem 2 Is (iii) optimal or is F( f ,n) = o( 1
loglogn ) possible?

What happens for instance if f (m) = (log logm)c

m logm (c > 0)?

Problem 3 Is F( f ,n) monotone in f for 1 ≥ f (m) ≥ 1
m logm ? In case not, is it

then at least true that for 0 ≤ σ1 < σ2 ≤ 1 one has F ( fσ1 ,n) > F ( fσ2 ,n) (for
n > n0(σ1,σ2))?

2. Size of elements in extremal primitive sets

The elements in extremal sets tend to be large in average (> n/2).

Problem 4 Is it true that

(i) ∑a∈A a > (1− ε)|A| n2 (notice that ∑a∈A a > (1+ ε)|A| n2 is possible)
(ii) and

|A∩ (n/2,n]|> (1− ε)|A∩ [1,n/2]|
always hold?

Problem 5 We already know that the previous properties hold for the asymptotic
density. Does it hold also for, say, fσ (m), if σ > 0 is smaller?

3. The smallest element of an extremal set

The smallest element of an extremal set cannot be O(1) for ordinary density.

Problem 6 Can this be shown for fσ (m) with σ > 0 “small”?
Presumably this is true for f (m) = 1

m . If f (m) = 1
mσ , σ large, then 2 ∈ A must

hold.

Problem 7 If σ ≥ 1, the weighting is fσ (m), and k = k(σ) is large enough,
does it then hold for n > no(σ ,k) that a1 in a primitive A is smaller than k or
S( f ,A) < ∑p(≤n)

1
p log p ?

4. Uniqueness of extremal sets

For f (m)≡ 1 there are many extremal sets.

Problem 8 Is it true that almost every m ∈ [n] (or even almost every k-element
subset of [n], k fixed) can be extended to an extremal set?
We conjecture that in every other case the extremal set is unique. For fσ (m), σ
large, we know this.
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5. The structure of extremal sets

Define N(k,n) = {m : m ≤ n,Ω(m) = k}. We call A ⊂ [n] N(k,n) typical if for
fixed f and n→ ∞ δ ( f ,A N(k,n),n) = o(δ ( f ,A,n)).

Problem 9 Is it true that for “small” f an extremal set N(k,n) is typical? For how
fast decreasing f is this the case?

6. Existence of many disjoint “larger” (almost extremal) primitive subsets

For f (m) = 1
m there are “many” primitive disjoint subsets A1, . . . ,Ak of [n] with

δ ( f ,Ai,n) > (1−ε)F( f ,n), for f (m) = 1, f (m) = 1
m logm there are no A1, . . . ,Ak

with these properties. Where is the limit?
We are grateful to A. Granville for having communicated to us in March 2004
a problem B. Poonen had once asked him, and which might be solvable using
some of the results in [AKS04].

Suppose that S⊂N and S(n) = S∩ [n]. Consider the asymptotic density (known
to exist) dM(S(n)) and the ratio r(n) = |M(S(n))∩[n]|

n .
Must

lim
n→∞

dM(S(n)) = lim
n→∞

r(n)? (32)

One can prove that the answer is no by constructing sets S where the limit on the
RHS does not exist; but, the limit on the LHS always exists because dM(S(n))
increases as n→ ∞, and is bounded from above by 1. An example of a set S for
which the limit on the RHS does not exist is a union of dyadic integer intervals
{xi + 1, . . . ,2xi}, where the xi’s are chosen to be very far apart. When n = 2xi,
for some i, there will be a higher proportion of integers m≤ n divisible by some
element of S than when n = xi.
So, one can modify the question in the following way.

Problem 10 If we have that lim
n→∞

r(n) exists, must it follow then that (32) holds?
Finally, we mention a conceivable sharpening of Theorem 56 of Lecture 16.

Conjecture (Ahlswede/Khachatrian; also Erdös) In Theorem 56 one can choose
for every k n(k) = cp2

k for a suitable constant c. Presently, we have only n(k) =
∏p≤(pc1k) pc2k.

Towards Combinatorial Algebraic Number Theory

After all these contributions to Combinatorial (Elementary) Number Theory, which
in particular widens the area treated in [HT88], we open a new area of research by
considering now seemingly basic extremal properties for algebraic number fields.
We present with complete proofs our recent work. For its understanding knowledge
about number fields is required.
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We prove that for all sufficiently large N0 a maximal set of ideals of the max-
imal order of an algebraic number field, such that any pair of ideals from this
set is not coprime and the norm of each ideal does not exceed N0, is of the form
E(N0) = {θ : N(θ)≤ N0, θ = η1u} , where {η1,η2, . . .} is the set of prime ideals
of the maximal order and N(η3) > 2.

In the paper [AK95b] the authors investigated the problem of finding the maximal
sets of integers bounded from above by some number N0 without k + 1 coprimes.
There it was proved that for all sufficiently large N0 the unique maximal set is

E(N0,k) = {n≤ N0, n = piu, i = 1, . . . ,k} , (33)

where p1 < p2 < .. . is the sequence of prime numbers. Shortly before it was proved
in [AK94b] that this assertion is not valid for all N0, i.e., for small values of N0 the
set E(N0,k) is not maximal. These facts completely solved the problem of Erdős of
determining the maximal sets of integers without k +1 coprimes.

It is natural to extend this problem to the case of algebraic numbers. Here we
concentrate our attention on the problem when k = 1. It is a straightforward result
that in the ring of integers the maximal set (for arbitrary N0) is E(N0,1). The answer
is not so obvious in the case of ideals in the maximal order of an algebraic number
field. Moreover, we can prove that the analogous result is true only for large enough
N0 and only when the norm satisfies N(η3) > 2. We consider the maximal order B
of the algebraic number field K, which is a finite extension of the rationals 1 R and
(K : R) = n. Denote the set of integer ideals of the maximal order by Θ and the set
of ideals whose norms do not exceed N0 by Θ(N0).

Let Ω= {η1,η2, . . .} be the set of prime ideals of the order B, which are ordered
in such a way that their norms do not decrease, i.e., N(ηi)≤N(ηi+1). Recall that for
an arbitrary η ∈Ω, N(η) = p f for some prime p and positive integer f . We say that
two ideals θ1,θ2 ∈Θ are coprime if they do not have any common multiple in their
prime ideal decomposition. The problem we are going to solve here is to determine
for all sufficiently large N0 the maximal set of ideals from Θ(N0) such that it does
not contain a pair of coprime ideals. The main problem here in comparison with
the ring of integers, which was considered in [AK96a], is that the norm of prime
ideals is not a strictly increasing function. We find that the solution of this problem
is an interesting interaction between the methods of the work [AK96a] and a dia-
metric problem. This interaction is based on the special properties of intersecting
antichains, which we establish here.

Here is the main result.

Theorem 95 (Ahlswede and Blinovsky) If N(η2) > 2, then for sufficiently large
N0 any maximal set of ideals O(N0) without coprimes and with a norm not exceeding
N0 is one from

E(N0,ηi)
∆= {θ ∈Θ(N0) : θ = ηiu} , i = 1, . . . ,k,

where k is the maximal number such that N(ηi) = N(η1), i≤ k.

1 Here R denotes the field of rational numbers whereas the usually used letter Q denotes in this
paper the alphabet {0,1, . . . ,q−1}.
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If N(η2) = 2, N(η3) > 2, then the maximal set is one from E(N0,η1), E(N0,η2).

Note that in this theorem we still have the condition (as in the ring of integers
from [AK95b]), that N0 must be sufficiently large, and one additional condition,
that N(η3) > 2. In the case N(η3) = 2 we do not even have a conjecture what the
maximal set of ideals with restricted norm and without coprimes is and we will show
that the maximal density of such a set can be achieved on several sets of ideals.

Define O(N0) as the family of maximal sets of ideals from Θ without coprime
pairs whose norm does not exceed N0. Next we assume that N(η3) > 2. We say that
two ideals θ1,θ2 ∈Θ intersect in the ith position if ηi|θ1, ηi|θ2. We need the notion
of left compressedness of D ⊂ Θ(N0). We say that D is left compressed if for all
d ∈ D such that

d = η i
�u, η� 
 |u, i≥ 1,

and all ηk : k < �, we have
d̄ = η i

ku ∈ D.

Denote by C(N0) the family of sets, which belong to the family S(N′) of sets of
ideals without coprimes and with a norm not exceeding N0 and which has the addi-
tional property that each set from this family is left compressed. Next we consider a
set of ideals from C(N0). It is easy to show (and it was done for example in Lemma 1
of [AK95b]) that

O(N0)
⋂
C(N0) 
= /0.

Note that D∈O(N0) is a downset, i.e., if d =ηα1
i1

. . .ηα�
i�
∈D, then d̄ =ηi1 . . .ηi� ∈D

and D is also an upset in the sense that

D = M(D)
⋂
Θ(N0),

where M(A) is the set of multiples of A ⊂ Θ. For D ⊂ Θ we denote by P(D) ⊂ Θ
the set of ideals such that for θ1, θ2 ∈ P(D),θ1 
 |θ2 and D⊂M(P(D)). It is easy to
see that, if D ∈ O(N0), then

D = M(P(D))
⋂
Θ(N0)

and P(D) is the set of square-free ideals.

Lemma 55 For all sufficiently large N0 there exists a t (which does not depend
on N0 and depends only on K) such that any two θ1,θ2 ∈ A ∈ O(N0)

⋂C(N0) are
i-intersecting for some i≤ t.

Lemma 56 The density of A ∈O(N0) equals 1/N(η1).

The proof of Lemma 56 uses some results about intersecting antichains, which we
introduce later.

Lemma 57 If N(η2) > 2, then the density 1/N(η1) is achieved on one of the sets
E(N0,ηi); i = 1, . . . ,k. If N(η2) = 2, then the maximal density 1/2 is achieved on
two sets, E(N0,η1) and E(N0,η2).
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The statement of the next lemma is well known ([N74]).

Lemma 58 (Prime ideal theorem) The following relation is valid

#{η ∈Ω : N(η)≤ z}=
z

logz
(1+o(1)), z→ ∞.

Proof of Lemma 55. Let

π(z) = {η ∈Ω : N(η)≤ z}

be the number of prime ideals with norm not exceeding z. Our proof is based on the
following statement, which was proved in [AK96a].

Proposition 24 For allA∈O(N0)
⋂C(N0) no a∈P(A) has divisor ηi, i≥ s, where

s≥ 2 is the minimal number, such that for z ∈ R+ the following inequality is valid

2π(z)≤ π(ηsz). (34)

Notice that this statement looks different from Lemma 4 in [AK96a] but the essential
parts of the proofs coincide.

Now it is easy to see that for a given field K inequality (34) is always true for
s > s0, where s0 is sufficiently large. Indeed, let us choose z0 such that

1
2

z
logz

≤ π(z)≤ 2
z

logz
, z > z0.

The possibility of such a choice follows from the mentioned Lemma 58. Then also

1
2

psz
log(psz)

≤ π(psz)≤ 2
psz

log(psz)
, z > z0.

Now we choose s0 such that for s≥ s0

2
2z

logz
≤ psz

log(psz)
. (35)

If z < 2, then π(z) = 0 and (34) is valid. If 2 ≤ z < z0, then we choose s1 such
that

π(psz)≥ π(ps2)≥ 2π(z0)≥ 2π(z), s≥ s1. (36)

At last if t = max(s0,s1), then (35) and (36) imply (34). Lemma 55 is proved. �

Thus for some t, which is independent of N0, each ideal from P(A) has no di-
visors η j, j ≥ t. Hence we should consider only P(A) such that θ = ηi1 . . .ηir ∈
P(A), i1 < .. . < ir ≤ t for some t, which depends only on K. We assume that the
square-free ideals a1,a2, . . . ∈ P(A) are ordered colexicographically. Hence there
exists a natural one-to-one correspondence between ideals from P(A) and binary t-
tuples. The set of t−tuples, which correspond to P(A), is an intersecting antichain.
Now we are going to investigate some properties of intersecting antichains. First of
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all note that a maximal A(N0) must have maximal asymptotic density as N0 → ∞.
The density dA(N0) is equal to

dA(N0) =∑
i

dBi, (37)

where dBi is the density of the set of ideals Bi from A, which are divisible by
ai ∈ P(A) and are not divisible by a j ∈ P(A), j < i. By left compressedness of the
set A it follows that if ai = η j1 . . .η jri

( j1 < .. . < jri) and N(η j) = q j, then

Bi =

{

θ ∈Θ(N0) : θ = ηα1
j1

. . .ηαri
jri

u, α j ≥ 1,

(

u, ∏
j≤ jri

η j

)

= 1

}

and hence

dBi = ∑
α jp≥1

1

qα1
j1

. . .q
αri
jri

∏
j≤ jri

(
1− 1

q j

)
= ∏

j≤ jri , j 
= jp; p=1,...,ri

(q j−1)

( jri

∏
j=1

q j

)−1

and

dA(N0) =∑
i

∏
j 
= jp; p=1,...,ri

(q j−1)

( jri

∏
j=1

q j

)−1

. (38)

We now consider the t-tuples, whose jth element is chosen from the alphabet
{0,1, . . . ,q j−1}, and consider sets A(t) of t-tuples such that every pair of t-tuples
has a common unit in some position (possibly different for different pairs). As
it was shown in [AK98], the cardinality of a maximal set of t-tuples from Qt =
{0,1, . . . ,q−1}t such that its diameter is d coincides with the maximal cardinality
of a set of t-tuples from Qt such that every pair of t-tuples from this set has t−d com-
mon ones. The same is true for Qt =∏t

i=1 Qi = {0, . . . ,q1−1}× . . .×{0, . . . ,qt−1}.
The characterization of all such maximal sets constitutes a diametric problem. In our
case d = t−1. In [L79a] was proved (and it also follows from [AK98]) that maximal
subsets from Qt with diameter d = t−1 are of the form

Ai j = {(a1, . . . ,at) ∈ Qt : ai = j}, i = 1, . . . , t, j = 0, . . . ,q−1.

Their cardinality is qt−1. We use this result to show the validity of the following

Proposition 25 Any maximal set from Qt with diameter d = t−1 is one of the form

Ai j = {(a1, . . . ,at) ∈ Qt : ai = j}, i = 1, . . . ,k, j = 0, . . . ,q−1

if q1 = . . . = qk = q < qk+1, q2 > 2
and

Ai j = {(a1, . . . ,at) ∈ Qt : ai = j}, i = 1,2, j = 0,1
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if q1 = q2 = 2 < q3.

Proof. For t = 1 or t = 2,q1 = q2 = 2 the statement is obvious. Next we suppose
that t > 1 and if t > 2, then q3 > 2. The proof will use induction on t.

Suppose that A ⊂ Qt is a maximal intersecting set. It can be easily seen
that |A| = ∏t

i=2 qi. We set A =
⋃qt−1

j=0 A j, where A j = {a ∈ A : a =
(a1, . . . ,at−1, j)}. Denote A′j = {x ∈ A j : x̄t intersects with all ȳt , y ∈ A}, where

x̄i = (x1, . . . ,xi−1,xi+1, . . . ,xt). Denote also T =
⋃qt−1

j=0

(
A j \A′j

)
.

We assume that qt > q1. Otherwise the proof of the lemma reduces to the proof
of Theorem 2 from [L79a], which states the result for the case Qi = {0,1, . . . ,q−1}
for i = 1, . . . , t.

Consider two cases:
Case T =A. It is easy to see that for each (a1, . . . ,at−1)∈ {0, . . . ,q1−1}× . . .×

{0, . . . ,qt−1− 1} there exists not more than one at ∈ {0, . . . ,qt − 1} such that a =
(a1, . . . ,at)∈A. But in this case |A| ≤∏t−1

j=1 q j, which contradicts to the maximality
of A.

Case T 
=A. It can be easily seen that if q1 < qt , then T = /0. Indeed, consider the
decomposition T =

⋃q1−1
j=0 T j, where T j = {a = (a1, . . . ,at) ∈ T : a1 = j}. With the

pigeon-hole principle follows the existence of an i ∈ {0, . . .q1− 1} such that|Ti| ≥
|T |/q1. Then the set

A′ =
qt−1⋃

j=0

A′j
⋃
{(a1, . . . ,at−1,m), m ∈ {0, . . . ,qt −1}

and (a1, . . . ,at−1) = āt for some a ∈ Ti}.

is intersecting and |A′|> |A|, which is a contradiction.
Next, if T = /0, then A =

⋃qt−1
j=0 A′j and B = {(a1, . . . ,at−1) : (a1, . . . ,at) ∈ A}

is an intersecting set. By maximality of A we have A = {(a1, . . . ,at−1,m), m ∈
{0, . . . ,qt − 1}, (a1, . . . ,at−1) ∈ B}. Hence to maximize |A| we should maximize
the intersecting set B, but this set consists of (t−1)-tuples and we can use induction.
This completes the proof. �

Now we turn to some facts about intersecting antichains. We introduce sev-
eral relations that have independent interest; however, for our proofs we only need
Proposition 28.

Intersecting Antichains

Let us have an antichain A ⊂ 2[t] satisfying at the same time for arbitrary A1,A2 ∈
A, A1

⋂
A2 
= /0. Such a set we call an intersecting antichain. Denote by Ai ⊂A the

set of binary t-tuples such that i is the last position where every A ∈ Ai has a one.
We start with a simple but interesting inequality.
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Proposition 26 If A is an intersecting antichain, then

t

∑
i=1

|Ai|
2i ≤

1
2
. (39)

(It is easy to see that bound (39) is tight; for example there is equality, when
|Ai| = 0 for i ≥ 2, and |A1| = 1. There is equality also in many other cases, as we
will show later).

Proof. Denote by Bi the set of vectors obtained from Ai by deleting the last t − i
zeros. The vectors from Bi have i components. B=

⋃t
i=1Bi is a prefix-free code and

|Bi|= |Ai|. Hence by the Kraft inequality we have

t

∑
i=1

|Bi|
2i ≤ 1

and hence
t

∑
i=1

|Ai|
2i ≤ 1.

Now for every i and every b ∈ Bi consider all possible continuations of i-tuple b to
the length t. The number of such continuations is 2t−i. This way we obtain a set of
different t-tuples C,

|C|=
t

∑
i=1
|Bi|2t−i =

t

∑
i=1
|Ai|2t−i. (40)

At the same time the set C is intersecting and hence

|C| ≤ 2t−1. (41)

Therefore
t

∑
i=1
|Ai|2t−i ≤ 2t−1

and we obtain (39). Equality in (39) is achieved also on the intersecting antichain

A=

⎧
⎨

⎩

( [t]
t+1

2

)
, i f 2 
 |t,

{
A ∈
( [t]

t
2 +1

)
: 1 
∈ A

}⋃{
A ∈
([t]

t
2

)
: 1 ∈ A

}
, i f 2|t.

(42)

This can be easily seen by the fact that the set A is an intersecting antichain whose
sets Ai generate the sets Bi such that all possible continuations of the sets Bi to the
length t form the intersecting set C :

C =

{⋃t
j=(t+1)/2

([t]
j

)
, i f 2 
 |t,{

A ∈⋃t
j=t/2+1

([t]
j

)
: 1 
∈ A

}⋃{
A ∈⋃t

j=t/2

([t]
j

)
: 1 ∈ A

}
, i f 2|t
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and this intersecting set has cardinality 2t−1. Another proof of this fact can be done
by induction (by proving relation (43) below). Consider for example the case 2 
 |t.
We have

|Ai|= ai =
(

i−1
t−1

2

)
.

Hence

t

∑
i=1

ai

2i =
t−1

∑
i=(t−1)/2

( i
t−1

2

)

2i+1 =
1
2

t−1

∑
i=(t−1)/2

( i
t−1

2

)

2i .

We are done if we can show that

g(c) =
2c

∑
i=c

(i
c

)

2i = 1. (43)

We prove (43) by induction. For c = 0,1 it is true. Then

g(c+1) =
2c+2

∑
i=c+1

( i
c+1

)

2i =
2c+2

∑
i=c+1

(i−1
c

)

2i +
2c+2

∑
i=c+2

(i−1
c+1

)

2i

=
1
2

(

g(c)+

(2c+1
c

)

22c+1 +g(c+1)−
(2c+2

c+1

)

22c+2

)

=
1
2
(1+g(c+1)).

We can generalize inequality (39) to the case of r-intersecting antichains A, i.e.,
when |A1

⋂
A2| ≥ r for all A1,A2 ∈ A. We use Katona’s Lemma: if C ⊂ 2[t] is an

r-intersecting set, then

|C| ≤ K(t,r) =

{
∑t

i=(t+r)/2

(t
i

)
, 2|(t + r),

2∑t−1
i=(t+r−1)/2

(t−1
i

)
, 2 
 |(t + r).

and instead of inequality (41) we obtain

Lemma 59 If A is an r-intersecting antichain, then

t

∑
i=1

|Ai|
2i ≤

K(t,r)
2t . (44)

Note that everywhere instead of the antichain condition we can consider the weaker
condition that

⋃t
i=1Bi is a prefix-free code. However, when r > 1, equality in (44)

is achieved only on the antichain A consisting of the minimal elements of Katona’s
set (about Katona’s set see for example [AK05]), i.e., when

A=

⎧
⎨

⎩

( [t]
t+r

2

)
, i f 2|(t + r),

{
A ∈
( [t]

t+r−1
2

)
: 1 
∈ A

}⋃{
A ∈
( [t]

t+r+1
2

)
: 1 ∈ A

}
, i f 2 
 |(t + r)

We can find further generalizations of inequality (39), for example when the ground
alphabet is q−ary. Note that the maximal number of intersecting t−tuples from
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Qt = {0,1, . . . ,q− 1}t is qt−1. Hence if we consider Ai ⊂ A ⊂ Qt as the set of t-
tuples such that i is the position of their rightmost nonzero symbol, we can write (39)
with q instead of 2. However, more useful for our purpose will be the model, when
we take into account only positions of t-tuples from A, which contain ones. For
at = (a1, . . . ,at) ∈ Qt define

B(at) = { j : a j = 1}

and forA⊂Qt denote B(A) = {B(at), at ∈A}. Let also L(A) be the set of minimal
elements of B(A). Denote by Ai,ω ⊂ L(A) the set of t-tuples each having its last
one in position i with the whole number of ones equal to ω. Then the following
relation is valid:

t

∑
i=1

i

∑
ω=1

|Ai,ω |(q−1)i−ω

qi ≤ 1
q
. (45)

The proof of this inequality involves similar counting arguments as the proof of (39).
To find a generalization of (45) for the case of r-intersecting sets we should know

the formula for the maximal cardinality of a q−ary setA such that for every A1,A2 ∈
A, |A1

⋂
A2| ≥ r, where intersection means the set of positions, where both A1 and

A2 have ones.

Proposition 27 If for A⊂ Qt ,L(A) is an r-intersecting antichain, then

t

∑
i=1

1
qi

i

∑
ω=1
|Ai,ω |(q−1)i−ω ≤ Nq(t,r)

qt ,

where Nq(t,r) is the maximal cardinality of a set from [q]t whose diameter does not
exceed t− r.

At last we need one, the most general case, when A ⊂ ∏t
i=1 Qi = {0, . . . ,q1− 1}

× · · · × {0, . . . ,qt − 1}. In this case, we have the following generalization of (45)
(and correspondingly (39)), the proof of which we leave to the reader.

Proposition 28 The following relation is valid:

t

∑
i=1

∑
C∈L(C): s+(C)=i

∏
j∈[i]\C

(q j−1)
t

∏
j=i+1

q j ≤
t

∏
j=2

q j (46)

where s+(C) is the position of the rightmost one of C.

Proof of Theorem 95. Now we summarize the facts that we have obtained and prove
Theorem 95. Note that the expression on the LHS of (46) is equal to the number of
t-tuples in some set C ⊂ ∏t

i=1 Qi with intersecting L(C) and if L(C) = P(A(N0)),
then it is proportional up to∏t

i=1 qi to the density (37) ofA(N0)⊂Θ(N0) where we
use the one-to-one correspondence between binary t-tuples and square-free ideals
θ ∈ Θ, such that ητ 
 |θ when τ > t. Solving the diametric problem in this case, we
see that the maximum of the LHS of (46) for left compressed sets and hence the



284 Appendix: Supplementary Material and Research Problems

maximum of the density of A(N0) is achieved (only) when L(C) = {(1,0, . . . ,0)}.
As the number of possible P(A(N0)) such that for θ ∈ P(A(N0)) we have ητ 
 |θ
when τ > t is bounded from above independently of N0, there exists N′ such that
when N0 > N′ we have for the maximal A(N0) :

A(N0) = {θ ∈Θ(N0) : θ = η1u}. (47)

This maximal set is unique among left compressed sets. This proves Lemma 56.
To prove Lemma 57 and Theorem 95 note that for not left compressed sets, in the
case N(η2) > 2 we have additional to (47) possibilities {θ ∈Θ(N0) : θ = ηiu}, i =
2, . . . ,k each of which is a maximal set and in the case N(η2) = 2, N(η3) > 2
we have one additional to (47) maximal set {θ ∈ Θ(N0) : θ = η2u}. This proves
Theorem 95. �

Remark In the case, when N(η3) = 2, the density 1/2 is achieved besides the
set (47) also on the set

A′′(N0) = {θ ∈Θ(N0) : θ = η1η2u, = η1η3u, = η2η3u} (48)

and at the present we are not able to determine in the general case when N(η3) = 2
which set of ideals is maximal.

Note that the results that do not use the strict increase of the norm along the set of
ideals η1,η2, . . . are still valid for the set of ideals as for the set of positive integers.
Let us give an example. Write

ζ (A,s) = ∑
η∈A

1
N(η)

, s > 1,

where A is some set of ideals. The lower Dirichlet density D(A) of the set A is
defined as follows:

D(A) ∆= liminf
s→1+

ζ (A,s).

For an arbitrary pair of divisors η1,η2 denote by (η1,η2) ([η1,η2]) their greatest
common divisor (least common multiple) and for two sets of ideals A,B let

(A,B) = {(η1,η2); η1 ∈ A, η2 ∈ B},

[A,B] = {[η1,η2]; η1 ∈ A, η2 ∈ B}.

The following inequality is valid:

D(A)D(B)≤ D([A,B])D((A,B)).

This inequality is from the class of correlation inequalities. The proof of this in-
equality is literally the same as when the sets A and B are sets of positive integers
and this proof can be found in [AK97a].
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Research Perspectives with Informational
Aspects: Three Research Programs
Here we try to stimulate readers to try to explore three new directions in Combi-
natorial Extremal Theory, which are not covered by the lectures. They all relate to
Information Theory.

A Direction in Extremal Theory of Sequences: Creating Order
with Simple Machines

In [AZ89] and [AYZ90] a new field of research, creating order in sequence spaces
with simple machines, was introduced. People spend a large amount of time creating
order in various circumstances. We contribute to a theory of ordering. In particular
we try to understand how much “order” can be created in a “system” under con-
straints on our “knowledge about the system” and on the “actions we can perform
in the system.”

We have a box that contains β objects at time t labeled with numbers from X =
{0, . . . ,α−1}. The state of the box is st = (st(1), . . . ,st(α)), where st(i) denotes the
number of balls at time t labeled by i.

Assume now that an arbitrary sequence xn = (x1, . . . ,xn) ∈ X n enters the box
iteratively. At time t an organizer O outputs an object yt and then xt enters the box.
xn = (x1, . . . ,xn) is called an input and yn = (y1, . . . ,yn) an output sequence. The
organizer’s behavior must obey the following rules.

Constraints on matter. The organizer can output only objects from the box. At each
time t he must output exactly one object.

Constraints on mind. The organizer’s strategy depends on the following

(a) His knowledge about the time t. The cases whereO has a timer and has no timer
are denoted by T + and T−, respectively.

(b) His knowledge about the content of the box. O− indicates that the organizer
knows at time t only the state st of the box. If he also knows the order of entrance
times of the objects, we write O+.

(c) The passive memory (π,β ,ϕ). At time t the organizer remembers the output
letters yt−π , . . . ,yt−1 and can see the incoming letters xt+1, . . . ,xt+ϕ .
Let Fn(π,β ,ϕ,T−,O−) be the set of all strategies for (T−,O−), length n and a
given memory (π,β ,ϕ) and S be the set of all states. A strategy fn : X n×S →
X n assigns to each pair (xn,s1) an output yn. Denote Y( fn) the image of X n×S
under fn. Also denote ||Y( fn)|| the cardinality of Y( fn).
Now we define the size

Nn
α(π,β ,ϕ) = min{||Y( fn)|| : fn ∈ Fn(π,β ,ϕ,T−,O−)}
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and the rate
να(π,β ,ϕ) = lim

n→∞
1
n

logNn
α(π,β ,ϕ).

Analogously, we define in the case (T−,O+) the quantities On
α(π,β ,ϕ),

ωα(π,β ,ϕ), in the case (T +,O−) the quantities T n
α (π,β ,ϕ), τα(π,β ,ϕ) and

in the case (T +,O+) the quantities Gn
α(π,β ,ϕ), γα(π,β ,ϕ).

(d) The active memory. Now the organizer has additional memory of size m, where
he is free to delete or store any relevant information at any time. Here we are
led to study the quantities Nn

α(π,β ,ϕ,m), να(π,β ,ϕ,m), etc.

Survey of the Results

π , φ ν2(π,β ,ϕ)

0, 0 1
0, 1 1

1, 0 sup
δ

(1− (β −1)δ )h
(

δ
1−(β−1)δ

)

π , ∞ 1/β
∞, ≤ β −1 logλ ∗, where λ ∗ is the largest root of

λβ+1+ϕ = λ �(β+1+ϕ)/2�+λ �(β+1+ϕ)/2�

∞, ≥ β −1 1/β

Furthermore, the following relations hold.

ω2(∞,β ,ϕ) = ν2(∞,β ,ϕ), ω2(π,β ,∞) = ν2(π,β ,∞),
τ2(π,β ,ϕ) = ν2(∞,β ,ϕ) for π ≥ 1, τ2(0,2,0) = log((

√
5+1)/2).

limβ→∞ ν3(0,β ,0) = 1,
In the model of active memory we have for the memory size m = 2 that

ν2(0,β ,0,2) = ν2(1,β ,0) = logλβ , where λβ is the positive root of λβ −λβ−1−
1 = 0.

The general case, where the size α of the set X , the size β of the box, and the
memory parameters π,ϕ , and m are arbitrary, has not been solved yet. This is the
cardinal goal for our research to aim at within this field. We have the following
Conjectures

1. lim
ϕ→∞

ν2(π,β ,ϕ) 
= ν2(π,β ,∞) (in the analogous case for π → ∞ equality holds)

2. limβ→∞ να(0,β ,0) = log2�(α+1)/2� (for α = 2 and α = 3 this is true)
3. ω2(0,β ,0) = ν2(1,β −1,0)

In a probabilistic model, the objects or letters are produced by a stochastic
process, which in the simplest case is a sequence (Xt)∞t=1 of i.i.d. RV’s with values in
X = {0,1, . . . ,α−1} and generic distribution PX . In Information Theory, this is also
called a discrete, memoryless source. For a strategy fn, which depends on the triple
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(π,β ,ϕ), let Y n = Y1 . . .Yn be the output sequence corresponding to Xn = X1 . . .Xn.
Let Fn

α (π,β ,ϕ,PX ) be the set of strategies restricted to block length n.
We use the “per letter” entropy 1

n H(Y n) as performance criterion and define

ηα(π,β ,ϕ,PX ) = lim
n→∞

min
fn∈Fn

α (π,β ,ϕ,PX )

1
n

H(Y n).

This is the smallest mean entropy of the output process, which can be achieved
by O with strategies based on his knowledge. It corresponds to the optimal rate
να(π,β ,ϕ) in the nonprobabilistic model. Our new quantity is much harder to ana-
lyze.

In the first nontrivial case β = 2 and π = ∞, ϕ = 0 only the simplest nontrivial
source, namely the binary symmetric source defined by PX (0) = PX (1) = 1/2, could
be analyzed.

Theorem 96 The strategy that is locally optimal for every t = 1,2, . . . is optimal.
Moreover for the disjoint events Dk = Ek \ Ek+1, where Ek = {Y k = 01010 . . .},
q(k) = Prob(Dk) satisfies ∑∞n=1 q(k) = 1 and

η2(∞,2,0,PX ) =
H(q)
∞
∑

k=1
kq(k)

= 0,5989... (49)

The formula (49) has a nice structure. It suggests a general principle for arbitrary
sources. However, already the binary nonsymmetric source is difficult to solve. Fi-
nally, we mention the survey of Vanroose, pages 603–613 in [N].

Directions of Developments of Our Basic Model for Sequences

Multiple in- and outputs: s inputs and s outputs, varying number of outputs, merg-
ing, splitting, correlation
Objects with special features: Varying-length objects, death-birth, idle objects,
box with exclusion rule
Compound objects: Box with reaction rules, representatives, objects with many
properties, exchanging parts of objects
Errors: Probabilistic, confusion rule, frequency rule, receiver can distinguish only
certain objects

Applications

Production of goods, arrival of goods and documents, garbage collection



288 Appendix: Supplementary Material and Research Problems

Extensions of the Basic Model

A combined theory of ordering and source coding
Ordering, sorting, and Maxwell’s demon
A calculus of machines: comparisons of machines, commutativity

We want to emphasize that the subject discussed falls into the large area of com-
binatorial problems concerning sequence–subsequence relations, which includes
genetic studies. Actually several results of this book have extensions in this con-
text. Intensively studied have been shadows and isoperimetry under the sequence–
subsequence relation, briefly reported in Section 6.3 of [E].

Information Flows in Networks

We continue now with the subject whose origin is generally attributed to [ACLY00].
The founder of Information Theory Claude E. Shannon, who set the standards for
efficient transmission of channels with noise by introducing the idea of coding, also
wrote together with Peter Elias and Amiel Feinstein a basic paper on networks
([SEF56]) discussing algorithmic aspects of the Min Cut – Max Flow Theorem
([FF56]), saying that for flows of physical commodities like electric currents or
water, satisfying Kirchhoff’s laws, the maximal flow equals the minimal cut.

With the stormy development of Computer Science, there is an ever increasing
demand for designing and optimizing information flows over networks – for in-
stance in the Internet.

Data, that is strings of symbols, are to be sent from sources s1, . . . ,sn to their
destinations, sets of node sinks D1, . . . ,Dn.

Computer Scientists quickly realized that it is beneficial to copy incoming strings
at processors sitting at nodes of the network and to forward copies to adjacent nodes.
This task is called multicasting.

However, quite surprisingly they did not consider coding, which means here to
produce not only copies, but, more generally, new output strings as deterministic
functions of incoming strings.

A Min–Max-Theorem was discovered and proved for information flows by
Ahlswede, Cai, Li, and Yeung in [ACLY00].

Its statement can be simply explained. For one source only, that is n = 1, in
the notation above, and D1 = {d11,d12, . . . ,d1t} let F1 j denote the max-flow value,
which can go for any commodity like water in case of Ford/Fulkerson from si to d1i.
The same water cannot go to several sinks. However, the amount of min1≤ j≤t F1 j
bits can go simultaneously to d11,d12, . . . and d1t . Obviously, this is best possi-
ble. It has been referred to as ACLY-Min-Max-Theorem. To the individual F1 j
Ford/Fulkerson’s Min-Cut-Max-Flow Theorem applies.

It is very important that in the starting model there is no noise, and it is amazing
for how long Computer Scientists did the inferior multicasting allowing only copies.
(It is perhaps surprising that Shannon seems not to have realized the consequences
of the basic difference between classical and information flows.)
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Network flows with more than one source are much harder to analyze and lead
to a wealth of old and new combinatorial extremal problems.

Even nicely characterized classes of error-correcting codes come up as being
isomorphic to a complete set of solutions of flow problems without errors!

Also optimal anticodes (see Theorem 5) arise in such a role!
On the classical side for instance orthogonal Latin Squares arise.
With NetCod 2005 – the first workshop on Network Coding Theory and Appli-

cations, April 7, 2005, Riva, Italy the new subject Network Coding was put to start.
It is known that classical network flows have many connections to combinatorial

extremal problems like Baranyai’s factorization theorem ([B75]) or especially for
matching problems. Information flows promise more such connections as for exam-
ple in [WJK06]. There may be a great challenge not only coming to Combinatorics
but also to Algebraic Geometry and its present foundations.

We draw attention to the chapter on Network Coding in [G], pages 858–897.

Information Theory and the Regularity Lemma

Next we introduce an example of how the knowledge of Information Theory helps
to solve combinatorial problems. Tao in [T06] approached Szemerédi’s Regularity
Lemma from the perspectives of Probability Theory and Information Theory instead
of Graph Theory and as a technical tool he proved the following

Lemma 60 Let Y, and X ,X ′ be discrete random variables taking values inY andX ,
respectively, where Y ⊂ [−1,1], and with X ′ = f (X) for a (deterministic) function
f . Then we have

E(|E(Y |X ′)−E(Y |X)|)≤ 2I1/2(X ;Y |X ′).

Readers familiar with Information Theory immediately find out that the inequality
in the Lemma is a Pinsker-type inequality [P64] between the variational distance in
the LHS and the divergence of random variables in the RHS and this helps to prove
this inequality in a regular way [A07] with constant

√
2ln2 instead of 2 in the RHS,

and this constant is best possible.
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Math. J. (2), Vol. 19, 357–367, 1967

[BS96] R. Balasubramanian and K. Soundararajan, On a conjecture of R. L. Graham,
Acta Arith., Vol. 75, No. 1, 1–38, 1996

[B75] Z. Baranyai, On the factorization of the complete uniform hypergraph. Infinite
and finite sets, in Infinite and Finite Sets, Vol. 1, Proceedings a Colloquium
held at Keszthely, June 25-July 1, 1973, Dedicated to Paul Erdös on his 60th
Birthday, A. Hajnal, R. Rado, and V. T. Sós, editors, 91–108, 1975

[B81] V. Baston, Inequalities involving maps of finite sets, Mathematische Zeitschrift,
Vol. 177, 207–210, 1981

[B48] F.A. Behrend, Generalization of an inequality of Heilbronn and Rohrbach,
Bull. Amer. Math. Soc., Vol. 54, 681–684, 1948



296 References

[BF87] J. van den Berg and U. Fiebig, On a combinatorial conjecture concerning dis-
joint occurences of events, Ann. Probab., Vol. 15, No. 1, 354–374, 1987

[BK85] J. van den Berg and H. Kesten, Inequalities with applications to percolation
and reliability, J. Appl. Probab., Vol. 22, No. 3, 556–569, 1985

[B67] A. Bernstein, Maximally connected arrays on the n-cube, SIAM J. Appl. Math.,
Vol. 15, 1485–1489, 1967

[B05a] C. Bey, Polynomial LYM inequalities, Combinatorica, Vol. 25, No. 1, 19–38,
2005

[B94] S.L. Bezrukov, Isoperimetric problems in discrete spaces, Extremal problems
for finite sets (Visegrd, 1991), 59–91, Bolyai Soc. Math. Stud., Vol. 3, Jnos
Bolyai Math. Soc., Budapest, 1994

[BS02] S.L. Bezrukov and O. Serra, A local-global principle for vertex-isoperimetric
problems, Discrete Math., Vol. 257, No. 2–3, 285–309, 2002

[B73a] G. Birkhoff, Lattice Theory, Amer. Math. Soc., Providence, 1973
[B86a] V. Blinovsky, Bounds for codes in the case of list decoding of finite volume,

Probl. Inf. Transm., Vol. 22, No. 1, 7–19, 1986
[B97] V. Blinovsky, Asymptotic Combinatorial Coding Theory, Kluwer, Boston,

1997
[B00] V. Blinovsky, Lower bound for the linear multiple packing of the binary Ham-

ming space, J. Comb. Theory Ser. A, Vol. 92, No. 1, 95–101, 2000
[B01a] V. Blinovsky, Error probability exponent of list-of-L decoding at zero rate, un-

published manuscript, 2001
[B01b] V. Blinovsky, Error probability exponent of list decoding at low rates, Probl.

Inf. Transm., Vol. 37, No. 4, 277–287, 2001
[B05b] V. Blinovsky, Code bounds for multiple packing over a non-binary finite alpha-

bet, Probl. Inf. Transm., Vol. 41, No. 1, 23–32, 2005
[B96] T. Bohman, A sum packing problem of Erdös and the Conway-Guy sequence,

Proc. Amer. Math. Soc., Vol. 124, No. 12, 3627–3636, 1996
[B80] H.-W. Bollmann, Ungleichungen für verbandsgeordnete Maßräume, diploma

thesis, University of Bielefeld, 1980
[B65] B. Bollobás, On generalized graphs, Acta Math. Acad. Sci. Hung., Vol. 16,

447–452, 1965
[B73b] B. Bollobás, Sperner systems consisting of pairs of complementary subsets,

J. Comb. Theory Ser. A, Vol. 15, 363–366, 1973
[B88] B. Bollobás, Combinatorics, Cambridge University Press, Cambridge, 1988
[B98] B. Bollobás, Modern Graph Theory, Springer, Berlin Heidelberg New York,

1998
[BB90] B. Bollobás and G. Brightwell, Parallel selection with high probability, SIAM

J. Discrete Math., Vol. 3, No. 1, 21–31, 1990
[BL90] B. Bollobás and I. Leader, An isoperimetric inequality on the discrete torus,

SIAM J. Discrete Math., Vol. 3, No. 1, 32–37, 1990
[BL91] B. Bollobás and I. Leader, Edge-isoperimetric inequalities in the grid, Combi-

natorica, Vol. 11, No. 4, 299–314, 1991
[BL93] B. Bollobás and I. Leader, Maximal sets of given diameter in the grid and the

torus, Discrete Math., Vol. 122, No. 1–3, 15–35, 1993
[BL04] B. Bollobás and I. Leader, Isoperimetric problems for r-sets, Comb. Probab.

Comput., Vol. 13, No. 2, 277–279, 2004
[BK07] A. de Bonis and G. Katona, Largest families without an r-fork, Order, Vol. 24,

181–191, 2007
[BKS05] A. de Bonis, G. Katona, and K. Swanepoel, Largest family without A∪B ⊆

C∪D, J. Comb. Theory, Ser. A, Vol. 111, No. 2, 331–336, 2005
[B86b] J. Borden, Coding for write-undirectional memories, preprint, 1986
[BCR99] C. Borgs, J. Chayes, and D. Randall, The van den Berg-Kesten-Riemer in-

equality: a review, Perplexing problems in probability, Progr. Probab., Vol. 44,
Birkhuser, Boston, MA, 195–173, 1999



References 297
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[S97] L. Székely, Crossing numbers and hard Erdös problems in discrete geometry,
Comb. Probab. Comput., Vol. 6, No. 3, 353–358, 1997

[T91] M. Talagrand, A new isoperimetric inequality and the concentration of mea-
sure phenomenon, Geometric aspects of functional analysis (1989–90), Lecture
Notes in Mathematics, Springer, Berlin Heidelberg New York, Vol. 1469,
94–124, 1991

[T95] M. Talagrand, Concentration of measure and isoperimetric inequalities in prod-
uct spaces, Publications Math., Inst. des Hautes Études Sci., No. 81, 73–205,
1995
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Böttcher, A; Silbermann, B.: Introduction to
Large Truncated Toeplitz Matrices
Boltyanski, V.; Martini, H.; Soltan, P. S.:
Excursions into Combinatorial Geometry
Boltyanskii, V. G.; Efremovich, V. A.:
Intuitive Combinatorial Topology
Bonnans, J. F.; Gilbert, J. C.; Lemarchal, C.;
Sagastizbal, C. A.: Numerical Optimization
Booss, B.; Bleecker, D. D.: Topology and
Analysis
Borkar, V. S.: Probability Theory
Brides/Vita: Techniques of Constructive
Analysis
Bruiner, J. H.: The 1-2-3 of Modular Forms
Brunt B. van: The Calculus of Variations
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