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Université de Paris-Sud

Orsay, France

WILEY-INTERSCIENCE

A JOHN WILEY & SONS, INC., PUBLICATION



Copyright# 2008 by John Wiley & Sons, Inc. All rights reserved

Published by John Wiley & Sons, Inc., Hoboken, New Jersey

Published simultaneously in Canada

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form or by

any means, electronic, mechanical, photocopying, recording, scanning, or otherwise, except as permitted

under Section 107 or 108 of the 1976 United States Copyright Act, without either the prior written

permission of the Publisher, or authorization through payment of the appropriate per-copy fee to the

Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400, fax (978)

750-4470, or on the web at www.copyright.com. Requests to the Publisher for permission should be

addressed to the Permissions Department, JohnWiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030,

(201) 748-6011, fax (201) 748-6008, or online at http://www.wiley.com/go/permission.

Limit of Liability/Disclaimer of Warranty; While the publisher and author have used their best efforts in

preparing this book, they make no representations or warranties with respect to the accuracy or comple-

teness of the contents of this book and specifically disclaim any implied warranties of merchantability or

fitness for a particular purpose. Nowarranty may be created or extended by sales representatives or written

sales materials. The advice and strategies contained herein may not be suitable for your situation. You

should consult with a professional where appropriate. Neither the publisher nor author shall be liable for

any loss of profit or any other commercial damages, including but not limited to special, incidental,

consequential, or other damages.

For general information on our other products and services or for technical support, please contact our

Customer Care Department within the United States at (800) 762-2974, outside the United States at (317)

572-3993 or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may not

be available in electronic formats. For more information about Wiley products, visit our web site at

www.wiley.com.

Wiley Bicentennial Logo: Richard J. Pacifico

Library of Congress Cataloging-in-Publication Data:

Shaik, Sason S., 1943-

A chemist’s guide to valence bond theory / by Sason Shaik and Philippe C.

Hiberty.

p. cm.

Includes index.

ISBN 978-0-470-03735-5 (cloth)

1. Valence (Theoretical chemistry) I. Hiberty, Philippe C. II. Title.

QD469.S53 2008

5410.224–dc22 2007040432

Printed in the United States of America

10 9 8 7 6 5 4 3 2 1

http://www.copyright.com
http://www.wiley.com/go/permission
http://www.wiley.com


Dedicated to our great teachers:

Roald Hoffman,

Nicolaos D. Epiotis,

Lionel Salem,

and the late Edgar Heilbronner.





CONTENTS

PREFACE xiii

1 A Brief Story of Valence Bond Theory, Its Rivalry

with Molecular Orbital Theory, Its Demise, and Resurgence 1

1.1 Roots of VB Theory 2

1.2 Origins of MO Theory and the Roots of VB–MO Rivalry 5

1.3 One Theory is Up the Other is Down 7

1.4 Mythical Failures of VB Theory: More Ground

is Gained by MO Theory 8

1.5 Are the Failures of VB Theory Real? 12

1.5.1 The O2 Failure 12

1.5.2 The C4H4 Failure 13

1.5.3 The C5H5
þ Failure 13

1.5.4 The Failure Associated with the Photoelectron

Spectroscopy of CH4 13

1.6 Valence Bond is a Legitimate Theory Alongside

Molecular Orbital Theory 14

1.7 Modern VB Theory: Valence Bond Theory is Coming of Age 14

2 A Brief Tour Through Some Valence Bond

Outputs and Terminology 26

2.1 Valence Bond Output for the H2 Molecule 26

2.2 Valence Bond Mixing Diagrams 32

2.3 Valence Bond Output for the HF Molecule 33

3 Basic Valence Bond Theory 40

3.1 Writing and Representing Valence Bond Wave Functions 40

3.1.1 VB Wave Functions with Localized Atomic Orbitals 40

3.1.2 Valence Bond Wave Functions with Semilocalized AOs 41

3.1.3 Valence Bond Wave Functions with Fragment Orbitals 42

3.1.4 Writing Valence Bond Wave Functions Beyond the

2e/2c Case 43

3.1.5 Pictorial Representation of Valence Bond Wave

Functions by Bond Diagrams 45

vii



3.2 Overlaps between Determinants 45

3.3 Valence Bond Formalism Using the Exact Hamiltonian 46

3.3.1 Purely Covalent Singlet and Triplet Repulsive States 47

3.3.2 Configuration Interaction Involving Ionic Terms 49

3.4 Valence Bond Formalism Using an Effective Hamiltonian 49

3.5 Some Simple Formulas for Elementary Interactions 51

3.5.1 The Two-Electron Bond 51

3.5.2 Repulsive Interactions in Valence Bond Theory 52

3.5.3 Mixing of Degenerate Valence Bond Structures 53

3.5.4 Nonbonding Interactions in Valence Bond Theory 54

3.6 Structural Coefficients and Weights of Valence Bond

Wave Functions 56

3.7 Bridges between Molecular Orbital and Valence Bond Theories 56

3.7.1 Comparison of Qualitative Valence Bond

and Molecular Orbital Theories 57

3.7.2 The Relationship between Molecular Orbital

and Valence Bond Wave Functions 58

3.7.3 Localized Bond Orbitals: A Pictorial Bridge between

Molecular Orbital and Valence Bond Wave Functions 60

Appendix 65

3.A.1 Normalization Constants, Energies, Overlaps, and

Matrix Elements of Valence Bond Wave Functions 65

3.A.1.1 Energy and Self-Overlap of an Atomic Orbital-

Based Determinant 66

3.A.1.2 Hamiltonian Matrix Elements and Overlaps

between Atomic Orbital-Based Determinants 68

3.A.2 Simple Guidelines for Valence Bond Mixing 68

Exercises 70

Answers 74

4 Mapping Molecular Orbital—Configuration

Interaction to Valence Bond Wave Functions 81

4.1 Generating a Set of Valence Bond Structures 81

4.2 Mapping a Molecular Orbital–Configuration Interaction

Wave Function into a Valence Bond Wave Function 83

4.2.1 Expansion of Molecular Orbital Determinants

in Terms of Atomic Orbital Determinants 83

4.2.2 Projecting the Molecular Orbital–Configuration

Interaction Wave Function Onto the Rumer

Basis of Valence Bond Structures 85

4.2.3 An Example: The Hartree–Fock Wave

Function of Butadiene 86

viii CONTENTS



4.3 Using Half-Determinants to Calculate Overlaps

between Valence Bond Structures 88

Exercises 89

Answers 90

5 Are the ‘‘Failures’’ of Valence Bond Theory Real? 94

5.1 Introduction 94

5.2 The Triplet Ground State of Dioxygen 94

5.3 Aromaticity–Antiaromaticity in Ionic Rings CnHn
þ/� 97

5.4 Aromaticity/Antiaromaticity in Neutral Rings 100

5.5 The Valence Ionization Spectrum of CH4 104

5.6 The Valence Ionization Spectrum of H2O

and the ‘‘Rabbit-Ear’’ Lone Pairs 106

5.7 A Summary 109

Exercises 111

Answers 112

6 Valence Bond Diagrams for Chemical Reactivity 116

6.1 Introduction 116

6.2 Two Archetypal Valence Bond Diagrams 116

6.3 The Valence Bond State Correlation Diagram Model

and Its General Outlook on Reactivity 117

6.4 Construction of Valence Bond State Correlation Diagrams

for Elementary Processes 119

6.4.1 Valence Bond State Correlation Diagrams

for Radical Exchange Reactions 119

6.4.2 Valence Bond State Correlation Diagrams for

Reactions between Nucleophiles and Electrophiles 122

6.4.3 Generalization of Valence Bond State Correlation

Diagrams for Reactions Involving Reorganization

of Covalent Bonds 124

6.5 Barrier Expressions Based on the Valence Bond State

Correlation Diagram Model 126

6.5.1 Some Guidelines for Quantitative Applications

of the Valence Bond State Correlation

Diagram Model 128

6.6 Making Qualitative Reactivity Predictions with

the Valence Bond State Correlation Diagram 128

6.6.1 Reactivity Trends in Radical Exchange Reactions 130

6.6.2 Reactivity Trends in Allowed and Forbidden Reactions 132

6.6.3 Reactivity Trends in Oxidative–Addition Reactions 133

6.6.4 Reactivity Trends in Reactions between Nucleophiles

and Electrophiles 136

CONTENTS ix



6.6.5 Chemical Significance of the f Factor 138

6.6.6 Making Stereochemical Predictions with the

VBSCD Model 138

6.6.7 Predicting Transition State Structures with the

Valence Bond State Correlation Diagram Model 140

6.6.8 Trends in Transition State Resonance Energies 141

6.7 Valence Bond Configuration Mixing Diagrams:

General Features 144

6.8 Valence Bond Configuration Mixing Diagram

with Ionic Intermediate Curves 144

6.8.1 Valence Bond Configuration Mixing Diagrams for

Proton-Transfer Processes 145

6.8.2 Insights from Valence Bond Configuration Mixing

Diagrams: One Electron Less–One Electron More 146

6.8.3 Nucleophilic Substitution on Silicon: Stable

Hypercoordinated Species 147

6.9 Valence Bond Configuration Mixing Diagram

with Intermediates Nascent from ‘‘Foreign States’’ 149

6.9.1 The Mechanism of Nucleophilic Substitution of Esters 149

6.9.2 The SRN2 and SRN2
c Mechanisms 150

6.10 Valence Bond State Correlation Diagram: A General

Model for Electronic Delocalization in Clusters 153

6.10.1 What is the Driving Force for the D6h

Geometry of Benzene, s or p? 154

6.11 Valence Bond State Correlation Diagram: Application

to Photochemical Reactivity 157

6.11.1 Photoreactivity in 3e/3c Reactions 158

6.11.2 Photoreactivity in 4e/3c Reactions 159

6.12 A Summary 163

Exercises 171

Answers 176

7 Using Valence Bond Theory to Compute and

Conceptualize Excited States 193

7.1 Excited States of a Single Bond 194

7.2 Excited States of Molecules with Conjugated Bonds 196

7.2.1 Use of Molecular Symmetry to Generate Covalent

Excited States Based on Valence Bond Theory 197

7.2.2 Covalent Excited States of Polyenes 209

7.3 A Summary 212

Exercises 215

Answers 216

x CONTENTS



8 Spin Hamiltonian Valence Bond Theory and its Applications

to Organic Radicals, Diradicals, and Polyradicals 222

8.1 ATopological Semiempirical Hamiltonian 223

8.2 Applications 225

8.2.1 Ground States of Polyenes and Hund’s

Rule Violations 225

8.2.2 Spin Distribution in Alternant Radicals 227

8.2.3 Relative Stabilities of Polyenes 228

8.2.4 Extending Ovchinnikov’s Rule to Search

for Bistable Hydrocarbons 230

8.3 A Summary 231

Exercises 232

Answers 234

9 Currently Available Ab Initio Valence Bond

Computational Methods and their Principles 238

9.1 Introduction 238

9.2 Valence Bond Methods Based on Semilocalized Orbitals 239

9.2.1 The Generalized Valence Bond Method 240

9.2.2 The Spin-Coupled Valence Bond Method 242

9.2.3 The CASVB Method 243

9.2.4 The Generalized Resonating Valence Bond Method 245

9.2.5 Multiconfiguration Valence Bond Methods with

Optimized Orbitals 246

9.3 Valence Bond Methods Based on Localized Orbitals 247

9.3.1 Valence Bond Self-Consistent Field Method

with Localized Orbitals 247

9.3.2 The Breathing-Orbital Valence Bond Method 249

9.3.3 The Valence Bond Configuration Interaction Method 252

9.4 Methods for Getting Valence Bond Quantities

from Molecular Orbital-Based Procedures 253

9.4.1 Using Standard Molecular Orbital Software

to Compute Single Valence Bond Structures

or Determinants 253

9.4.2 The Block-Localized Wave Function

and Related Methods 254

9.5 AValence Bond Method with Polarizable Continuum Model 255

Appendix 257

9.A.1 Some Available Valence Bond Programs 257

9.A.1.1 The TURTLE Software 257

9.A.1.2 The XMVB Program 257

CONTENTS xi



9.A.1.3 The CRUNCH Software 257

9.A.1.4 The VB2000 Software 258

9.A.2 Implementations of Valence Bond Methods

in Standard Ab Initio Packages 258

10 Do Your Own Valence Bond Calculations—A Practical Guide 271

10.1 Introduction 271

10.2 Wave Functions and Energies for the Ground State of F2 271

10.2.1 GVB, SC, and VBSCF Methods 272

10.2.2 The BOVB Method 276

10.2.3 The VBCI Method 280

10.3 Valence Bond Calculations of Diabatic States

and Resonance Energies 281

10.3.1 Definition of Diabatic States 282

10.3.2 Calculations of Meaningful Diabetic States 282

10.3.3 Resonance Energies 284

10.4 Comments on Calculations of VBSCDs and VBCMDs 287

Appendix 290

10.A.1 Calculating at the SD–BOVB Level in Low Symmetry Cases 290

Epilogue 304

Glossary 306

Index 311

xii CONTENTS



PREFACE

This text was written to fill the missing niche of a textbook that teaches Valence Bond

(VB) theory. The theory that once charted the mental map of chemists had been

abandoned since the mid-1960s for reasons that are discussed in Chapter 1. Conse-

quently, the knowledge of VB theory and its teaching became gradually more scarce,

and was effectively eliminated from the teaching curriculum in much of the chemical

community. Nevertheless, a few elements of the theory somehow survived as the

Lingua Franca of chemists, mostly due to the use of the Lewis bonding paradigm and

the post-Lewis concepts of hybridization and resonance. But there is much more to

VB theory than these concepts and ideas. Since its revival in the 1980s, VB theory has

been enjoying a renaissance that is characterized by the development of a growing

number of ab initio methods that can be applied to chemical problems of bonding

and reactivity. Alongside these methodology developments, there has been a surge

of new post-Pauling models and concepts that have rendered VB theory useful

again as a central theory in chemistry; especially productive concepts arose by

importing insights from molecular orbital (MO) theory and making the VB

approach more portable and easier to apply. Following a recent review article by

us (1) and two essays on VB theory and its relation to MO theory (2,3), we felt that

the time had come to write a textbook dedicated to VB theory, its applications, and

special insights.

This text is aimed at a nonexpert audience and designed as a tutorial material for

teachers and students who would like to teach and use VB theory, but who otherwise

have basic knowledge of quantum chemistry. As such, the primary focus of this

textbook is a qualitative insight of the theory and ways to apply this theory to the

problems of bonding and reactivity in the ground and excited states of molecules.

Almost every chapter contains problem sets followed by answers. These problems

provide the teachers, students, and interested readers with an opportunity to practice

the art ofVB theory.Wewill be indebted to readers�teachers�students for comments

and more suggestions, which can be incorporated into subsequent editions of this

book that we hope, will follow.

Another features in this book is the description of the main methods and programs

available today for ab initio VB calculations, and how actually one may plan and run

VB calculations. In this sense, the book provides a snapshot of the current VB

capabilities in 2007. Regrettably, much important work had to be left out. The readers

interested in technical and theoretical development aspects of VB theory may wish to

consult two other monographs (4,5).

xiii



The two authors owe a debt of gratitude to colleagues and friends who read the

chapters and provided useful comments and insights. In particular, we acknowledge

Dr. Benoı̂t Braı̈da, Professor Narahary Sastry, Professor Hendrik Zipse, Professor

FranHois Volatron, and Dr. Hajime Hirao for the many comments and careful reading

of earlier drafts. FranHois Volatron actually solved all the problem sets and checked

the equations of Chapter 3: The equations are in much better shape thanks to his

careful screening. Hajime Hirao went over the entire book and its galley proofs in

search for glitches. Sebastian Kozuch (S. Shaik’s PhD student) helped in the design of

the book cover. Needless to say, none of these gentlemen should be held responsible

for the content of the book.

In addition, we are thankful to all our co-workers and students during the years of

collaboration (1981�present). Especially intense collaborationswith Professor Addy

Pross and ProfessorWeiWu are acknowledged. ProfessorWeiWu and Professor Joop

van Lenthe are especially thanked for making their programs (XMVB and TURTLE)

available to us. In fact, Professor Wei Wu has been kind enough to give us unlimited

access to his XMVB code during the work on this book. Dr. David Danovich is

thanked for producing all the inputs and outputs in this book, for helping with the final

proofing, and for keeping alive the VB computational know-how at the Hebrew

University throughout the years from 1992 onward.

Finally, any readers, teachers, or students who wish to comment on aspects of the
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1 A Brief Story of Valence Bond
Theory, Its Rivalry with
Molecular Orbital Theory,
Its Demise, and Resurgence

The new quantum mechanics of Heisenberg and Schrödinger provided
chemistry with two general theories, one called valence bond (VB) theory
and the other molecular orbital (MO) theory. The two theories were developed
at about the same time, but have quickly diverged into rival schools that have
competed, sometimes fervently, on charting the mental map and epistemology
of chemistry. In brief, until the mid-1950s VB theory had dominated chemistry,
then MO theory took over while VB theory fell into disrepute and was almost
completely abandoned. The more recent period from the 1980s onward marked
a comeback of VB theory, which has since then been enjoying a renaissance
both in the qualitative application of the theory and in the development of new
methods for its computer implementation (1). One of the great merits of VB
theory is its pictorially intuitive wave function that is expressed as a linear
combination of chemically meaningful structures. It is this feature that has
made VB theory so popular in the 1930s�1950s, and it is the same feature that
underlies its temporary demise and ultimate resurgence. This monograph
therefore constitutes an attempt to guide the chemist in the use of VB theory, to
highlight its insight into chemical problems, and some of its state-of-the-art
methodologies.

Since VB is considered, as an obsolete theory, we thought it would be
instructive to begin with a short historical account of VB theory, its rivalry
against the alternative MO theory, its downfall, and the reasons for the past
victory of MO and the current resurgence of VB theory. Part of this review is
based on material from the fascinating historical accounts of Servos (2) and
Brush (3,4). Other parts are not official historical accounts, but rational
analyses of historical events; in some sense, we are reconstructing history in a
manner that reflects our own opinions and the comments we received from
colleagues, as well as ideas formed during the writing of the recent
‘‘conversation’’ the two authors have published with Roald Hoffmann (5).

A Chemist’s Guide to Valence Bond Theory, by Sason Shaik and Philippe C. Hiberty

Copyright # 2008 John Wiley & Sons, Inc.
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1.1 ROOTS OF VB THEORY

The roots of VB theory in chemistry can be traced back to the famous paper of
Lewis The Atom and The Molecule (6), which introduces the notions of electron-
pair bonding and the octet rule (initially called the rule of eight) (6). Lewis was
seeking an understanding of weak and strong electrolytes in solution (2). This
interest led him to formulate the concept of the chemical bond as an intrinsic
property of the molecule that varies between the covalent (shared-pair) and
ionic extremes. In this article, Lewis uses his recognition that almost all known
stable compounds had an even number of electrons as the rationale that led
him to the notion of electron pairing as a mechanism of bonding. This and the
fact that helium was found by Mosely to possess only two electrons made it
clear to Lewis that electron pairing was more fundamental than the octet rule;
the latter rule was an upper bound for the number of electron pairs that can
surround an atom (6). In the same paper, Lewis invents an ingenious symbol
for electron pairing, the colon (e.g., H:H), which enabled him to draw
electronic structures for a great variety of molecules involving single, double,
and triple bonds. This article predated new quantum mechanics by 11 years
and constitutes the first effective formulation of bonding in terms of the
covalent�ionic classification, which is still taught today. This theory has
formed the basis for the subsequent construction and generalization of VB
theory. This work eventually had its greatest impact through the work of
Langmuir, who articulated the Lewis model, applied it across the periodic
table, and invented catchy terms like the octet rule and the covalent bond (7).
From then onward, the notion of electron pairing as a mechanism of bonding
became widespread and initiated the ‘‘electronic structure revolution’’ in
chemistry (8).

The overwhelming chemical support of Lewis’s idea presented an exciting
agenda for research directed at understanding the mechanism by which an
electron pair could constitute a bond. This, however, remained a mystery until
1927 when Heitler and London went to Zurich to work with Schrödinger. In
the summer of the same year, they published their seminal paper, Interaction
Between Neutral Atoms and Homopolar Binding (9,10). Here they showed that
the bonding in dihydrogen (H2) originates in the quantum mechanical
‘‘resonance’’ interaction that is contributed as the two electrons are allowed
to exchange their positions between the two atoms. This wave function and the
notion of resonance were based on the work of Heisenberg (11), who showed
earlier that, since electrons are indistinguishable particles, then for a two
electron systems, with two quantum numbers n and m, there exist two wave
functions that are linear combinations of the two possibilities of arranging
these electrons, as shown Equation 1.1.

CA ¼ ð1=
ffiffiffi
2

p
Þ½wnð1Þwmð2Þ þ wnð2Þwmð1Þ� ð1:1aÞ

CB ¼ ð1=
ffiffiffi
2

p
Þ½wnð1Þwmð2Þ � wnð2Þwmð1Þ� ð1:1bÞ
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As demonstrated by Heisenberg, the mixing of [wn(1)wm(2)] and [wn(2)wm(1)] led
to a new energy term that caused a splitting between the two wave functions
CA and CB. He called this term ‘‘resonance’’ using a classical analogy of two
oscillators that, by virtue of possessing the same frequency, form a resonating
situation with characteristic exchange energy.

In modern terms, the bonding in H2 can be accounted for by the wave
function drawn in 1, in Scheme 1.1. This wave function is a superposition of
two covalent situations in which, in the first form (a) one electron has a spin-up
(a spin), while the other has spin-down (b spin), and vice versa in the second
form (b). Thus, the bonding in H2 arises due to the quantum mechanical
‘‘resonance’’ interaction between the two patterns of spin arrangement that are
required in order to form a singlet electron pair. This ‘‘resonance energy’’
accounted for �75% of the total bonding of the molecule, and thereby
projected that the wave function in 1, which is referred to henceforth as the
HL-wave function, can describe the chemical bonding in a satisfactory manner.
This ‘‘resonance origin’’ of the bonding was a remarkable feat of the new
quantum theory, since until then it was not obvious how two neutral species
could be at all bonded.

In the winter of 1928, London extended the HL-wave function and drew the
general principles of the covalent bonding in terms of the resonance interaction
between the forms that allow interchange of the spin-paired electrons between
the two atoms (10,12). In both treatments (9,12) the authors considered ionic
structures for homopolar bonds, but discarded their mixing as being too small.
In London’s paper, there is also a consideration of ionic (so-called polar)
bonding. In essence, the HL theory was a quantum mechanical version of
Lewis’s electron-pair theory. Thus, even though Heitler and London did their
work independently and perhaps unaware of the Lewis model, the HL-wave
function still precisely described the shared-pair bond of Lewis. In fact, in his
letter to Lewis (8), and in his landmark paper (13), Pauling points out that the
HL and London treatments are ‘entirely equivalent to G.N. Lewis’s successful
theory of shared electron pair . . .’’. Thus, although the final formulation of the

A B
H H H H

A BA B
OO •••

•••

B O2 A
a b

HL- Wave function Covalent-ionic superposition
in a  bond, A–B

Pauling's three-electron
bond

1 3

4

σg

σu

2

Scheme 1.1
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chemical bond has a physicists’ dress, the origin is clearly the chemical theory
of Lewis.

The HL-wave function formed the basis for the version of VB theory that
later became very popular, and was behind some of the failings to be attributed
to VB theory. In 1929, Slater presented his determinant-based method (14). In
1931, he generalized the HL model to n-electrons by expressing the total wave
function as a product of n/2 bond wave functions of the HL type (15). In 1932,
Rumer (16) showed how to write down all the possible bond pairing schemes
for n-electrons and avoid linear dependencies among the forms in order to
obtain canonical structures. We will refer hereafter to the kind of theory that
considers only covalent structures as HLVB. Further refinements of the new
theory of bonding (17) between 1928�1933 were mostly quantitative, focusing
on improvement of the exponents of the atomic orbitals by Wang (18), and on
the inclusion of polarization functions and ionic terms by Rosen and
Weinbaum (19,20).

The success of the HL model and its relation to Lewis’s model posed a
wonderful opportunity for the young Pauling and Slater to construct a general
quantum chemical theory for polyatomic molecules. In the same year (1931),
they both published a few seminal papers in which they developed the notion of
hybridization, the covalent�ionic superposition, and the resonating benzene
picture (15,21–24). Especially effective were those Pauling’s papers that linked
the new theory to the chemical theory of Lewis, and rested on an encyclopedic
command of chemical facts, much like the knowledge applied by Lewis to find
his ingenious concept 15 years before (6). In the first paper (23), Pauling
presented the electron-pair bond as a superposition of the covalent HL form
and the two possible ionic forms of the bond, as shown in 2 in Scheme 1.1. He
discussed the transition from covalent to ionic bonding. He then developed the
notion of hybridization and discussed molecular geometries and bond angles in
a variety of molecules, ranging from organic to transition metal compounds.
For the latter compounds, he also discussed the magnetic moments in terms of
the unpaired spins. In the following article (24), Pauling addressed bonding in
molecules like diborane, and odd-electron bonds as in the ion molecule H2

+,
and in dioxygen, O2, which Pauling represented as having two three-electron
bonds, 3 in Scheme 1.1. These papers were followed by a stream of five papers,
published from 1931 to 1933 in the Journal of the American Chemical Society,
and entitled The Nature of the Chemical Bond. This series of papers enabled the
description of any bond in any molecule, and culminated in the famous
monograph in which all the structural chemistry of the time was treated in
terms of the covalent�ionic superposition, resonance, and hybridization theory
(25). The book, which was published in 1939, is dedicated to G.N. Lewis, and
the 1916 paper of Lewis is the only reference cited in the preface to the first
edition. Valence bond theory in Pauling’s view is a quantum chemical version
of Lewis’s theory of valence. In Pauling’s work, the long sought for basis for
the Allgemeine Chemie (unified chemistry) of Ostwald, the father of physical
chemistry, was finally found (2).
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1.2 ORIGINS OF MO THEORY AND THE ROOTS
OF VB�MO RIVALRY

At the same time that Slater and Pauling were developing their VB theory (17),
Mulliken (25–29) and Hund (30,31) were developing an alternative approach
called MO theory that has a spectroscopic origin. The term MO theory
appeared in 1932, but the roots of the method can be traced back to earlier
papers from 1928 (26), in which both Hund and Mulliken made spectral and
quantum number assignments of electrons in molecules, based on correlation
diagrams tracing the energies from separated to united atoms. According to
Brush (3), the first person to write a wave function for a MO was Lennard-
Jones in 1929, in his treatment of diatomic molecules (32). In this paper,
Lennard-Jones easily shows that the O2 molecule is paramagnetic, and
mentions that the HLVB method runs into difficulties with this molecule (32).
This molecule would eventually become a symbol for the failings of VB theory,
although as we wrote above there was no obvious reason for this branding,
since VB theory always described this molecule as a diradical with two three-
electron bonds 3.

In MO theory, the electrons in a molecule occupy delocalized orbitals made
from linear combination of atomic orbitals. Drawing 4 (Scheme 1.1) shows the
MOs of the H2 molecule, and the delocalized sg MO can be contrasted with the
localized HL description in 1. Eventually, it would be the work of Hückel that
would usher MO theory into the mainstream chemistry. The work of Hückel in
the early 1930s initially had a chilly reception (33), but eventually it gave MO
theory an impetus and formed a successful and widely applicable tool. In 1930,
Hückel used Lennard-Jones’s MO ideas on O2, applied it to C¼X (X¼C, N, O)
double bonds, and suggested the s�p separation (34). With this novel
treatment, Hückel ascribed the restricted rotation in ethylene to the p-type
orbital. Equipped with this facility of s��p separability, Hückel turned to solve
the electronic structure of benzene using both HLVB theory and his new
Hückel��MO (HMO) approach; the latter giving better ‘‘quantitative’’ results,
and hence being preferred (35). The p-MO picture, 5 (Scheme 1.2), was quite
unique in the sense that it viewed the molecule as a whole, with a s-frame
dressed by p-electrons that occupy three completely delocalized p-orbitals. The
HMO picture also allowed Hückel to understand the special stability of
benzene. Thus, the molecule was found to have a closed-shell p-component
and its energy was calculated to be lower relative to that of three isolated p-
bonds as in ethylene. In the same paper, Hückel treated the ion molecules of
C5H5 and C7H7, as well as the molecules C4H4 (CBD) and C8H8 (COT). This
treatment allowed him to understand why molecules with six p-electrons had
special stability, and why molecules like COT or CBD either did not possess
this stability (i.e., COT) or had not yet been made (i.e., CBD) at his time. In
this and a subsequent paper (36), Hückel lays the foundations for what will
become later known as the Hückel rule, regarding the special stability of
aromatic molecules with 4n+2 p-electrons (3). This rule, its extension to
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antiaromaticity, and its articulation by organic chemists in the 1950s�1970s
will constitute a major cause for the acceptance of MO theory and the rejection
of VB theory (4).

The description of benzene in terms of a superposition (resonance) of two
Kekulé structures appeared for the first time in the work of Slater, as a case
belonging to a class of species in which each atom possesses more neighbors
than electrons it can share, much like in metals (21). Two years later, Pauling
and Wheland (37) applied HLVB theory to benzene. They developed a less
cumbersome computational approach, compared with Hückel’s previous
HLVB treatment, using the five canonical structures in 6, and approximated
the matrix elements between the structures by retaining only close neighbor
resonance interactions. Their approach allowed them to extend the treatment
to naphthalene and to a great variety of other species. Thus, in the HLVB
approach, benzene is described as a ‘‘resonance hybrid’’ of the two Kekulé
structures and the three Dewar structures; the latter had already appeared
before in Ingold’s idea of mesomerism, which itself is rooted in Lewis’s concept
of electronic tautomerism (6). In his book, published for the first time in 1944,
Wheland explains the resonance hybrid with the biological analogy of
mule= donkey+ horse (38). The pictorial representation of the wave
function, the link to Kekulé’s oscillation hypothesis, and to Ingold’s
mesomerism, which were known to chemists, made the HLVB representation
very popular among practicing chemists.

With these two seemingly different treatments of benzene, the chemical
community was faced with two alternative descriptions of one of its molecular
icons, and this began the VB�MO rivalry that seems to accompany chemistry
to the Twenty-first Century (5). This rivalry involved most of the prominent
chemists of various periods (e.g., Mulliken, Hückel, J. Mayer, Robinson,
Lapworth, Ingold, Sidgwick, Lucas, Bartlett, Dewar, Longuet-Higgins,
Coulson, Roberts, Winstein, Brown). A detailed and interesting account of
the nature of this rivalry and the major players can be found in the treatment of
Brush (3,4). Interestingly, back in the 1930s, Slater (22) and van Vleck and

D1 D3

K2K1

D2

5 6

Huckel's delocalized π-MO picture

Ψ = c1(K1 + K2) + c2(D1 + D2 + D3)

c1 > c2

Pauling-Wheland's resonating picture

Scheme 1.2
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Sherman (39) stated that since the two methods ultimately converge, it is
senseless to quibble on the issue of which one is better. Unfortunately,
however, this rational attitude does not seem to have made much of an
impression on this religious war-like rivalry.

1.3 ONE THEORY IS UP THE OTHER IS DOWN

By the end of World War II, Pauling’s resonance theory was widely accepted,
while most practicing chemists ignored HMO and MO theories. The reasons
for this situation are analyzed by Brush (3). Mulliken suggested that the success
of VB theory was due to Pauling’s skill as a propagandist. According to Hager
(a biographer of Pauling) VB won out in the 1930s because of Pauling’s
communication skills. However, the most important reason for this dominance
is the direct lineage of VB-resonance theory to the structural concepts of
chemistry dating from the days of Kekulé, Couper, and others through the
electron-pair notion and electron-dot structures of Lewis. Pauling himself
emphasized that his VB theory is a natural evolution of chemical experience,
and that it emerges directly from the chemical conception of the chemical
bond. This has made VB-resonance theory appear intuitive and chemically
meaningful. Ingold was a great promoter of VB-resonance theory who saw in it
a quantum chemical version of his own mesomerism concept (according to
Brush, the terms resonance and mesomerism entered chemical vocabulary at
the same time, due to Ingold’s assimilation of VB-resonance theory; Reference
3, p. 57). Another very important reason is the facile qualitative application of
this theory to all known structural chemistry of the time in Pauling’s book (25),
and to a variety of problems in organic chemistry in Wheland’s book (38). The
combination of an easily applicable general theory, and its ability to fit
experiment so well, created a rare credibility nexus. In contrast, MO theory
seemed alien to everything chemists had thought about the nature of the
chemical bond. Even Mulliken admitted that MO theory departs from the
chemical ideology (Reference 3, p. 51). To top it all, back at that period, MO
theory offered no visual representation to compete with the resonance hybrid
representation of VB-resonance theory with its direct lineage to the structure of
molecules, the heartland of chemistry. At the end of World War II, VB-
resonance theory dominated the epistemology of chemists.

By the mid-1950s, the tide had started shifting slowly in favor of MO theory,
gaining momentum through the mid-1960s. What had caused the shift is a
combination of factors, of which the following two may be decisive. First, there
were many successes of MO theory, for example the experimental verification
of the Hückel rules (33), the construction of intuitive MO theories, and their
wide applicability for rationalization of structures (e.g., Walsh diagrams) and
spectra [electronic and electron spin resonance (ESR)], the highly successful
predictive application of MO theory in chemical reactivity, the instant
rationalization of the bonding in newly discovered exotic molecules like
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ferrocene (40), for which the VB theory description was cumbersome, and the
development of widely applicable MO-based computational techniques (e.g.,
extended Hückel and semiempirical programs). Last, but not least, is the
publication of influential books, which taught MO theory to chemists, like the
books of Dewar and Coulson, on MO theory, and the books of Roberts and
Streitwieser on Hückel theory and its usage (41–43). On the other side, VB
theory, in chemistry, suffered a detrimental conceptual arrest that has crippled
the predictive ability of the theory, which, in addition, has started to accumulate
‘‘failures’’. Unlike its fresh exciting beginning, in the period of 1950s�1960s
VB theory ceased to guide experimental chemists to new experiments. This
process ultimately ended in the complete victory of MO theory. However, the
MO victory was over resonance theory and other simplified versions of VB
theory, but not over VB theory itself. In fact, the true VB theory was hardly
being practiced anymore in the mainstream chemical community.

1.4 MYTHICAL FAILURES OF VB THEORY: MORE GROUND
IS GAINED BY MO THEORY

One of the major registered failures is associated with the dioxygen molecule.
Application of the simple Pauling�Lewis recipe of hybridization and bond
pairing to rationalize and predict the electronic structure of molecules fails to
predict the paramagneticity of O2. In contrast, using MO theory reveals this
paramagneticity instantaneously (32). Even though VB theory does not really
fail with O2, and Pauling himself preferred, without reasoning why, to describe
it in terms of three-electron bonds (3) in his early papers (24) [see also
Wheland’s description on p. 39 of his book (38)], this ‘‘failure’’ of Lewis’s recipe
sticks to VB theory and becomes a fixture of the common chemical wisdom
(Reference 3, p. 49, footnote 112).

A second sore spot concerned theVB treatments ofCBDandCOT.Thus, using
HLVB theory leads to a an incorrect prediction that the resonance energy of
CBD should be as large or even larger than that of benzene. The facts that CBD
hadnot yet beenmade and thatCOTexhibited no special stability were in favor of
HMO theory. Another impressive success of HMO theory was the prediction
that due to the degenerate set of singly occupiedMOs, square CBD should distort
to a rectangular structure,whichmade a connection to the ubiquitous phenomena
of Jahn-Teller and pseudo-Jahn-Teller effects amply observed by the spectro-
scopic community.Wheland analyzed theCBDproblem early on, andhis analysis
pointed out that inclusion of ionic structures would probably change the VB
predictions andmake them identical toMO (38,44,45). Craig showed that HLVB
theory in fact correctly assigns the ground state of CBD, in contrast to HMO
theory (46,47). Despite this demonstration and the fact that modern VB theory
has subsequently demonstrated unique and novel insight into the problems
of benzene, CBD, and their isoelectronic species, nevertheless the early stamp of
the CBD story as a failure of VB theory still persists.
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The increasing interest of chemists in large molecules, as of the late 1940s,
has started making VB theory impractical, compared with the emerging
semiempirical MO methods that allowed the treatment of larger and larger
molecules. A great advantage of semiempirical MO calculations was the
ability to calculate bond lengths and angles rather than assume them as in
VB theory (4). Skillful communicators like Longuet-Higgins, Coulson, and
Dewar, were among the leading MO proponents. They handled MO theory in
a visualizable manner, which was sorely missing before. In 1951, Coulson
addressed the Royal Society meeting and expressed his opinion that despite
the great success of VB theory, it has no good theoretical basis; it is just a
semiempirical method, of little use for more accurate calculations (48). In
1949, Dewar’s monograph, Electronic Theory of Organic Chemistry (49),
summarized the faults of resonance theory, as being cumbersome, inaccurate,
and too loose (‘‘it can be played happily by almost anyone without any
knowledge of the underlying principles involved’’).

In 1952, Coulson published his book Valence (50) which did for MO theory,
at least in part, what Pauling’s book (25) had done much earlier for VB theory.
It is interesting that the great pedagogy of Coulson relied on combined insights
of MO and VB theory, and the creation of a portable MO theory (43), using
localized bond orbitals instead of delocalized MOs. As analyzed by Park (43),
the famous pictures for ethylene and benzene using the sp2 hybridization and
p-bonding were Coulson’s and not Pauling’s, who was still using the
tetrahedral carbon to describe ethylene with two bent ‘‘banana’’ bonds. At
the same time, Coulson stressed that this localized picture could be converted
to the delocalized one (43). Thus, Coulson has provided a lucid qualitative
account of the mathematics of quantum mechanical theories of valence and
reoriented MO theory from spectroscopic concerns to chemical applications.
Pauling strongly objected to Coulson’s simpler pictures of, for example,
ethylene, and chose to cling to his use of sp3 hybridization to describe the
bonding in ethylene. Only in 1960, in the third edition of his book (25), page 137
did Pauling give the two alternative descriptions with sp3 and sp2 hybridization;
by that time VB theory was losing grounds, at least in part, because its founder
was reluctant to change it and perhaps to infuse it with insights fromMO theory.
In 1960 Mulliken won the Nobel Prize and Platt wrote, ‘‘MO is now used far
more widely, and simplified versions of it are being taught to college freshmen
and even to high school students’’ (51). Indeed, many communities took to MO
theory due to its proven portability and successful predictions.

A decisive victory was won by MO theory when organic chemists were
finally able to synthesize transient molecules and establish the stability patterns
of C8H8

2�, C5H5
�,+, C3H3

+,�, and C7H7
+,� during the 1950s�1960s (3,4,33).

The results, which followed the Hückel rules, convinced most of the organic
chemists that MO theory was correct, while HLVB and resonance theories
were wrong. During the 1960s�1978, C4H4 was made, and its structure and
properties were determined by MO theory, which challenged initial experi-
mental determination of a square structure (3,4). The syntheses of
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nonbenzenoid aromatic compounds such as azulene, tropone, etc.,
further established the Hückel rules, and highlighted the failure of resonance
theory (33). This era in organic chemistry marked a decisive downfall of VB
theory.

By 1960, the 3rd edition of Pauling’s book was published (25), and although
it was still spellbinding for chemists, it contained errors and omissions. For
example, the discussion of electron deficient boranes, where Pauling describes
the molecule B12H12 instead of B12H12

2� (Reference 25, p. 378), and a very
cumbersome description of ferrocene and analogous compounds (on pp. 385�
392), for which MO theory presented simple and appealing descriptions. These
and other problems in the book, as well as the neglect of the then known species
C5H5

�,+, C3H3
+,�, and C7H7

+,�, reflected the situation that unlike MO theory,
VB theory did not have a useful Aufbau principle that could reliably predict the
dependence of molecular stability on the number of electrons and project magic
numbers as 4n/4n+2, and so on. As we have already pointed out, the
conceptual development of VB theory was arrested since the 1950s, in part due to
the insistence of Pauling himself that resonance theory was sufficient to deal with
most problems (see, e.g., Reference 4, p. 283). Sadly, the creator himself
contributed to the downfall of his own brainchild.

In 1952, Fukui published his Frontier MO Theory (52), which went initially
unnoticed. In 1965, Woodward and Hoffmann published their principle of
conservation of orbital symmetry, and applied it to all pericyclic chemical
reactions. The immense success of these rules (53) renewed the interest in
Fukui’s approach and together they formed a new MO-based framework of
thought for chemical reactivity (called, e.g., ‘‘giant steps forward in chemical
theory’’ in Morrison and Boyd, pp. 934, 939, 1201, 1203). This success of MO
theory resulted in its increased dissemination among chemists and in the
effective decimation of the alternative VB theory. In this area, despite the early
calculations of the Diels�Alder and 2+ 2 cycloaddition reactions by Evans
(54), VB theory did not make an impact, in part at least, because of the blind
adherence of its practitioners to simple resonance theory (33). Further, the
reluctance of its proponents to infuse it with insights from its rival MO theory
and thereby to derive the dependence of reactivity phenomenon on magic
numbers led to the further decline of VB theory. All the subsequent VB
derivations of the rules (e.g., by Oosterhoff and by Goddard) were ‘‘after the
fact’’ and failed to reestablish the status of VB theory. In Hoffmann, MO
theory found another great teacher who, in 1965, started his long march of
teaching MO theory by applying it to almost any branch of chemistry, and by
demonstrating how portable MO ideas were and how useful they could be for
chemists. One of his key contributions, the ‘‘isolobal analogy’’, in fact relied on
the localized bond orbital picture, which created a bridge between organic and
organometallic chemistries (55).

The development of photoelectron spectroscopy (PES) and its application
to molecules in the 1970s, in the hands of Heilbronner, showed that the
spectra could be easily interpreted if one assumes that electrons occupy
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delocalized MO (56,57). This further strengthened the case for MO theory.
Moreover, this has served to dismiss VB theory, because it describes electron
pairs that occupy localized bond orbitals. A frequent example of this ‘‘failure’’
of VB theory is the photoelectron spectroscopy (PES) of methane, which
shows two different ionization peaks. These peaks correspond to the a1 and t2
MOs, but not to the four C�H bond orbitals in Pauling’s hybridization
theory [see recent paper on a similar issue (58)]. With these and similar types
of arguments, VB theory has eventually fell into a state of disrepute and
became known, at least when the present authors were students, either as a
‘‘wrong theory’’ or simply as a ‘‘dead theory’’.

The late 1960s and early 1970s mark the era of mainframe computing. In
contrast to VB theory, which is very difficult to implement computationally
(‘‘the N! problem’’, which is a misnomer since no one really calculates N! terms
anymore), MO theory easily could be implemented (even GVB was
implemented through an MO-based formalism��see later). In the early
1970s, Pople and co-workers developed the GAUSSIAN70 package that uses
ab initio MO theory with no approximations other than the choice of basis set.
Sometime later density functional theory made a spectacular entry into
chemistry. Suddenly, it has become possible to calculate real molecules, and to
probe their properties with increasing accuracy. The lingua franca of all these
methods was MO theory, and even when density function theory (DFT)
entered into chemistry it used Kohn�Sham orbitals that look almost identical
to MOs. This theory further cemented the role of MO theory as the primary
conceptual tool acceptable in chemistry.

The new and user-friendly tool created a subdiscipline of computational
chemists who explored the molecular world with the GAUSSIAN series and
many of the other packages, which sprouted alongside the dominant one.
Today leading textbooks hardly include VB theory anymore, and when they
do, the theory is misrepresented (59,60). Advanced quantum chemistry courses
regularly teach MO theory, but books that teach VB theory are rare. This
development of user-friendly ab initio MO-based software and the lack of
similar VB software put the ‘‘last nail in the coffin of VB theory’’ and
substantiated MO theory as the only legitimate chemical theory.

Nevertheless, despite this seemingly final judgment and the obituaries
showered on VB theory in textbooks and in the public opinion of chemists, the
theory never really died. Due to its close affinity to chemistry and its utmost
clarity, it has remained an integral part of the thought process of many
chemists, even among proponents of MO theory (see comment by Hoffmann
on page 284 in Reference 4). Within the chemical dynamics community, the
usage of the theory has never been arrested, and it lived in terms of
computational methods called LEPS, BEBO, DIM, an so on, which were (and
still are) used for generation of potential energy surfaces. Moreover, around
the 1970s, but especially from 1980s onward, VB theory began to rise from the
ashes, to dispel many myths about its ‘‘failures’’ and to offer a sound and
attractive alternative to MO theory. Before some of these developments are

MYTHICAL FAILURES OF VB THEORY 11



described, it is important to go over some of the mythical ‘‘failures’’ of VB
theory and inspect them a bit more closely.

1.5 ARE THE FAILURES OF VB THEORY REAL?

All the so-called failures of VB theory are due to misuse and failures of very
simplified versions of the theory. Simple resonance theory enumerates
structures without proper consideration of their interaction matrix elements
(or overlaps). It will fail whenever the matrix element is important, as in the
case of aromatic viz. antiaromatic molecules, and so on (61,62). The
hybridization-bond pairing theory (modern day Lewis theory) assumes that
the most important energetic effect for a molecule is the bonding, and hence,
one should hybridize the atoms and make the maximum number of bonds,
henceforth, ‘‘perfect pairing’’. The perfect-pairing approach will fail whenever
other factors (see below) become equally or more important than bond pairing
(62–64). The HLVB theory is based on covalent structures only, which become
insufficient and require inclusion of ionic structures explicitly or implicitly
(through delocalization tails of the atomic orbitals, as in the GVB method
described later). In certain cases such as antiaromatic molecules, this deficiency
of HLVB makes incorrect predictions (63,64). In the space below we consider
four iconic ‘‘failures’’andshowthatsomeofthemstucktoVBinunexplainedways:

1.5.1 The O2 Failure

It is doubtful whether this so-called failure can be attributed to Pauling himself,
because in his landmark paper (23), Pauling was careful enough to state that
the molecule does not possess a normal state, but rather one with two three-
electron bonds (3), (also see Reference 38 where Wheland made the same
statement on page 39). In 1934, Heitler and Pöschl (65) published a Nature

paper describing the O2 molecule with VB principles and concluded that ‘‘the
3Sg

� term . . . giving the fundamental state of the molecule’’. It is not clear how
the myth of this ‘‘failure’’ grew, spread so widely, and was accepted so
unanimously. Curiously, while Wheland acknowledged the prediction of MO
theory by a proper citation of Lennard-Jones’s paper (32), Pauling did not, at
least not in his landmark papers (23,24), nor in his book (25). In these works,
the Lennard-Jones paper is either not cited (24,25), or is mentioned only as a
source of the state symbols (23) that Pauling used to characterize the states of
CO, CN, and so on. One wonders what role the animosity between the MO and
VB camps played in propagating the notion of the ‘‘failures’’of VB to predict
the ground state of O2. Sadly, scientific history is determined also by human
weaknesses. As we repeatedly stated, it is true that a naı̈ve application of
hybridization and perfect pairing approach (simple Lewis pairing) without
consideration of the important effect played by the four-electron repulsion,
would fail and predict a 1Dg ground state. As we will see later, in the case of O2,
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perfect pairing in the 1Dg state leads to four-electron repulsion, which more
than cancels the p-bond. To avoid the repulsion, we can form two three-
electron p-bonds, and by keeping the two odd-electrons in a high spin
situation, the ground state becomes 3Sg

�, which is further lowered by exchange
energy due to the two triplet electrons (62).

1.5.2 The C4H4 Failure

This finding is a failure of the HLVB approach that does not involve ionic
structures. Their inclusion in an all-electron VB theory, either explicitly (64,66),
or implicitly through delocalization tails of the atomic orbitals (67), correctly
predicts the geometry and resonance energy. In fact, even HLVB theory makes
a correct assignment of the ground state of CBD as the 1B1g state. In contrast,
monodeterminantal MO theory makes an incorrect assignment of the ground
state as the triplet 3A2g state (46,47). Moreover, HMO theory was successful
for the wrong reason, since the Hückel MO determinant for the singlet state
corresponds to a single Kekulé structure and for this reason, CBD exhibits zero
resonance energy in HMO (44). This idea is of course incorrect, but is reinforced
by the idea from experimental facts that the species is highly unstable.

1.5.3 The C5H5
þ Failure

This idea is a failure of simple resonance theory, not of VB theory. Taking into
account the sign of the matrix element (overlap) between the five VB structures
shows that singlet C5H5

+ is Jahn��Teller unstable, and the ground state is in
fact the triplet state. As shown later in Chapter 5, this is generally the case for
all of the antiaromatic ionic species having 4n electrons over 4n+1 or 4n� 1
centers (61).

1.5.4 The Failure Associated with the Photoelectron Spectroscopy of CH4

Starting from a naı̈ve application of the VB picture of methane (CH4), it
follows that since methane has four equivalent localized bond orbitals (LBOs),
ergo the molecule should exhibit only one ionization peak in PES. However,
since the PES of methane shows two peaks, ergo VB theory ‘‘fails’’! This
argument is false for two reasons: first, as known since the 1930s, LBOs for
methane or any molecule, can be obtained by a unitary transformation of the
delocalized MOs (68). Thus, both MO and VB descriptions of methane can be
cast in terms of LBOs. Second, if one starts from the LBO picture of methane,
the electron can come out of any one of the LBOs. A physically correct
representation of the CH4

+ cation would be a linear combination of the four
forms that ascribe electron ejection to each of the four bonds. One can achieve
the correct physical description, either by combining the LBOs back to
canonical MOs (57), or by taking a linear combination of the four VB
configurations that correspond to one bond ionization (69,70). As seen later,
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correct linear combinations are 2A1 and
2T2, the later in a triply degenerate VB

state.

1.6 VALENCE BOND IS A LEGITIMATE THEORY ALONGSIDE
MOLECULAR ORBITAL THEORY

Obviously, the rejection of VB theory cannot continue to invoke failures,
because a properly executed VB theory does not fail, much as a properly
executed MO-based calculation. This notion of VB failure, which is traced
back to the VB�MO rivalry in the early days of quantum chemistry, should
now be considered obsolete, unwarranted, and counterproductive. A modern
chemist should know that there are two ways of describing electronic structure
that are not two contrasting theories, but rather two representations or two
guises of the same reality. Their capabilities and insights into chemical
problems are complementary and the exclusion of any one of them undermines
the intellectual heritage of chemistry. Indeed, theoretical chemists in the
community of chemical dynamics continue to use VB theory and maintain an
uninterrupted chain of VB usage from London, through Eyring, Polanyi, to
Wyatt, Truhlar, and others today. Physicists also, continue to use VB theory,
and one of the main proponents is the Nobel Laureate P.W. Anderson, who
developed a resonating VB theory of superconductivity. In terms of the focus
of this book, in mainstream chemistry too, VB theory begins to enjoy a slow
but steady Renaissance in the form of modern VB theory.

1.7 MODERN VB THEORY: VALENCE BOND THEORY
IS COMING OF AGE

The Renaissance of VB theory is marked by a surge in the following two-fold
activity: (1) creation of general qualitative models based on VB theory; and (2)
development of new methods and program packages that enable applications
to moderate-sized molecules. Below we briefly mention some of these
developments without pretence of creating exhaustive lists. We apologize for
any omissions.

A few general qualitative models based on VB theory began to appear in the
late 1970s and early 1980s. Among these models semiempirical approaches are
also included based, for example, on the Heisenberg and Hubbard
Hamiltonians (71–79), as well as Hückeloid VB methods (61,80–82), which
can handle with clarity ground and excited states of molecules. Methods that
map MO-based wave functions to VB wave functions offer a good deal of
interpretative insight. Among these mapping procedures, we note the half-
determinant method of Hiberty and Leforestier (83), and the CASVB methods
of Thorsteinsson et al (84,85) and Hirao et al (86,87). General qualitative VB
models for chemical bonding were proposed in the early 1980s and the late
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1990s by Epiotis (88,89). A general model for the origins of barriers in chemical
reactions was proposed in 1981 by one of the present authors, in a manner that
incorporates the role of orbital symmetry (61,90). Subsequently, in collabora-
tion with Pross (91,92) and Hiberty (93), the model has been generalized for a
variety of reaction mechanisms (94), and used to shed new light on the
problems of aromaticity and antiaromaticity in isoelectronic series (66).
Following Linnett’s reformulation of three-electron bonding in the 1960s (95),
Harcourt (96,97) developed a VB model that describes electron-rich bonding in
terms of increased valence structures, and showed its occurrence in bonds of
main elements and transition metals.

Valence bond ideas also contributed to the revival of theories for
photochemical reactivity. Early VB calculations by Oosterhoff et al (98,99).
revealed a potentially general mechanism for the course of photochemical
reactions. Michl (100,101) articulated this VB-based mechanism and high-
lighted the importance of ‘‘funnels’’ as the potential energy features that
mediate the excited-state species back into the ground state. Subsequently,
Robb and co-workers (102–105) showed that these ‘‘funnels’’ are conical
intersections that can be predicted by simple VB arguments, and computed at a
high level of sophistication. Similar applications of VB theory to deduce the
structure of conical intersections in photoreactions were done by Shaik and
Reddy (106) and recently by Haas and Zilberg (107).

Valence bond theory enables a very straightforward account of environ-
mental effects, such as those imparted by solvents and/or protein pockets. A
major contribution to the field was made by Warshel, who has created his
empirical VB (EVB) method, and, by incorporating van der Waals and London
interactions by molecular mechanical (MM) methods, created the QM(VB)/
MM method for the study of enzymatic reaction mechanisms (108–110). His
pioneering work ushered the now emerging QM/MM methodologies for
studying enzymatic processes (111). Hynes et al. showed how to couple solvent
models into VB and create a simple and powerful model for understanding and
predicting chemical processes in solution (112–114). One of us has shown how
solvent effect can be incorporated in an effective manner to the reactivity
factors that are based on VB diagrams (115,116).

Generally, VB theory is seen to offer a widely applicable framework for
thinking and predicting chemical trends. Some of these qualitative models
and their predictions are discussed in the application sections of this
book.

Sometime in the 1970s a stream of nonempirical VB methods began to
appear and were followed by many applications of rather accurate calculations.
All these programs divide the orbitals in a molecule into inactive and active
subspaces, treating the former as a closed shell and the latter by some VB
formalism. The programs optimize the orbitals, and the coefficients of the VB
structures, but they differ in the manner by which the VB orbitals are
defined. Goddard and co-workers developed the generalized VB (GVB)
method (117–120) that uses semilocalized atomic orbitals (having small
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delocalization tails), employed originally by Coulson and Fisher for the H2

molecule (121). The GVB method is incorporated now in GAUSSIAN and in
most other MO-based packages. Somewhat later, Gerratt and co-workers
developed their VB method called the spin coupled (SC) theory and its follow-
up by configuration interaction using the SCVB method (122–124). Both the
GVB and SC theories do not employ covalent and ionic structures explicitly,
but instead use semilocalized atomic orbitals that effectively incorporate all the
ionic structures, and thereby enable one to express the electronic structures in
compact forms based on formally covalent pairing schemes. Balint-Kurti and
Karplus (125) developed a multistructure VB method that utilizes covalent and
ionic structures with localized atomic orbitals. In a later development by van
Lenthe and Balint-Kurti (126,127) and by Verbeek and van Lenthe (128,129),
the multistructure method is being referred to as a VB self-consistent field
(VBSCF) method. In a subsequent development, van Lenthe (130) and
Verbeek et al. (131) generated the multipurpose VB program called TURTLE,
which has recently been incorporated into the MO-based package of programs
GAMESS-UK. Matsen (132,133), McWeeny (134), and Zhang and co-workers
(135,136) developed their spin-free VB approaches based on symmetric group
methods. Subsequently, Wu et al. extended the spin-free approach, and
produced a general purpose VB program called the XIAMEN-99 package
most recently named XMVB (137,138). Soon after, Li and McWeeny
announced their VB2000 software, which is also a general purpose program,
including a variety of methods (139). Another software of multiconfigurational
VB (MCVB), called CRUNCH and based on the symmetric group methods of
Young was written by Gallup and co-workers (140,141). During the early
1990s, Hiberty and co-workers developed the breathing orbital VB (BOVB)
method, which also utilizes covalent and ionic structures, but additionally
allows them to have their own unique set of orbitals (142–147). The method is
now incorporated into the programs TURTLE and XMVB. Very recently, Wu
et al. (148) developed a VBCI method that is akin to BOVB, but can be applied
to larger systems. In a more recent work, the same authors coupled VB theory
with the solvent model, PCM, and produced the VBPCM program that enables
one to study reactions in solution (149). The recent biorthogonal VB method of
McDouall has the potential to carry out VB calculations up to 60 electrons
outside the closed shell (150). Finally, Truhlar and co-workers (151) developed
the VB-based multiconfiguration molecular mechanics method (MCMM) to
treat dynamic aspects of chemical reactions, while Landis and co-workers
(152), introduced the VAL-BOND method that is capable of predicting
structures of transition metal complexes using Pauling’s ideas of orbital
hybridization. A recent monograph by Landis and Weinhold makes use of
VAL-BOND as well as of natural resonance theory to discuss a variety of
problems in inorganic and organometallic chemistry (153). In the section
dedicated to VB methods, we mention the main program packages and
methods, which we used, and outline their features, capabilities, and
limitations.
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This plethora of acronyms of the VB programs starts to resemble a similar
development that had accompanied the ascent of MO theory. While this may
sound like good news, recall the biblical admonition, ‘‘let us go down, and
there confound their language that they may not understand one another’s
speech’’ (Genesis 11, 7). Certainly, the situation is also a call for system-
atization much like what Pople and co-workers enforced on computational
MO terminology. Nonetheless, at the moment the important point is that the
advent of so many good VB programs has caused a surge in applications of VB
theory, to problems ranging from bonding in main group elements to transition
metals, conjugated systems, aromatic and antiaromatic species, all the way to
excited states and full pathways of chemical reactions, with moderate-to-very
good accuracies. For example, a recent calculation of the barrier for the
identity hydrogen-exchange reaction, H+H�H’!H�H+H’, by Song et al.
(154) shows that it is possible to calculate the reaction barrier accurately with
just eight classical VB structures! Thus, in many respects, VB theory is coming
of age, with the development of faster, and more accurate ab initio VB methods
(155,156), and with generation of new post-Pauling concepts. As these
activities further flourish, so will the usage of VB theory spread among
practicing chemists (157). This book aims to ease this goal and to serve as a
source for teachers in advanced classes.
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2 A Brief Tour Through
Some Valence Bond Outputs
and Terminology

Since VB theory has not been taught in a systematic way for a few decades, it is
a good idea to get a feeling for the method first through the inspection of some
VB outputs of modern VB calculations. We are therefore going to look at two
sets of calculations for the H2 and HF molecules using a simple ab initio VB
method, the so-called VBSCF (1), and with a minimal basis set, STO-3G.
Subsequently, we will look at the HF molecule using a double zeta basis set,
3-21G. As in every VB calculation, here too the wave function is represented as
a linear combination of VB structures, where the electrons are distributed in
hybrid atomic orbitals (HAOs). Thus, for the two examples discussed in this
chapter, we use one covalent structure, called also a Heitler�London (HL)
structure, marking the names of those who pioneered the use of this wave
function (2,3), and two ionic structures, as shown in Scheme 2.1. The VBSCF
method optimizes the structural coefficients of the wave function as well as the
orbitals of all the structures, as in any MCSCF procedure.

2.1 VALENCE BOND OUTPUT FOR THE H2 MOLECULE

The first output for H2 was calculated with the program TURTLE (4), and is
presented in Output 2.1. The relevant output information begins with the
section called ‘‘vb-symbolic’’, which specifies the multiplicity of the molecule,
the number of electrons, and the number of VB configurations (i.e., structures).
This process is followed by a symbolic representation of the VB structures,
namely, the VB basis set of structures for the problem, or in short, the VB
structure-set. Here, the numbers ‘‘1’’ and ‘‘2’’ designate the atomic orbitals
(AOs) in which the VB program distributes the bonding electrons. The number
‘‘1’’ is the 1s AO of one of the hydrogen atoms, say H1, and ‘‘2’’ is the AO of
the other atom, H2. Thus, structure 1, represented as ‘‘1 2’’, is the covalent
(HL) structure, where each atom possesses one electron, while structures 2 and
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3, written as ‘‘1 1’’ and ‘‘2 2’’, represent the ionic structures where one of the
atoms (H1 or H2) possesses two electrons and the other none.

The structure representation is followed by a symbolic representation of the
wave functions, along with a coarse normalization, in the section entitled ‘‘list
of configurations’’. As can be seen, the wave function of the HL structure
(structure 1) involves two determinants. In the description of the determinants,
the letters ‘‘a’’ and ‘‘b’’ stand for a and b spins, respectively. By convention,
the orbitals are written in the same orders in both determinants, irrespective of
their spins. If we represent our AOs by the symbols 1s1 and 1s2, these two
determinants are the ones shown in Equation 2.1,

FHL ¼ 0:70711 1s11s2
�� ��� 0:70711 1s11s2

�� �� ð2:1Þ

where the presence of a bar over the orbital indicates spin-down (b), while the
absence of a bar indicates spin-up (a) (see Scheme 2.1). Since the HL structure
is described by two determinants, it is coarsely (and temporarily) normalized,
and as such, the coefficients of the determinants are given as �0.70711 and
0.70711, which correspond to the square root of 0.5. As shown in Chapter 3,
determinants of opposite signs correspond to singlet spin coupling of the two
electrons. The other structures are closed shell and each one is described by a
single determinant.

The next section entitled, ‘‘final VBSCF results. . .’’, gives the total energy
(‘‘vb-energy’’) and the wave function (‘‘vb-vector’’), the latter is expressed in the
usual manner in terms of the coefficient of the structure-set, as follows:

CVB�full ¼ 0:787469FHL þ 0:133870ðFionð1Þ þFionð2ÞÞ ð2:2Þ

Thus, the wave function that describes the H�H bond is dominated by the
covalent structure (now rigorously normalized), with small contributions from

Scheme 2.1
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the two ionic structures. The same information is provided by the values in the
line titled ‘‘weights’’, which are the weights of the VB structures, determined
from the Chirgwin�Coulson formula (5), as the square of the coefficient plus
one-half of the overlap population terms with all the other structures:

vi ¼ C2
i þ

X
j6¼i

CiCjSij ð2:3Þ

This formula is the VB analogue of the Mulliken population in MO-based
calculations; here Sij is the overlap between the VB structures.

The next interesting section is the ‘‘matrix representation of the
Hamiltonian’’. Here the data are given in the usual format shown in
Equation 2.4:

H11

H21 H22

H31 H32 H33

������
������ ð2:4Þ

The diagonal terms are the self-energies of the VB structures (in hartree units).
It is seen that the H11, the energy of the covalent structure, is much lower than
that of the ionic ones, by 235 kcal/mol. Another interesting quantity is the
difference between the energy of the most stable structure and the total energy.
This difference, which corresponds to 8.3 kcal/mol, is due to the mixing of the
ionic structures into the covalent one, and is hence the resonance energy due to
covalent�ionic mixing, which is labeled in the book as REcov�ion (or REcs). In
this simple case, this is given by

REcov�ion ¼ jEVB�full � EHLj ð2:5Þ
An additional interesting feature of the output is the matrix representation

called ‘‘corresponding metric’’, which is nothing else but the overlap matrix of
the VB structures. The off-diagonal elements show that the covalent and the
ionic structures have a significant overlap of 0.77890423 (which derives from a
large AO overlap, but it is not the only source, as will become clear in Chapter 3).
These overlap integrals can be coupled with the off-diagonal elements of the
Hamiltonian matrix to derive the important matrix element for VB theory, the
reduced off-diagonal matrix element, given as

Hred
ij ¼ Hij � EiSij ð2:6Þ

Here the subscript i refers to the state that is chosen as the origin of energies,
(e.g., the HL state). The final features of some interest are the three states that
result from diagonalization of the VB Hamiltonian in the structure set and the
AO basis set. It is seen that there are three roots; the lowest is the ground state
representing the H�H bond (see Eq. 2.2) while the other two represent excited
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states. Of course, the energies of these excited states are very poor, but
nevertheless, the composition of these states in terms of the VB structure set is
instructive. It can be seen that the first excited state is made up of the negative
combination of the two ionic structures, that is,

�
Fionð1Þ �Fionð2Þ

�
, while the

second excited state is the antibonding combination of the HL and two ionic
structures.

2.2 VALENCE BOND MIXING DIAGRAMS

In fact, what we saw in the VB output could have been reasoned qualitatively
at the same level and logic of the computational method. This lucidity is part of
the beauty inherent in VB theory. This is demonstrated by appeal to Fig. 2.1.
Let us start from the VB structures at infinite separation between the atoms. At
this asymptotic limit, the ionic structures lie above the covalent one, by an
energy quantity given as the difference between the ionization potential of H� ,
IH, and the corresponding electron affinity, AH:

EðFionÞ � EðFHLÞ ¼ IH � AH rHH ¼ 1 ð2:7Þ

Using experimental values for these quantities, IH = 313.6 kcal/mol, while
AH = 17.4 kcal/mol; the difference is �296 kcal/mol. As we let the two H
fragments approach each other, the HL-structure will be stabilized by the
spin-pairing energy, while the ionic structures will go down by virtue of
electrostatic interactions. We may assume that the two effects roughly cancel
out, so that at the equilibrium distance the gap is still significant, 200 kcal/
mol or more.

With such a large energy gap between the VB structures, we can justifiably
use perturbation theory to construct the states, and predict the stabilization
energy of the ground state by the covalent�ionic resonance energy. This

FIGURE 2.1 A VB mixing diagram showing the formation of the states of the H�H

bond from the covalent and ionic structures.
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discussion can be aided by the VB mixing diagram (6), which is analogous
to the orbital interaction diagram used in MO theory. The diagram is shown in
Fig. 2.1; it involves the HL structure, and the two symmetry adapted
combinations of the ionic structures. The HL structure can mix with the positive
combination of the ionic structures and lead to a pair of bonding and
antibonding combinations; the bonding structure is the ground state, while the
antibonding structure is the second excited state. The first excited state becomes
the negative combination of the ionic structures that finds no symmetry match to
mix with the HL structure. By using the value of the reduced matrix element
(Eq. 2.6, Hred

ij ¼ �30:1 kcal=mol) and the energy gap between the HL structure
and the ionic ones, in a perturbation theoretic expression, we can get the mixing
coefficients and the stabilization energy (SE) of the ground state as follows:

Cion ¼ Hred
ij =½EðFHLÞ � EðFionÞ� � 0:128 ð2:8Þ

SE ¼ Hred
ij

� �2

=½EðFHLÞ � EðFionÞ� ¼ CionH
red
ij ¼ �3:8 kcal=mol ð2:9Þ

The REcov�ion is simply twice the SE term, that is 7.6 kcal/mol.
It is seen that the perturbation treatment and the VB mixing diagram

capture the essence of the VB calculations. The major component of the bond
energy in H2 comes from the spin pairing in the HL structure, while the
covalent�ionic resonance energy makes a small contribution. The small
REcov�ion arises due to the large energy gap between HL and the ionic
structures, as well as the small reduced-matrix element (in our experience, this
will be small whenever the AOs overlap is very strong as in H2). The wave
function is dominated by the covalent structure, and as such, the bonding
electrons maintain a dominant static correlation, or Coulomb correlation.

2.3 VALENCE BOND OUTPUT FOR THE HF MOLECULE

The second output for HF was calculated using VBSCF/STO-3G, with the
program XMVB (7), and is displayed in Output 2.2. The relevant output
information begins again with the symbolic representation of the structures,
which are written in the same manner as before, ‘‘4 5’’, ‘‘4 4’’, and ‘‘5 5’’, and
represent the HL and ionic structures of the H�F bond, as sketched in
Scheme 2.1. The number labels of the orbitals are ‘‘4’’ for the bond hybrid of F,
and ‘‘5’’ for the AO of H. The rest of the valence electrons are kept in doubly
occupied orbitals on fluorine, and the filled subshell is labeled as ‘‘1 1 2 2 3 3’’.
This subshell accompanies all the structures. The core electrons are not
mentioned specifically, although they are included in the calculations.

Here, the overlap matrix between the structures is called ‘‘matrix of
overlap’’, and is followed by ‘‘matrix of hamiltonian’’. It can be seen that the
overlap integrals between the VB structures are smaller than in the H2 example,
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reflecting the compact orbitals of fluorine. Furthermore, the diagonal elements
of the Hamiltonian matrix show that there are two low energy structures and
one much higher than both. The high energy species is structure 3, which
corresponds to the H:� F+ ionic form. The lowest structure is once again the
HL structure, followed by H+ F:�, which lies now 207 kcal/mol higher than
the HL structure.

Thus, without much ado, we can immediately see that this bond will be
different than H�H, in the sense that the wave function will have one ionic
structure that is dominant, and a second one that is marginal. Since the HL
structure is the lowest, we expect it to have the largest contribution to the
wave function. These expectations are indeed born out by the calculations;
the table ‘‘coefficients of structures’’ shows that the wave function has the
largest coefficient (0.68474) for the HL structure, followed by a significant
coefficient (�0.35152) for the dominant ionic structure, H+ F:�, and a
smaller one (�0.13599) for the inverse ionic structure, H:� F+. A seemingly
counterintuitive feature is the negative sign of the mixing coefficients. This
simply reflects the fact that the bonding AO on F is a 2pz orbital, which is
oriented with its positive lobe along the positive side of the z-axis, while the
H atom sits on the negative side of the axis. The same reason explains the
negative values in the overlap matrix. Of course, reversing the direction of
the 2pz orbital would yield an equivalent calculation, this time with all
positive overlaps and all positive mixing coefficients. The table ‘‘weights of
structures’’ further reinforces the picture provided by the coefficients, now
showing three sets of weights, one the Coulson�Chirgwin weight that is
defined above in Equation 2.3, while the others are called ‘‘Löwdin weights’’
and ‘‘inverse weights’’. The latter values are obtained by different formulas
(see Chapter 3) than the Chirgwin�Coulson formula (Eq. 2.3) (7). All these
different weights reveal the same trend; the HL structure has the largest
weight followed by H+ F:� and H:� F+ that has the smallest weight.
Increasing the basis set to 3-21G in Output 2.3 projects the importance of
the H+ F:� ionic structure, which is affected more than the other two
structures. Thus, its energy gap relative to the HL structure decreases to
82 kcal/mol, and its weight increases to 0.41�0.47 depending on the weight
definition.

Finally, the REcov�ion quantity for H�F is �73/102 kcal/mol in the STO-
3G/3-21G basis sets, respectively, much larger than for H�H. This is of
course expected, at least based on the lower energy of the H+ F:� structure
compared with H+ H:�. But it is clear that this covalent�ionic resonance
energy is very large and will endow the bond with a special character; it is not
merely a polar bond, because its bonding energy is dominated by the
covalent�ionic resonance energy. Thus, while the VB calculations are very
lucid, being in harmony with our chemical intuition, they still reveal to us
new features that challenge our intuition. Chapter 10 in the book mentions
some more features of this kind of bonding that we recently called charge-
shift bonding (8).
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3 Basic Valence Bond Theory

3.1 WRITING AND REPRESENTING VALENCE BOND
WAVE FUNCTIONS

3.1.1 VB Wave Functions with Localized Atomic Orbitals

After looking at the VB outputs for the simple two-center/two-electron (2e/2c)
bond, let us get used to the theory by applying it to these bonds to start with.
A VB determinant is an antisymmetrized wave function that may or may not
also be a proper spin eigenfunction. For example, ab̄

�� �� in Equation 3.1 is a
determinant that describes two spin�orbitals a and b, each having one
electron; the bar over the b orbital means a b spin, and the absence of a bar
means an a spin:

ab̄
�� �� ¼ 1ffiffiffi

2
p að1Þbð2Þ að1Þbð2Þ½ � � að2Þbð1Þ að2Þbð1Þ½ �f g ð3:1Þ

The parenthetical numbers 1 and 2 are the electron indexes. By itself, this
determinant is not a proper spin-eigenfunction. However, by mixing with
āb
�� �� there will result two spin-eigenfunctions, one having a singlet coupling
and shown in Equation 3.2, the other displaying a triplet situation in
Equation 3.3. In both cases, the normalization constants are omitted for the
time being.

FHL ¼ ab̄
�� ��� āb

�� �� ð3:2Þ
CT ¼ ab̄

�� ��þ āb
�� �� ð3:3Þ

If a and b are the respective AOs of two hydrogen atoms, FHL in Equation
3.2 is nothing else but the historical wave function used in 1927 by Heitler
and London (1) to treat bonding in the H2 molecule, hence the subscript
descriptor HL. This wave function displays a purely covalent bond in which
the two hydrogen atoms remain neutral and exchange their spins (this singlet
pairing is represented henceforth by the two dots connected by a line as 1 in
Scheme 3.1). CT in Equation 3.3 represents a repulsive triplet interaction (2)
between two hydrogen atoms having electrons with parallel spins.
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H•—•H H– H+ H+ H–H↑  ↑H

1 2 3 4

Scheme 3.1

The other VB determinants that one can construct in this simple 2e/2c cases are
aā
�� �� and bb̄

�� �� , corresponding to the ionic structures 3 and 4, respectively. Both
ionic structures are spin-eigenfunctions and represent singlet-spin pairing. Note
that the rules governing the spin multiplicities and the generation of spin-
eigenfunctions from combinations of determinants are the same in VB and MO
theories. In a simple 2e case, it is easy to distinguish triplet from singlet
eigenfunctions by factorizing the spatial function from the spin function: the
singlet spin eigenfunction is antisymmetric with respect to electron exchange,
while the triplet is symmetric. Of course, the spatial parts behave in precisely the
opposite manner, to keep the complete wave function antisymmetric. For
example, the singlet spin function is a(1)b(2)� b(1)a(2), while the triplet is
a(1)b(2)+ b(1)a(2) in Equations 3.2 and 3.3. Note that in Equations 3.2 and 3.3,
the completewave functions arewritten in an isomorphicmanner to the spinwave
functions; the singlet HL structure has a negative sign between the determinants
as in the corresponding spin function,while the triplet structure has a positive sign
as in the corresponding spin function. Keeping in mind this isomorphic relation
between the full wave function, in terms of Slater determinants, the corresponding
spin function may come in handy for more complicated VB cases.

While the H—H bond in H2 was considered as purely covalent in Heitler
and London’s paper (1) (Eq. 3.2 and Structure 1), as we saw in Chapter 2, the
exact description of H2 or any homopolar bond (CVB-full) involves a small
contribution of the ionic structures 3 and 4, which mix by configuration
interaction (CI) in the VB framework. Typically, for homopolar and weakly
polar bonds, the weight of the purely covalent structure is 75%, while the ionic
structures share the remaining 25%. By symmetry, the wave function
maintains an average neutrality of the two bonded atoms (Eq. 3.4).

CVB�full ¼ l ab̄
�� ��� āb

�� ��� �þ m aā
�� ��þ bb̄

�� ��� �
l > m ð3:4aÞ

Ha � Hb � 75% ðHa���HbÞ þ 25% ðHa
�Hb

þ þ Ha
þHb

�Þ ð3:4bÞ

For convenience and to avoid confusion, we will symbolize a purely covalent
bond between A and B centers as A�—�B, while the notation A—B will be
employed for a composite bond wave function like the one displayed in
Equation 3.4. In other words, A—B refers to the ‘‘real’’ bond while A�—�B
designates its covalent component.

3.1.2 Valence Bond Wave Functions with Semilocalized AOs

One inconvenience of the expression of CVB-full (Eq. 3.4) is its relative
complexity compared to the simple Heitler�London function (Eq. 3.2).
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Coulson and Fischer (2) proposed an elegant way that combines the simplicity
of FHL with the ‘‘completeness’’ of CVB-full in terms of the contributing VB
structures. In the Coulson�Fischer wave function, CCF, the 2e bond is
described as a formally covalent singlet coupling between two orbitals wa and
wb, which are optimized with freedom to delocalize over the two centers. This is
exemplified below for H2 (once again dropping the normalization factors):

CCF ¼ waw̄b

�� ��� w̄awb

�� �� ð3:5aÞ
wa ¼ aþ eb ð3:5bÞ
wb ¼ bþ ea ð3:5cÞ

Here, a and b are purely localized AOs, while wa and wb are slightly delocalized
or ‘‘semilocalized’’. In fact, experience shows that the Coulson�Fischer
orbitals wa and wb, which result from the optimization of the coefficient e by
energy minimization, are generally not very delocalized (e< 1), and as such
they can be viewed as ‘‘distorted’’ orbitals that remain atomic-like in nature.
However, minor as this may look, the slight delocalization renders the
Coulson�Fischer wave function equivalent to the VB-full wave function (Eq.
3.4a) with the three classical structures. A straightforward expansion of the
Coulson�Fischer wave function leads to the linear combination of the classical
structures in Equation 3.6.

CCF ¼ ð1þ e2Þð ab̄�� ��� āb
�� ��Þ þ 2eð aā�� ��þ bb̄

�� ��Þ ð3:6Þ
Thus, the Coulson�Fischer representation keeps the simplicity of the covalent
picture while treating the covalent�ionic balance by embedding the effect of
the ionic terms in a variational way, through the delocalization tails. The
Coulson�Fischer idea was subsequently generalized to polyatomic molecules
and gave rise to the GVB and SC methods, which were mentioned in Chapter 1
and will be discussed later.

3.1.3 Valence Bond Wave Functions with Fragment Orbitals

Valence bond determinants may involve fragment orbitals (FO) instead of
localized or semilocalized AOs. These fragment orbitals may be delocalized, for
example, some MOs of the constituent fragments of a molecule. The latter
option is an economical way of representing a wave function that is a linear
combination of several determinants based on AOs, much as MO determinants
are linear combinations of VB determinants (see below). Suppose, for example,
that one wanted to treat the recombination of the CH3

� and H� radicals in a
VB manner, and let (w1� w5) be the MOs of the CH3

� fragment (w5 being
singly occupied), and b the AO of the incoming hydrogen. The covalent VB
function that describes the active C—H bond in our study just couples the w5

and b orbitals in a singlet manner, and is expressed as in Equation 3.7:

CðH3C���HÞ ¼ w1w1w2w2w3w3w4w4w5b̄
�� �� � w1w1w2w2w3w3w4w4w5bj j ð3:7Þ
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in which w1� w4 are fully delocalized over the CH3 fragment. Even the w5

orbital is not a pure AO, but may involve some tails on the hydrogens of the
CH3 fragment. It is clear that this option is conceptually simpler than treating
all the C—H bonds in a VB way, including those three bonds that are intact
during the recombination reaction.

3.1.4 Writing Valence Bond Wave Functions Beyond the 2e/2c Case

Rules for writing VB wave functions in the polyelectronic case are just
extensions of the rules for the 2e/2c case above. First, let us consider butadiene
5 in Scheme 3.2, and restrict the description to the p system.

Denoting the p AOs of the C1-C4 carbons by a,b,c, and d, respectively, the
fully covalent VB wave function for the p system of butadiene displays two
singlet couplings: one between a and b, and one between c and d. It follows that
the wave function can be expressed in the form of Equation 3.8, as a product of
the bond wave functions.

Cð5Þ ¼ ðab̄� ābÞðcd̄ � c̄dÞ�� �� ð3:8Þ
Upon expansion of the product, one gets a sum of four determinants as in
Equation 3.9.

Cð5Þ ¼ ab̄ cd̄
�� ��� ab̄ c̄d

�� ��� āb cd̄
�� ��þ āb c̄d

�� �� ð3:9Þ
The product of bond wave functions in Equation 3.8, involves so-called

perfect pairing, whereby we take the Lewis structure of the molecule, represent
each bond by a HL bond, and finally express the full wave function as a
product of all these pair-bond wave functions. As a rule, such a perfectly paired
polyelectronic VB wave function having n bond pairs will be described by 2n

determinants, displaying all the possible 2� 2 spin permutations between the
orbitals that are singlet coupled.

The above rule can readily be extended to other polyelectronic systems, like
the p system of benzene (6), or to molecules bearing lone pairs as in formamide
(7). In this latter case, calling n, c, and o, respectively, the p atomic orbitals of
nitrogen, carbon, and oxygen, the VB wave function describing the neutral
covalent structure is given by Equation 3.10:

Cpð7Þ ¼ nn̄ cō
�� ��� nn̄ c̄o

�� �� ð3:10Þ
In any one of the above cases, improvement of the wave function can be

achieved by using Coulson�Fischer orbitals that take into account ionic

1
2

3
4 O

C
H

NH2

5 76

Scheme 3.2
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contributions to the bonds. It should be kept in mind that the number of
determinants grows exponentially with the number of covalent bonds (recall,
this number is 2n; n being the number of bonds). Hence, eight determinants are
required to describe a Kekulé structure of benzene, and the fully covalent and
perfectly paired wave function for methane is made of 16 determinants. This
underscores the incentive of using FOs rather than pure AOs, as much as
possible, as has been done above (Eq. 3.7). Using FOs to construct VB wave
functions is also appropriate when one wants to fully exploit the symmetry
properties of the molecule. For example, we can describe all the bonds in
methane by constructing group orbitals of the four hydrogens. Subsequently,
we can distribute the eight bonding electrons of the molecule into these FOs as
well as into the 2s and 2p AOs of carbon. Then, we can pair up the electrons
using orbital symmetry-matched FOs, as shown by the lines connecting these
orbital�pairs in Fig. 3.1. The corresponding wave function can be written as
the following product of bond pairs:

CðCH4Þ ¼ ð2s ws � ws2sÞð2pxwx � wx2pxÞð2pywy � wy2pyÞð2pzwz � wz2pzÞ
�� ��

ð3:11Þ

In this representation, each bond pair is a delocalized covalent two-electron
bond, written as a HL-type bond. The VB method that deals with fragment
orbitals (FO�VB) is particularly useful in high symmetry cases, for example,
ferrocene and other organometallic complexes. Some of its merits are further
illustrated at the end of this chapter.

ΨVB (CH 4)

ϕs

ϕx ϕy ϕz

px

py

pz

2s

FIGURE 3.1 A VB representation of methane using delocalized FOs. Each line that

connects two orbitals represents a bond pair.
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3.1.5 Pictorial Representation of Valence Bond Wave Functions
by Bond Diagrams

Since we agreed that a bond needs not necessarily involve only two AOs on two
centers, we must agree on some pictorial representation of a bond. This bond
diagram is in Fig. 3.2, and shows two spin-paired electrons in general orbitals
w1 and w2, by a line connecting these orbitals. This bond diagram represents the
wave function in Equation 3.12

Cbond ¼ w1w2j j � w1w2j j ð3:12Þ

where the orbitals can take any shape; the wave function can involve two
centers with localized AOs, or two Coulson�Fischer orbitals with delocaliza-
tion tails, or FOs that span a few centers. In the case of localized orbitals, the
bond-diagram represents the full-VB wave function, namely, it implicitly
involves the corresponding ionic structures by shifting electrons between the
pairs of coupled orbitals.

3.2 OVERLAPS BETWEEN DETERMINANTS

A VB calculation is nothing else than a configuration interaction in a space of
structures made of AO- or FO-based determinants. As these are in general
nonorthogonal to each other, it is essential to derive some basic rules for
calculating the overlaps between determinants. The fully general rules have
been described in detail elsewhere (3) and will be exemplified here on
commonly encountered simple cases. A more systematic presentation can be
found in Appendix 3.A.1.

Let us demonstrate the procedure with VB determinants of the type V and
V0 in Equation 3.1,

V ¼ N a ā b b̄
�� ��; V0 ¼ N 0 c c̄ d d̄

�� �� ð3:13Þ

where N and N0 are normalization factors. Each determinant is made of a
diagonal product of spin orbitals followed by a signed sum of all the
permutations of this product, which are obtained by transposing the ordering

ϕ1

ϕ2

FIGURE 3.2 A generic bond diagram representation of two spin-paired electrons in

orbitals w1 and w2. The bond pair is indicated by a line connecting the orbitals.
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of the spin�orbitals. Denoting the diagonal products of V and V0 by cd and
c0

d, respectively, the expression for cd reads:

cd ¼ að1Þ āð2Þ bð3Þ b̄ð4Þ; ð1; 2; . . . are electron indexesÞ ð3:14Þ
and an analogous expression can be written for c0

d.
The overlap between the (unnormalized) determinants a ā b b̄

�� �� and c c̄ d d̄
�� ��

is given by Equation 3.15:

hja ā b b̄j jc c̄ d d̄ji¼ hcdjSPð�1ÞtPc0
di

�� ð3:15Þ

where the operator P represents a restricted subset of permutations: the ones made
of pairwise transpositions between spin orbitals of the same spin, and t determines
the parity, odd or even, and hence the sign of a given pairwise transposition Pwill
be negative or positive, respectively. Note that the identity permutation is
included. In this example, there are four possible permutations in the product c0

d

SPð�1ÞtPðc0
dÞ ¼ cð1Þ c̄ð2Þ dð3Þ d̄ð4Þ � dð1Þ c̄ð2Þ cð3Þ d̄ð4Þ

�cð1Þ d̄ð2Þ dð3Þ c̄ð4Þ þ dð1Þ d̄ð2Þ cð3Þ c̄ð4Þ ð3:16Þ

One then integrates Equation 3.15 electron by electron, leading to Equation 3.17
for the overlap between a ā b b̄

�� �� and c c̄ d d̄
�� ��:

hja ā b b̄j jc c̄ d d̄ji¼ S2acS
2
bd � SadSacSbcSbd � SacSadSbdSbc þ S2adS

2
bc

�� ð3:17Þ

where Sac, for example, is an overlap integral between two orbitals a and c.
Generalization to different types of determinants is straightforward (3). As an
application, let us obtain the overlap of a VB determinant with itself, and
calculate the normalization factor N of the determinant V in Equation 3.13:

hja ā b b̄j ja ā b b̄ji¼ 1� 2S2ab þ S4ab
�� ð3:18Þ

V ¼ ð1� 2S2ab þ S4abÞ�1=2
a ā b b̄
�� �� ð3:19Þ

Generally, normalization factors for determinants are larger than unity, with the
exception of those VB determinants that do not have more than one spin�orbital
of each spin variety, for example, as is the case of the determinants that compose
the HL wave function. For these latter determinants the normalizing factor is
unity, that is, N¼ 1.

3.3 VALENCE BOND FORMALISM USING THE EXACT
HAMILTONIAN

Let us turn now to the calculation of energetic quantities using exact VB theory
by considering the simple case of the H2 molecule. The exact electronic
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Hamiltonian is of course the same as in MO theory, and is composed in this
case of two core terms and a bielectronic repulsion:

H ¼ hð1Þ þ hð2Þ þ 1=r12 ð3:20Þ

where the h operator represents the kinetic energy and the attraction between
one electron and the nuclei, and r12 is the interelectronic distance. The
molecular Hamiltonian is derived from the electronic one (Eq. 3.20) by adding
the nuclear repulsion, here 1/R, that is, the inverse of the distance between the
nuclei.

3.3.1 Purely Covalent Singlet and Triplet Repulsive States

In the VB framework, some particular notations are traditionally employed to
designate the various energies and matrix elements:

Q ¼ hja b̄jjH ja b̄ji ¼ hajhjai þ hbjhjbi þ habj1=r12jabi
�� ð3:21Þ

K ¼ hja b̄jjH jbāji ¼ habj1=r12jbai þ 2Sabhajhjbi
�� ð3:22Þ

hja b̄j jb āji ¼ S2ab
�� ð3:23Þ

Here, Q is the electronic energy of a single determinant ab̄
�� �� , K is the spin

exchange term that will be dealt with later, and Sab is the overlap integral
between the two AOs a and b.

The quantity Q+1/R has an interesting property: This quantity is
quasiconstant along the interatomic distance, from infinite distance to the
equilibrium bonding distance Req of H2. It corresponds to the energy of two
hydrogen atoms when brought together without exchanging their spins. Such a
pseudo-state (which is not a spin-eigenfunction) is called the ‘‘quasiclassical
state’’ of H2 (CQC in Fig. 3.3), because all the terms of its energy have an
analogue in classical (not quantum) physics. Turning now to real states, that is,
spin-eigenfunctions, the total energy of the ground state of H2, in the fully
covalent approximation of Heitler�London, is readily obtained:

EðCHLÞ ¼
�

a b̄
�� ��� ā b

�� ��� ���H�� a b̄
�� ��� ā b

�� ��� ���
a b̄

���� � ā b
�� ��� �

a b̄
�� ��� ā b

�� ��� ��� � þ 1

R
¼ Qþ K

1þ S2ab
þ 1

R
ð3:24Þ

Plotting the E(CHL) curve as a function of the distance now gives a
qualitatively correct Morse curve behavior (Fig. 3.3), with a reasonable
bonding energy, even if a deeper potential well can be obtained by allowing
further mixing with the ionic terms (Cexact in Fig. 3.3). This figure shows that,
in the covalent approximation, all the bonding comes from the K terms. Thus,
the physical phenomenon responsible for the bond is the resonance between the two

spin arrangement patterns ab̄ and āb.

VALENCE BOND FORMALISM USING THE EXACT HAMILTONIAN 47



The term K in Equation 3.22 has been called exchange (1), but it needs not
be confused with the exchange integral in MO theory. The VB term K is
composed of two contributions: One is a repulsive exchange integral (which is
akin to the exchange integral of MO theory). This term is positive, but
necessarily small (unlike Coulomb two-electron integrals). The second is a
negative term, given by the product of the overlap Sab and an integral that
is called the ‘‘resonance integral’’, itself nearly proportional to Sab.
Replacing CHL by CT in Equation 3.24 leads to the energy of the triplet
state, Equation 3.25.

EðCTÞ ¼
�

a b̄
�� ��þ ā b

�� ��� ���H�� a b̄
�� ��þ ā b

�� ��� ���
a b̄
�� ��þ ā b

�� ��� �
a b̄
�� ��þ ā b

�� ��� ���� þ 1

R
¼ Q� K

1� S2ab
þ 1

R
ð3:25Þ

Recalling that Q+1/R is a quasiconstant from Req to infinite distance, this
quantity remains nearly equal to the energy of the separated fragments and can
serve, at any distance, as a reference for the bond energy, itself having a zero-
bonding energy. It follows from Equations 3.24 and 3.25 that, if we neglect
overlap in the denominator, the triplet state (CT in Figure 3.3) is repulsive by
the same quantity (�K) as the singlet is bonding (þK). Thus, at any distance
>Req, the bonding energy is about one-half of the singlet�triplet energy gap.
This property will be used later in applications to reactivity problems.

ΨHL

ΨQC

ΨT

E

Ψexact

RHH

FIGURE 3.3 Energy curves for H2 as a function of internuclear distance. The curves

displayed, from top to bottom, correspond to the triplet state, CT, the quasiclassical

state, CQC, the HL state, CHL, and the exact full (full CI) curve, Cexact.
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3.3.2 Configuration Interaction Involving Ionic Terms

By using the expression of the exact Hamiltonian in Equation 3.20, the self-
energy of the ionic terms and the off-diagonal Hamiltonian matrix elements are
readily obtained

hja ājjH ja āji¼ 2hajhjai þ Jaa
�� ð3:26Þ

hja ājjH ja b̄ji¼ ha hj jbiþSabha hj jaiþhaaj1=r12jabi
�� ð3:27Þ

hja ājjH jb b̄ji¼ 2Sabha hj jbiþhaaj1=r12jabi ¼ K
�� ð3:28Þ

By using these matrix elements and the calculated overlaps between determi-
nants, the accurate VB wave function of H2 (Eq. 3.4) can be variationally
determined by 3� 3 nonorthogonal CI.

3.4 VALENCE BOND FORMALISM USING AN EFFECTIVE
HAMILTONIAN

The use of the exact Hamiltonian for calculating matrix elements between VB
determinants leads, in the general case, to complicated expressions involving
numerous bielectronic integrals, owing to the 1/rij terms. Thus, for practical
qualitative or semiquantitative applications, one uses an effective molecular
Hamiltonian in which the nuclear repulsion and the 1/rij terms are only
implicitly taken into account, in an averaged manner. Then, one defines a
Hamiltonian made of a sum of independent monoelectronic Hamiltonians,
much as in simple MO theory:

Heff ¼ Si hðiÞ ð3:29Þ
where the summation runs over the total number of electrons. Here, the
operator h has a meaning different from Equation 3.20 since it is now an
effective monoelectronic operator that incorporates part of the electron�electron
and nuclei�nuclei repulsions (3). Going back to the 4e example above
(Section 3.2), the determinants V and V0 are coupled by the following effective
Hamiltonian matrix element:

hVjHeff jV0i ¼ hVjhð1Þ þ hð2Þ þ hð3Þ þ hð4ÞjV0i ð3:30Þ
It is apparent that the above matrix element is made of a sum of four terms, which
are calculated independently (also consult Appendix 3.A.1). The calculation of
each of these terms, for example, the first one (h(1)), is quite analogous to the
calculation of the overlap in Equation 3.17, except that the first monoelectronic
overlap S in each product is replaced by a monoelectronic Hamiltonian term:

hja ā b b̄jjhð1Þ jc c̄ d d̄ji¼ hacSacS
2
bd � hadSacSbcSbd � hacSadSbdSbc þ hadSadS

2
bc

��
ð3:31aÞ

hac ¼ hajhjci; and so on ð3:31bÞ
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The same type of calculation is repeated for h(2), h(3), and h(4). The obtained
integrals are then summed up to get the Heff matrix element of Equation 3.30.y

In Equation 3.31b, the monoelectronic integral accounts for the interaction that
takes place between two overlapping orbitals. A diagonal term of the type haa is
interpreted as the energy of the orbital a, and will be noted ea in the following
equations. By using Equations 3.30 and 3.31, it is easy to calculate the energy of
the determinant a ā b b̄

�� ��:
Eðja ā bb̄jÞ ¼ N2ð2ea þ 2eb � 2eaS2ab � 2ebS2ab � 4habSab þ 4habS

3
abÞ ð3:32Þ

where N is the normalization factor of the determinant, shown in Equation 3.19.
An application of the above rules is the calculation of the energy of a spin-

alternant determinant like 8 in Scheme 3.3 for butadiene. Such a determinant,
in which the spins are arranged so that two neighboring orbitals always display
opposite spins, is referred to as a quasiclassical (QC) state and is a
generalization of the QC state that we already encountered above for H2.
The rigorous formulation for its energy involves some terms that arise from
permutations between orbitals of the same spins, which are necessarily
nonneighbors. Neglecting interactions between nonnearest neighbors, the
energy of the QC state is given by the simple expression below:

Eðja b̄ c d̄jÞ ¼ ea þ eb þ ec þ ed ð3:33Þ

Generalizing: The energy of a spin-alternant determinant is always the sum of
the energies of its constituting orbitals. In the QC state, the interaction between
overlapping orbitals is therefore neither stabilizing nor repulsive. This is a

nonbonding state, which can be used for defining a reference state, with zero
energy, in the framework of VB calculations of bonding energies or repulsive
interactions.

Note that the rules and formulas that are expressed above in the
framework of qualitative VB theory are independent of the type of orbitals

8

Scheme 3.3

yIn all rigor, the calculation of the h(1) matrix element would necessitate the permutations of the

orbital products to be generated for both determinants, leading to the generation of 16 nonidentical

terms. However, these terms would be redundant with those arising from the calculation of the

other h(i) matrix elements, and this is why Equation 3.31 has as few terms as it does. This detail,

however, does not matter as the calculation of the h(1) matrix element alone is only an intermediate

step in the calculations of the whole Heff matrix element, involving all h(i) terms, in which case it is

sufficient to consider the permutations in the right-hand determinant alone, as done in Equation

3.31a and in Appendix 3.A.1.
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that are used in the VB determinants: purely localized AOs, FOs, or
Coulson�Fischer semilocalized orbitals. Depending on which kind of orbitals
are chosen, the h and S integrals take different values, but the formulas remain
the same.

3.5 SOME SIMPLE FORMULAS FOR ELEMENTARY INTERACTIONS

In qualitative VB theory, it is customary to take the average value of the orbital
energies as the origin for various quantities. With this convention, and using
some simple algebra (3), one can define a reduced monoelectronic Hamiltonian
matrix element between two orbitals, just as done in previous chapters with off-
diagonal matrix elements between VB structures (Eq. 2.6). This reduced matrix
element, bab, is nothing else but the so-called and familiar ‘‘reduced resonance
integral’’:

bab ¼ hab � 0:5ðhaa þ hbbÞSab ð3:34Þ

It is important to note that these b integrals, which we use in the VB
framework, are the same as those used in simple MO models, such as extended
Hückel theory.

Based on the new energy scale, the sum of orbital energies is set to zero,
that is:

Siei ¼ 0 ð3:35Þ

In addition, since the energy of the QC determinant is given by the sum of
orbital energies, its energy becomes then zero:

Eðja b̄ c d̄jÞ ¼ 0 ð3:36Þ

3.5.1 The Two-Electron Bond

By application of the qualitative VB theory, Equation 3.37 expresses the HL
bond energy of two electrons in AOs a and b, which belong to the atomic
centers A and B. The binding energy is defined relative to the quasiclassical
state jab̄j or to the energy of the separate atoms, which is one and the same
thing within the approximation scheme. In terms of bab and Sab, noted b and S

for short from now on, the two-electron bonding energy is expressed as
Equation 3.37:

DeðA� BÞ ¼ 2bS=ð1þ S2Þ ð3:37Þ
Note that if instead of using purely localized AOs for a and b, we use
semilocalized Coulson�Fischer orbitals, Equation 3.37 will no more be the
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simple HL bond energy, but would represent the bonding energy of the real

A—B bond that includes its optimized covalent and ionic components. In this
case, the origin of the energy would still correspond to the QC determinant
with the localized orbitals. Unless otherwise specified, in what follows we
always use qualitative VB theory in this latter convention.

3.5.2 Repulsive Interactions in Valence Bond Theory

By using the above definitions, one gets the following expression for the
repulsion energy of the triplet state (9, in Scheme 3.4):

DETðA""BÞ ¼ �2bS=ð1� S2Þ ð3:38Þ

Thus, the triplet repulsion arises due to the Pauli exclusion principle and is
often referred to as Pauli repulsion.

For a situation where we have four electrons on the two centers (10), VB
theory predicts a doubling of the Pauli repulsion, and the following expression
is obtained by complete analogy to qualitative MO theory:

DEðA::BÞ ¼ �4bS=ð1� S2Þ ð3:39Þ

One can in fact very simply generalize the rules for Pauli repulsion. Thus, the
electronic repulsion in an AO-based determinant is equal to the quantity,

DErep ¼ �2nbS=ð1� S2Þ ð3:40Þ
n being the number of electron pairs with identical spins.

Consider, for example, VB structures with three electrons on two centers,
ðA: �BÞ and (A� :B), each being described as a single AO-based determinant
(see Exercise 3.3). The interaction energy that takes place between A and B in
each one of these structures by itself (e.g., 11) is repulsive and following
Equation 3.40 will be given by the Pauli repulsion term in Equation 3.41:

DEððA: �BÞ and ðA� :BÞÞ ¼ �2bS=ð1� S2Þ ð3:41Þ
For an interacting system that is described by a VB structure involving more
than one determinant (see Exercise 3.4), Equation 3.40 can still be applied in an
approximate form if squared overlaps are neglected (i.e., S2= 0):

BA ABA B

109 11

Scheme 3.4

DErep � �2nbS ð3:42Þ
Equation 3.42 will be used below in Section 3.5.4.
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3.5.3 Mixing of Degenerate Valence Bond Structures

Whenever a wave function is written as a normalized resonance hybrid between
two VB structures of equivalent energies, for example, as in Equation 3.43, the
energy of the hybrid is given by the normalized self-energies of the constituent
resonance structures and the interaction matrix element, H12, between the
structures in Equation 3.44.

C ¼ N½F1 þF2�; N ¼ 1=½2ð1þ S12Þ�1=2 ð3:43Þ
EðCÞ ¼ 2N2Eind þ 2N2H12; H12 ¼ hF1jHjF2i; Eind ¼ EðF1Þ ¼ EðF2Þ

ð3:44Þ
where F1 and F2 are the normalized wave functions for the individual VB
structures. Such mixing causes stabilization relative to the energy of each
individual (Eind) VB structure, by a quantity called ‘‘resonance energy’’ (RE):

RE ¼ ½H12 � EindS12�=ð1þ S12Þ; S12 ¼ hF1jF2i ð3:45Þ

The resonance energy is nothing else but the difference between the energy of
the resonance hybrid and that of a reference state. This definition is general,
and the reference state is taken as any one of the two individual VB structures
if they are degenerate, and as the lowest of the two if they have different
energies. Equation 3.45 expresses the RE for the case where the two limiting
structures F1 and F2 have equal or nearly equal energies, which is the most
favorable situation for maximum stabilization. However, if the energies E1 and
E2 are significantly different, then according to the usual rules of perturbation
theory, the stabilization will still be finite, albeit smaller than in the degenerate
case (see, e.g., the VB interaction diagram in Fig. 2.1).

A typical situation, where the VB wave function is written as a resonance
hybrid, is odd-electron bonding (1e or 3e bonds). For example, a 1e bondA�B is a
situationwhereonlyone electron is sharedby twocentersAandB (Eq. 3.46),while
three electrons are distributed over the two centers in a 3e bond A;B (Eq. 3.47):

A�B ¼ Aþ�B $ A�þB; CðA�BÞ ¼ Nðj � � � aj þ j � � � bjÞ ð3:46Þ
A;B ¼ A� :B $ A: �B CðA;BÞ ¼ N 0ðj � � � aābj þ j � � � ab̄bjÞ ð3:47Þ

Simple algebra (see Exercise 3.3) shows that in both cases, the overlap between the
two interacting VB structures is equal to S (the hajbi orbital overlap)z and that
resonance energy follows Equation 3.48:

RE ¼ b=ð1þ SÞ ¼ DeðAþ�B $ A�þBÞ ð3:48Þ
zWriting F1 and F2 so that their positive combination is the resonance-stabilized one. For the 3e

case, this implies that the two determinants are written in such a way that they exhibit maximum

orbital and spin correspondence, as in Equation 3.47. See also, Appendix 3.4.2.
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Equation 3.48 also gives the bonding energy of a 1e bond. Combining
Equations. 3.41 and 3.48, we get the bonding energy of the 3e bond,
Equation 3.49:

DeðA� :B$ A: �BÞ ¼ �2bS=ð1� S2Þ þb=ð1þ SÞ ¼ bð1� 3SÞ=ð1� S2Þ ð3:49Þ

These equations for odd-electron bonding energies are good for cases where
the forms are degenerate or nearly so. In cases where the two structures are not
identical in energy, one should use the perturbation theoretic expression (3).

For more complex situations, general guidelines for derivation of matrix
elements between polyelectronic determinants are given in Appendices 3.A.1
and 3.A.2. Alternatively, one could follow the protocol given in the original
literature (3,4).

3.5.4 Nonbonding Interactions in Valence Bond Theory

Some situations are encountered where one orbital bears an unpaired electron
in the vicinity of a bond, like 12 in Scheme 3.5.

Since the A� B�—�C structure displays a singlet coupling between orbitals b

and c, Equation 3.50 gives its wave function:

A� B���C¼ Nðjabc̄j � jab̄cjÞ ð3:50Þ

in which it is apparent that the first determinant involves a triplet repulsion
(between the electrons in a and b) while the second one is a spin-alternant
determinant. The energy of this state, relative to a situation where A and BC are
separated, can be estimated bymeans of Equation 3.42, leading to Equation 3.51:

EðA� B���CÞ � ½EðA�Þ þ EðB���CÞ� � �bS ð3:51Þ

whichmeans that bringing an unpaired electron in the vicinity of a covalent bond
results in one-half of the full triplet repulsion (for the calculation of the exact
nonbonding interaction energy between A� and B�—�C, see Exercise 3.4). This
property will be used below when we discuss VB correlation diagrams for radical
reactions. The repulsion is the same if we bring two covalent bonds, A�—�B and
C�—�D, close to each other, as in 13:

EðA���B . . .C���DÞ � ½EðA���BÞ þ EðC���DÞ� � �bS ð3:52Þ

B•—•CA C•—•DA•—•B

1312

Scheme 3.5

54 BASIC VALENCE BOND THEORY



Equation 3.52 can be used to calculate the total p energy of one canonical
structure of a polyene, for example, 14 of butadiene (Scheme 3.6).

Since there are two covalent bonds (each accounting for 2bS) and
one nonbonded repulsive interaction (�bS) in this VB structure, its energy
simply expresses a balance between the two corresponding energy quantities,
namely:

Eð14Þ � 4bS� bS ¼ 3bS ð3:53Þ

As an application, let us compare the energies of two isomers of hexatrienes.
The linear s-trans conformation can be described as a resonance between the
canonical structure 15 and ‘‘long-bond’’ structures 16–18 (Scheme 3.7),
where one short bond is replaced by a long one. On the other hand, the
branched isomer is made of only structures 19–21, since it lacks an analogous
structure to 18.

It is apparent that the canonical structures 15 and 19 have the same
energies (three bonds, two nonbonded repulsions in both cases), and that
structures 16–18, 20, and 21 are also degenerate (two bonds, three
nonbonded repulsions). Furthermore, if one omits structure 18, the matrix
elements between the remaining long-bond structures and the canonical ones
are all the same (see Appendix 3.A.2). Thus, elimination of structure 18 will
make the two isomers isoenergetic. If, however, we take structure 18 into
account, it will mix and increase, however slightly, the RE of the linear
polyene that becomes thermodynamically more stable than the branched
one. This subtle prediction, which is in agreement with experiment, can also
be demonstrated in the framework of the Heisenberg Hamiltonian (see later).

14

Scheme 3.6

•
•

•
• • •

15

19

16 17 18

20 21

• • •
•

Scheme 3.7
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3.6 STRUCTURAL COEFFICIENTS AND WEIGHTS
OF VALENCE BOND WAVE FUNCTIONS

Once a wave function C is available and is written as a linear combination of
VB structures FK, as in Equation 3.54, the major VB structures can be
distinguished from the minor ones by consideration of the magnitudes of their
respective coefficients.

C ¼
X
K

CKFK ð3:54Þ

More generally, one has to consider the ‘‘weights’’ of VB structures, which are
quantitatively related to physical properties like electron densities, net charges,
and so on. According to the popular Chirgwin�Coulson formula (5), the
weight of a given structure, FK, is defined as the square of the coefficient plus
one-half of the overlap population terms with all the other structures:

WK ¼
X
L

CKCLhFK FLij ð3:55Þ

This formula is the VB analogue of the Mulliken population in MO-based
calculations. The VB weights sum to unity if the wave function C, in Equation
3.54, is normalized. However, Equation 3.55 can be used even if the FK VB
structures are not normalized, or even if FK represents an AO-based
determinant rather than a VB structure. In such a case, it is useful to note
that with the definition of the weights as in the Chirgwin�Coulson formula,
the weight of a VB structure is equal to the sum of the weights of its
constituting VB determinants.

Other definitions have also been proposed, such as the Löwdin weights (6),
Equation 3.56, and the inverse weights (7), Equation 3.57.

WLowdin
K ¼

X
I;J

S
1=2
KI CIS

1=2
KJ CJ ð3:56Þ

W INV
K ¼ NC2

K=ðS�1ÞKK ; N ¼ 1=
X
K

C2
K=ðS�1ÞKK ð3:57Þ

where N is a normalization factor. All these definitions generally yield results
that are consistent with one another, as can be seen in some outputs displayed
in Chapter 2.

3.7 BRIDGES BETWEEN MOLECULAR ORBITAL
AND VALENCE BOND THEORIES

After reviewing basic elements of VB theory, we would like to create bridges
between the popular and widely used MO theory and the less familiar VB
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theory. The goal here is not to demonstrate that one theory is ‘‘better’’ than the
other, but actually to show that by borrowing insights from MO theory, VB
theory itself becomes easier to handle, more predictive and more widely
applicable to chemical problems.

3.7.1 Comparison of Qualitative Valence Bond
and Molecular Orbital Theories

Some (not all) of the elementary interaction energies that are discussed above
have also qualitative MO expressions, which in some cases match the VB
expressions. In qualitative MO theory, the interaction between two
overlapping AOs leads to a pair of bonding and antibonding MOs, the
former being stabilized by a quantity b/(1 + S) and the latter destabilized
by �b/(1� S) relative to the nonbonding level. The stabilization�
destabilization of the interacting system relative to the separate fragments
are then calculated by summing up the occupancy-weighted energies of the
MOs. A comparison of the qualitative VB and MO approaches is given in
Table 3.1, where the energetics of the elementary interactions are expressed
with both methods. It is apparent that both qualitative theories give identical
expressions for the odd-electron bonds, the 4e repulsion, and the triplet
repulsion. This is not surprising if one notes that the MO and VB wave
functions for these four types of interaction are identical (see Exercise 3.5
and Section 3.7.3 about the relationship between MO and VB wave
functions). On the other hand, the expressions for the MO and VB 2e
bonding energies are different; the difference is related to the fact that MO
and VB wave functions are themselves different in this case (see next Section
3.7.2). There follows a rule that may be useful if one is more familiar with
MO theory than with VB.

Whenever the VB and MO wave functions of an electronic state are equivalent,

the VB energy can be estimated using qualitative MO theory.

TABLE 3.1 Elementary Interaction Energies in the Qualitative MO
and VB Models

Type of

Interaction

Stabilization or

Destabilization

(MO Model)

Stabilization or

Destabilization

(VB Model)

1-electron b/(1+ S) b/(1+ S)

2-electron 2b/(1+ S) 2bS/(1+ S2)

3-electron b (1� 3S)/(1� S2) b(1� 3S)/(1� S2)

4-electron �4bS/(1� S2) �4bS/(1� S2)

triplet repulsion �2bS/(1� S2) �2bS/(1� S2)

3-electron repulsion �2bS/(1� S2)
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3.7.2 The Relationship between Molecular Orbital and Valence Bond
Wave Functions

What is the difference between the MO and VB descriptions of an electronic
system, at the simplest level of both theories? As we will see, in the cases of
1e, 3e, and 4e interactions between two centers, there is no difference
between the two theories, except for the representations that look different.
On the other hand, the two theories differ in their description of the 2e bond.
Once again let us take the example of H2, with its two AOs a and b, and
examine the VB description first, dropping normalization factors for
simplicity.

As has been said already, at the equilibrium distance the bonding is not
100% covalent, and it requires some ionic component to be described
accurately. On the other hand, at long distances the HL wave function is the
correct state, as the ionic components necessarily drop to zero and each
hydrogen atom carries one electron away through homolytic bond breaking.
The HL wave function dissociates correctly, but is quantitatively inaccurate at
bonding distances. Therefore, the way to improve the HL description is
straightforward: by simply mixing FHL with the ionic determinants and
optimizing the coefficients variationally, by CI. One then gets the wave
function CVB-full, in Equation 3.4, which contains a major covalent component
and a minor ionic one.

Now let us turn to the MO description. Bringing together two hydrogen
atoms leads to the formation of two MOs, s and s�, respectively bonding and
antibonding (Eq. 3.58, dropping normalization constants).

s ¼ aþ b; s� ¼ a� b ð3:58Þ

At the simple MO level, the ground state of H2 is described by CMO, in which
the bonding s MO is doubly occupied. Expansion (see Chapter 4 for a general
method in the polyelectronic case) of this MO determinant into its AO
determinant constituents leads to Equation 3.59 (again dropping normalization
constants):

CMO ¼ s s̄
�� �� ¼ a b̄

�� ��� ā b
�� ��� �þ a ā

�� ��þ b b̄
�� ��� � ð3:59Þ

From Eq. 3.59, it is apparent that the first one-half of the expansion is nothing
else but the Heitler�London function FHL (Eq. 3.2), while the remaining part
is ionic. It follows that the MO description of the homonuclear 2e bond will
always be half-covalent and half-ionic, irrespective of the bonding distance.
Qualitatively, it is already clear that in the MO wave function, the ionic weight
is excessive at bonding distances, and becomes absurd at long distances, where
the weight of the ionic structures should drop to zero to accord with the
homolytic cleavage. The simple MO description does not dissociate correctly.
This is the reason why it is inappropriate for the description of stretched bonds,
as, for example, those found in transition states. The remedy for this poor
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description is CI, specifically the mixing of the ground configuration, s2, with
the diexcited one, s�2. The reason why this mixing re-sizes the covalent vs. ionic
weights is the following: If one expands the diexcited configuration, CD, into
its VB constituents, one finds the same covalent and ionic components as in
Equation 3.59, but coupled with a negative sign as in Equation 3.60:

CD ¼ s�s�j j ¼ � a b̄
�� ��� ā b

�� ��� �þ a ā
�� ��þ b b̄

�� ��� � ð3:60Þ

It follows that mixing the two configurations CMO and CD with different
coefficients, as in Equation 3.61, will lead to a wave function CMO�CI in which
the covalent and ionic components

CMO�CI ¼ c1js s̄j � c2js�s� j c1; c2 > 0 ð3:61Þ

have unequal weights, as shown by an expansion of CMO�CI into AO
determinants in Equation 3.62:

CMO�CI ¼ ðc1 þ c2Þ a b̄
�� ��� ā b

�� ��� �þ ðc1 � c2Þ a ā
�� ��þ b b̄

�� ��� � ð3:62aÞ
c1 þ c2 ¼ l; c1 � c2 ¼ m ð3:62bÞ

Since c1 and c2 are variationally optimized, expansion of CMO�CI should lead
to exactly the same VB function as CVB-full in Equation 3.4, leading to the
equalities expressed in Equation 3.62 and to the equivalence of CMO�CI and
CVB-full (see Exercise 3.1) The equivalence also includes the Coulson�Fischer
wave function CCF (Eq. 3.5) which, as we have seen, is equivalent to the VB-
full description (see Exercise 3.2).

CMO 6¼ CVB; CMO�CI:CVB�full:CCF ð3:63Þ

To summarize, the simple MO level describes the bond as being too ionic, while
the simple VB level (Heitler�London) defines it as being purely covalent. Both
theories converge to the right description when CI is introduced.

The accurate description of 2e bonding is half-way in between the simple MO

and simple HLVB levels; elaborated MO and VB levels become equivalent and

converge to the right description, in which the bond is mostly covalent, but has a

substantial contribution from ionic structures.

This equivalence clearly projects that the MO�VB rivalry, discussed in
Chapter 1, is unfortunate and senseless. Both VB and MO theories are not so
diametrically different that they exclude each other, but rather two
representations of reality, which are mathematically equivalent. The best
approach is to use these two representations jointly and benefit from their
complementary insight. In fact, from the above discussion of how to write a VB
wave function, it is apparent that there is a spectrum of orbital representations
that stretches between the fully local VB representations through semilocalized
CF orbitals, to the use of delocalized fragment orbitals VB (FO�VB), and all
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the way to the fully delocalized MO representation (in the MO�CI language).
Based on the problem at hand, the choice representation from this spectrum of
possibilities should be the one that gives the clearest and most portable insight
into the problem.

Up to this point, we restricted ourselves to the simple case of determinants
involving no more than two orbitals. However, the MO�VB correspondence is
general, and in fact, any MO or MO�CI wave function can be exactly
transformed into a VB wave function, provided it is a spin-eigenfunction (i.e.,
not a spin-unrestricted wave function). While this is a trivial matter for small
determinants, larger ones require a bit of algebra and a systematic method is
discussed in Chapter 4 for the interested or advanced reader.

3.7.3 Localized Bond Orbitals: A Pictorial Bridge between Molecular
Orbital and Valence Bond Wave Functions

The standard MO wave function involves canonical MOs (CMOs), which are
permitted to delocalize over the entire molecule. However, it is well known
(8,9) that an MO wave function based on CMOs can be transformed to
another MO wave function that is based on localized MOs (LMOs), known
also as localized bond orbitals (LBOs) (10). This transformation is called
unitary transformation, and as such, it changes the representation of the
orbitals without affecting the total energy or the total MO wave function. This
equivalence is expressed in Equation 3.64:

. . .wcmo
i . . .wcmo

j . . .
��� ��� ¼ . . .wlbo

i . . .wlbo
j . . .

��� ��� ð3:64Þ

where wcmo
i corresponds to a CMO while wlbo

i is an LBO.
A unitary transformation involves simple subtractions and additions of

orbitals within the complete set of the occupied CMOs. To illustrate such a
transformation, we choose a simple molecule, BeH2, for which the procedure
may be done in a pictorial manner without resort to equations. Figure 3.4
shows the valence occupied CMOs of BeH2, the lowest of the two is made from
the bonding combination of the 2s AO of Be and the positive combination of
the 1s AOs of the two hydrogen atoms, while the higher one is the bonding
orbital between the 2pz(Be) orbital and the negative combination of the 1s(H)
AOs. We can now make two linear combinations of these orbitals, one negative
and one positive, as in Equation 3.65, dropping normalization constants:

sR ¼ wcmo
1 þ wcmo

2 ; sL ¼ wcmo
1 � wcmo

2 ð3:65Þ
These linear combinations, shown on the right-hand side of Figure 3.4, are

seen to generate two LBOs made from sp hybrids on the Be and the 1s AOs of
the hydrogens. One of these LBOs, sR, is a two-center bonding orbital localized
on the right-hand side of the molecule, while the other, sL, is equivalent to the
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former, but localized on the left-hand side. Of course, since the coefficients of
the hydrogens in wcmo

1 and wcmo
2 are not exactly equal in absolute value, the

localization is not perfect, and each LBO contains a small component out of
the bonding region, called ‘‘delocalization tail’’, which is, however, very small.
The wave function based on these localized orbitals possesses two doubly
occupied LBOs and is completely equivalent to the starting wave function
based on CMOs, as expressed in Equation 3.66:

CðBeH2Þ ¼ wcmo
1 wcmo

1 wcmo
2 wcmo

2

�� �� ¼ sRsR sLsLj j ð3:66Þ

This LBO-based wave function is not a VB wave function. Nevertheless, it
represents a Lewis structure, and hence also a pictorial analogue of a perfect-
pairing VB wave function. The difference between the LBO and VB wave
functions is that the latter involves electron correlation while the former does
not. As such, in a perfectly paired VB wave function, based on CF orbitals,
each localized Be—H bond would involve an optimized covalent�ionic
combination as we demonstrated above for H2 and generalized for other 2e
bonds. In contrast, the LBOs in Equation 3.65 possess some constrained
combination of these components, with exaggeration of the bond ionicity.

Of course, the LBO wave function in Equation 3.65 can be upgraded to a
proper VB wave function quite easily, by first localizing the vacant orbitals of
BeH2, in much the same way as we just did for the occupied ones, and as
illustrated in the upper right-hand side of Figure 3.4. By using these vacant

Be HH

σR σL

σR* σL*

ϕcmo

ϕ∗cmo

ϕ∗cmo

ϕcmo

z

2

1

1

2

FIGURE 3.4 Transformation of the valence orbitals of BeH2, from canonical MOs

(left-hand side) to localized bond orbitals (right-hand side). This transformation leaves

the polyelectronic Hartree�Fock function unchanged.
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s�-LBOs, we can improve the LBO wave function in Equation 3.66 by CI, in
the same manner as discussed above for H2. Now the resulting wave function
will be equivalent to a VB wave function involving two localized bond pairs
with CF orbitals, and would correspond to a perfect pairing GVB wave
function for the molecule. Thus, the LBO wave function can be considered
qualitatively as a crude VB wave function, just one step before the
improvement of the covalent�ionic components of each bond. As such, we
will occasionally be using LBO-based wave function in our various
applications of VB theory to chemical reactivity and as an entry to bonding
in organometallic complexes. Some relevant exercises are given in the end of
the chapter.

For molecules involving many bonds, the localizing unitary transforma-
tions are more complicated than in the BeH2 case, and are usually done by
means of a computer program. This program is available in all current ab initio

codes. As there are an infinite number of unitary transformations of
orbitals that leave the Slater determinant unchanged, the localizing transfor-
mations are determined so as to best satisfy some specific criteria, for example,
by requiring that the total spread of the localized orbitals be minimal, as in
the Foster�Boys method (9). On the other hand, it is impossible to find a set
of well-localized orbitals for molecules whose electronic system is intrinsically
delocalized, like benzene or, to a much lesser extent, butadiene (see
Exercise 3.8).

As an example of using the LMO and VB�FO concepts to gain insight into
bonding in a complex molecule, we selected the organometallic compound,
Fe(CO)4[h

2—C2H4] in which we intend to consider the bonding between iron
and ethylene, and the stereochemistry of the molecule. Of course, the use of
qualitative MO theory for this molecule would have been sufficiently simple
and successful. The intention here is to illustrate that VB theory can become
widely applicable by importing key insights from MO theory.

Elian and Hoffman (11) showed that one can start from an octahedral
complex, M(CO)6, and convert the CMOs of the complex to M-CO LBOs,
which are localized along the axes of the octahedron. Subsequently, by
successively removing CO ligands, they show that each ligand removal leaves
behind a hybrid orbital localized on the metal and pointing along the axis of
the missing site of the octahedron. The two hybrids are part of the d-block
orbitals, which now has three low lying orbitals from the t2g set in the
octahedron, and two hybrid orbitals that replace the eg set of the octahedron.
Subsequently, this has formed the basis for the now well known ‘‘isolobal
analogy’’ between organometallic and organic fragments (12).

Following the Hoffmann�Elian strategy, the Fe(CO)4 fragment has two
hybrids (h1 and h2) pointing toward the missing axes of the octahedron, as
shown in Fig. 3.5a. Since Fe in oxidation state zero has eight valence electrons,
the d-block orbitals will have a filled ‘‘t2g’’ set, and singly occupied hybrids (h1
and h2) pointing toward the missing sites of the octahedron. Now we can bring
ethylene and try to bind it with Fe(CO)4. One way to do that is to use the two
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localized hybrids on Fe(CO)4, to uncouple the electrons of the p-bond in
ethylene, and form two new bonds using covalent and ionic structures, as we
did in the chapter.

Since we are interested in building bridges to MO theory, we are going to use
FOs, and exploit their symmetry in order to generate the VB wave function.
This is done in Fig. 3.5b, where the ‘‘t2g’’ set is omitted for clarity; first we form
two linear combinations from the two localized hybrids (exactly the opposite
procedure of the localization in the preceding exercises), one symmetric and
one antisymmetric with respect to the plane of symmetry that includes the
(CO)—Fe—(CO) axis. As amply discussed (11,12), the antisymmetric
combination is dominated by the 3d orbital of iron, while the symmetric
combination has a large component of 4s and 4p, Therefore, the latter orbital is
higher in energy than the former. Each of these new orbitals has a single
electron, capable of making two bonds with the p-electrons on ethylene. As
shown in the scheme, a perfect pairing bond diagram between the two
fragments requires uncoupling of the p-electrons of ethylene. Thus, in order to
form the maximum number of bonds, the ethylene molecule must be promoted
to a triplet pp� state, so that the electrons in the symmetry-matched orbitals
can form bond pairs between the two fragments. The resulting bonding scheme
describes a metallacyclopropane�iron tetracarbonyl complex. It is further seen
that in order to maintain two bond pairs, the ethylene must occupy the
equatorial plane of the molecule. Rotation of the ethene to the axial plane will
break one bond pair (the one between p� and h1 �h2) and will encounter a
significant rotational barrier (the experimental value (13) is 18�25 kcal/mol).
Instant recognition of stereochemistry is one of the advantages of using
FO�VB representation over AO�VB. Later we will see other advantages of
the FO�VB representation.

As discussed above, the bond diagram represents the HL-type coupling
between the FOs, as well as the ionic structures that can be generated from
them. This is done by simply shifting electrons between the orbitals that form
the bond pair in the fundamental perfect-pairing diagram (see Fig. 3.5b). Some
of the so generated structures are shown in Fig. 3.5c. One can see two ionic
structures (Fion) that are generated by transferring one electron either from
the ethylene to the Fe(CO)4 fragment or vice versa. The third structure in
Fig. 3.5c is generated from the fundamental one by transferring two electrons,
but this generates a no-bond wave function (Fnb), which by itself is
nonbonded.

The wave function of the complex will be a linear combination of the four
structures in Figs. 3.5b and c. In a series of olefins, we may expect to see a
spectrum of cases. For example, in a series of olefins where the singlet-to-triplet
pp� excitation is gradually lowered we may see an increasing metallacyclic
character up to complexes, where the C—C distance is that of a single bond.
With olefins that are good electron donors, we may see a wave function
dominated by amixture ofFion(1) andFnb, while for powerful electron acceptors,
we may expect a wave function dominated by Fion(2) and Fnb.
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APPENDIX

3.A.1.1. NORMALIZATION CONSTANTS, ENERGIES, OVERLAPS,
AND MATRIX ELEMENTS OF VALENCE BOND WAVE FUNCTIONS

This appendix describes a scheme for enumerating VB terms in a didactic
manner (3,4). The Hamiltonian that is used for calculating energies and matrix
elements is the effective polyelectronic Hamiltonian H, which is expressed as a
sum of monoelectronic Hamiltonians h(i), one per electron:

H ¼ hð1Þ þ hð2Þ þ hð3Þ þ hð4Þ þ � � � ð3:A:1Þ

This scheme involves no approximations and can be used to obtain all the
contributing terms, if one so wishes. Let us exemplify the procedure with the
following VB function, which involves a unique determinant, preceded by a
normalization constant N.

V ¼ N a ābb̄
�� �� ð3:A:2Þ

The corresponding diagonal spin�orbital product is,

cd ¼ að1Þāð2Þbð3Þb̄ð4Þ; ð1; 2; � � � are electron indexesÞ ð3:A:3Þ

Tobeginwith, there are a total of 24 permutations on this diagonal element. These
canbeminimizedby eliminatingall thepermutations that transpose spin�orbitals
of a different spin variety (a and b), because these permutations have zero
contributions to all the title quantities. We can therefore group the spin�orbitals
of the determinant into two subsets and define elementary permutations that act
exclusively within the subsets. From there, we can build up more complex
permutations, until all the contributing permutations are included.

The elementary permutations are the identity that leaves unchanged the cd

of any determinant, and the permutations that cause a single pairwise
transposition in the order of the spin�orbitals. The sign of the elementary
permutations is given by (�1)t, where t is the number of pairwise transpositions.
For the diagonal element in Equation 3.A.3 the elementary permutations
are,

ð�1ÞtPelem ¼ P0;�Pab;�P āb̄; ðP0 ¼ identityÞ ð3:A:4Þ

where the subscript of the permutation defines its applied transposition.
Successive applications of the elementary permutations are used to construct

more complex permutations. In this manner, we generate composite permuta-
tions that perform two, three, or more, pairwise transpositions within each
spin�orbital subset, or composite permutations which perform the transposi-
tions simultaneously on the two spin�orbital subsets. For our example, the

3.A.1
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only composite permutation is,

ð�1ÞtPcomp ¼ ð�PabÞ; ð�Pāb̄Þ ¼ PabPāb̄ ð3:A:5Þ

The total number of permutations that are selected by this process are then,

ð�1ÞtPi ¼ P0;�Pab;�Pāb̄;PabPāb̄ ð3:A:6Þ

Thus we have minimized the number of permutations in our example from
24 to 4. For a 6� 6 determinant, this selection process leaves 36 of the 720
possible permutations.

3.A.1.2. Energy and Self-Overlap of an Atomic Orbital-Based Determinants

Having the permutations, we now set a table including them (Table 3.A.1). The
first column of the table lists all the permutations with their signs. The title line
in the second column of the table is the diagonal spin�orbital product of
Equation 3.A.3, and lined below it are all the permuted products that result
after the permutations that are indicated in the first column, in each line. In the
third column we list the contributions of each permutation to the energy of the
determinant.

The third column of the table includes energy terms, which correspond to
the following integral,

hcdjhð1Þ þ hð2Þ þ hð3Þ þ hð4Þjð�1ÞtPicdi ð3:A:7Þ

Accordingly, the total energy contribution, in each of the table lines, must include
a total of four terms. The terms can be deduced by a digit-to-digit inspection of
any of the spin�orbital products against the title product of the table.

Consider, for example, the permuted orbital product of the second line of the
table, �bāab̄, and let us integrate the monoelectronic Hamiltonian h(1). This
Hamiltonian applies to the first orbital of the orbital products: a for the diagonal
product, and b for the permuted product. This yields the term hab. This term is
multiplied by a product of overlaps between the remaining orbitals:

haābb̄jhð1Þj � bāab̄i ¼ �hajhjbihājāihbjaihb̄jb̄i ¼ �habSab ð3:A:8Þ

Table 3.A.1

(�1)tPi a ā b b̄ Energy Terms

(1) P0 a ā b b̄ 2ea þ 2eb
(2) �Pab �b ā a b̄ �eaS2ab � ebS2ab � 2habSab
(3) �Pāb̄ �a b̄ b ā �eaS2ab � ebS2ab � 2habSab
(4) PabPāb̄ b b̄ a ā þ4habS

3
ab

3.A.1.1
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Now, let us integrate the monoelectronic Hamiltonian h(2), which applies to the
second orbital of the products. This time, the orbital is the same, a, for the
diagonal and permuted products. This yields a matrix element of diagonal type,
haa, which is interpreted as the energy ea of the spin�orbital a. Once again, the
other orbitals contribute to overlap terms:

haābb̄jhð2Þj � bāab̄i ¼ �hajbihājhjāihbjaihb̄jb̄i ¼ �eaS2ab ð3:A:9Þ

Then, h(3) and h(4) are integrated in the same way. This yields the final energy
term in the second line of Table 3.A.1:

haābb̄jhð1Þ þ hð2Þ þ hð3Þ þ hð4Þj � bāab̄i ¼ �2habSab � ðea þ ebÞS2ab ð3:A:10Þ

The same calculations can be repeated for the third line of the table and
yield identical results. The energy terms corresponding to the two remaining
permutations are calculated the same way. In the first row of the table,
for example, the permutation is identity, so that all the digits are identical
to those of the title diagonal product. Therefore, all the energy terms are
of the e type, and all the orbital overlaps are unity, yielding an energy
term that is nothing else but a sum of the spin�orbital monoelectronic
energies:

haābb̄jhð1Þ þ hð2Þ þ hð3Þ þ hð4Þjaābb̄i ¼ 2ea þ 2eb ð3:A:11Þ

The energy term in the fourth row is determined in the same manner, but now
all the orbitals of the permuted product are different from those of the
diagonal product. As a consequence, all energy terms are of the hab type, and
all overlaps are different from unity.

haābb̄jhð1Þ þ hð2Þ þ hð3Þ þ hð4Þjbb̄aāi ¼ 4habS
3
ab ð3:A:12Þ

The energy terms in the third row are then summed up yielding the energy of
the AO-based determinant:

Eðjaābb̄jÞ ¼ 2ea þ 2eb � 4habSab � 2ðea þ ebÞS2ab þ 4habS
3
ab ð3:A:13Þ

Of course, this determinant is not normalized, as its self-overlap is different
from unity. This self-overlap is calculated from the same formulas as for
integrating a monoelectronic Hamiltonian, for example, h(1), by replacing the
hab terms by orbital overlaps Sab, and the e terms by unity. Equivalently, one
may take the formula that gives the energy of the determinant (Eq. 3.A.13),
replace hab by Sab and e by 1, and divide by the number of electrons. This
yields

hja ā b b̄j ja ā b b̄ji¼ 4� 4S2ab � 4S2ab þ 4S4ab
� �

=4 ¼ 1� 2S2ab þ S4ab
�� ð3:A:14Þ
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From this self-overlap, the square of the normalization factor of V (Eq. 3.A.2)
is readily calculated

N2 ¼ 1=½1� 2S2ab þ S4ab� ð3:A:15Þ

and the energy of V is the energy of the determinant ja ā b b̄j multiplied by the
N2 term:

EðVÞ ¼ N2Eðja ā b b̄jÞ ð3:A:16Þ
It must be emphasized that the energy terms due to the bielectronic part of

the exact Hamiltonian can be enumerated by use of the same table.

3.A.1.3. Hamiltonian Matrix Elements and Overlaps between Atomic
Orbital-Based Determinants

Matrix elements between two different determinants, for example, ja ā b b̄j and
jc c̄ d d̄j, follow from the equation,

hja ābb̄jjH jc c̄dd̄ji¼ hcdjHjð�1ÞtPic
0
di

�� ð3:A:17Þ
where c0

d is the diagonal product of the determinant jc c̄ d d̄j.The rules for
calculating an off-diagonal matrix element are the same as those for calculating
the self-energy of a determinant. The energy terms are collected in Table 3.A.2,
for the general case when all the orbitals of the second determinant are
different from those of the first one.

The Hamiltonian matrix element between the two determinants is then
calculated by summing up the energy terms of the third column of Table 3.A.2.

As before, the overlap between the two determinants can be calculated from
their Hamiltonian matrix element, by replacing the h terms by S terms and
dividing the result by the number of electrons:

hja ā b b̄j jc c̄ d d̄ji ¼ S2acS
2
bd � 2SadSacSbcSbd þ S2adS

2
bc

�� ð3:A:18Þ

3.A.2 SIMPLE GUIDELINES FOR VALENCE BOND MIXING

Derivation of matrix elements between polyelectronic VB determinants follows
from the discussion in the text and the preceding appendix. This can be done by

Table 3.A.2

(�1)tPi a ā b b̄ Energy Terms

(1) P0 c c̄ d d̄ 2hacSacS
2
bd þ 2hbdSbdS

2
ac

(2) �Pcd �d c̄ c d̄ �hadSacSbcSbd � hacSadSbcSbd � hbcSadSacSbd � hbdSadSacSbc
(3) �Pc̄d̄ �c d̄ d c̄ �hacSadSbdSbc � hadSacSbdSbc � hbdSacSadSbc � hbcSacSadSbd
(4) PcdPc̄d̄ d d̄ c c̄ 2hadSadS

2
bc þ 2hbcSbcS

2
ad

3.A.1.2
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enumerating all the permutations of the respective diagonal terms, as in
Equation 3.A.19. Subsequently, one must define the reduced matrix element in
Equation 3.A.20.

hVjHeff jV0i ¼ hcdjShðiÞjSð�1ÞtPðc0
dÞi ð3:A:19Þ

hVjHeff jV0ireduced ¼ hVjHeff jV0i � 0:5ðEðVÞ þ EðV0ÞÞhVjV0i ð3:A:20Þ

As just seen, the retention of overlap leads to many energy and overlap terms
that need to be collected and organized, making this procedure quite tedious. A
practice that we found useful is to focus on the leading term of the matrix
element and use reduced matrix elements, labeled hereafter as b. In this respect,
we show a few qualitative guidelines that were derived in detail in the original
paper (3) and discussed elsewhere (4). Initially, one has to arrange the two VB
determinants with maximum correspondence of their spin�orbitals. Then, one
must find out the number of spin�orbitals that are different in the two
determinants, and apply the following rules:

1. The first and foremost rule is that the entire matrix element between two
VB determinants is signed as the corresponding determinant overlap and
has the same power in AO overlap. For example, the overlap between the
two determinants of a HL bond, ab̄

�� �� and āb
�� �� is �S2ab. Hence, the matrix

element is negatively signed and given as �2babSab; since bab is
proportional to Sab, both the matrix element and the determinant-
overlap involve AO overlap to the power of 2. For the one-electron bond
case (Eq. 3.46), the overlap between the determinants is +Sab and the
matrix element +bab.

2. When the VB determinants differ by the occupancy of one spin�orbital,
say orbital a in one determinant is replaced by b in the other (keeping the
ordering of the other orbitals unchanged), the leading term of the matrix
element will be proportional to bab. Both the 1e and 3e bonds are cases that
differ by a single electron occupancy and the corresponding matrix
elements are indeed 	b, with a sign as the corresponding overlap between
the determinants. In the 3e case, the overlap between the determinants
exhibiting maximum spin�orbital correspondence, aāb

�� �� and ab̄b
�� ��, is Sab

and the matrix element is +bab. If one prefers to consider the determinants
written as aāb

�� �� and bb̄a
�� ��, then the overlap is �Sab and the matrix element

is likewise �bab. Note that the sign is not important, but the relative signs
for two cases are important. It is therefore always advised to use
determinants with maximum correspondence, when one wants to deduce
trends that depend on the sign of the matrix element (see later in Chapter 5
about aromaticity�antiaromaticity).

3. When the VB determinants differ by the occupancy of two spin orbitals,
the leading term of the matrix element will be the sum of the
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corresponding bijSij terms, with the appropriate sign. An example is the
matrix element �2babSab between the ab̄

�� �� and āb
�� �� determinants, which

differ by the occupancy of two spin orbitals, a and b.

4. The above considerations are the same whether the spin orbitals are AOs,
CF orbitals, or FOs.
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und homöopolare Bindung nach der Quantenmechanik.

2. C. A. Coulson, I. Fischer, Philos. Mag. 40, 386 (1949). Notes on the Molecular

Orbital Treatment of the Hydrogen Molecule.

3. S. S. Shaik, in New Theoretical Concepts for Understanding Organic Reactions, J.

Bertrán, I.G.Csizmadia,Eds.,NATOASISeries,C267,KluwerAcademicPublishers,

1989, pp. 165–217. A Qualitative Valence Bond Model for Organic Reactions.

4. S. S. Shaik, E. Duzy, A. Bartuv, J. Phys. Chem. 94, 6574 (1990). The Quantum

Mechanical Resonance Energy of Transition States: An Indicator of Transition

State Geometry and Electronic Structure.

5. B. H. Chirgwin, C. A. Coulson, Proc. R. Soc. Ser. A. (London) 2, 196 (1950). The

Electronic Structure of Conjugated Systems. VI.
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EXERCISES

3.1. The coefficients of the s and s� MOs of H2, in STO-3G basis set, are given
below as functions of the atomic orbitals a and b.
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s s�

a 0.54884 1.21245

b 0.54884 �1.21245

a. Based on these coefficients, express the normalized expression of the
Hartree�Fock configuration ssj j in terms of AO-determinants. Do
the same for the diexcited configuration s�s�j j.

b. After 2� 2 CI in the space of the MO configurations, the wave
function CMO�CI reads

CMO�CI ¼ 0:99365jss̄j � 0:11254js�s� j ð3:Ex:1Þ

Express CMO�CI in terms of AO determinants. Show that CI reduces
the coefficients of the ionic structures. How do these coefficients
compare with those resulting from the VB calculations in Equation 2.2?

c. Assuming that the expression of CMO�CI in terms of AO
determinants is equivalent to CVB-full in Equation 2.2, calculate
the normalization constant N of the HL wave function below:

FHL ¼ Nðjab̄j � jābjÞ ð3:Ex:2Þ
3.2. The wave function of H2 is expressed below as a formally covalent VB

structure CCF using Coulson�Fischer (CF) orbitals wa and wb:

CCF ¼ Nðjwawb j � jwawbjÞ ð3:Ex:3Þ

where N is a normalization constant. The coefficients of the CF orbitals

as functions of the atomic orbitals a and b are given in the following

table:

wa wb

a 0.90690 0.13344

b 0.13344 0.90690

a. Knowing that the overlap between the orbitals wa and wb is
S� 0.7963, calculate the overlap between the two CF determinants
and the normalization constant of the wave function.

b. Express CCF in terms of pure AO determinants, and show that it is
equivalent to CMO�CI in Exercise 3.1.

3.3. Consider two bonded atoms A and B, with atomic orbitals a and b,
respectively.

a. Use VB theory with an effective Hamiltonian (Eq. 3.29 and Appendix
3.A.1), and express the energy of the unnormalized determinant jaabj
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as a function of the orbital energies ea and eb, the off-diagonal
monoelectronic Hamiltonian matrix element hab, and the overlap Sab
between orbitals a and b. Calculate the matrix element
hjaābjjH jab̄bji�� . Calculate the self-overlap of jaabj and the overlap
between jaābj and jab̄bj. Express the normalization constant N1 of the
normalized wave function for the VB structure A: �B

CðA: �BÞ ¼ N1jaābj

Calculate the energy of CðA: �BÞ.
Calculate the overlap between the normalized wave functions for the
VB structures A: �B and A� :B

b. A and B are now two identical atoms. We take ea and eb as the origin
for the orbital energies, that is,

ea ¼ eb ¼ 0

Knowing that with this convention, hab is replaced by a reduced
resonance integral bab in the expression of the energy terms, express
the energies of CðA: �BÞ and the matrix element hja ābjjH ja b̄bji�� in
terms of bab and Sab (b and S for short)

c. Express the energy of C(A;B), the normalized wave function for the
3e-bonded state (A;B=A: �B $A� :B)

CðA;BÞ ¼ N2ðjaābj þ jab̄bjÞ
Compare the expressions for the energies of A: �B and A;B (relative
to the separate fragments) to Equations 3.41 and 3.49.

3.4. One wishes to calculate exactly the energy of A� B�—�C (Eq. 3.50) relative
to a situation where A� and B�—�C are separated, in the effective VB
Hamiltonian framework, as in the preceding exercise. Rewrite Equation
3.50 so that the two determinants exhibit maximum orbital and spin
correspondence. Calculate the energies of the unnormalized determinants
jab̄cj and jac̄bj, and the Hamiltonian matrix element hjab̄cj��H jac̄bji�� . The
following simplifications will be used

hab ¼ hbc ¼ h; Sab ¼ Sbc ¼ S hac ¼ Sac ¼ 0

Calculate the overlap between jab̄cj and jac̄bj and their self-overlap. By

setting all orbital energies to zero and replacing hab by b, calculate the energy
of A� B�—�C, and the difference E(A� B�—�C)� E(A�)� E(B�—�C).
Compare the result with Equation 3.51.

3.5. The atoms A and B are two bonded and identical atoms, with atomic
orbitals a and b, respectively. In the MO framework, the A��B
interaction forms two MOs, a bonding combination s and an
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antibonding combination s�, expressed below (dropping normalization
factors):

s ¼ aþ b
s� ¼ a� b

CMO and CVB are the wave functions that represent a 3e interaction between

A and B, respectively, in the MO and VB framework.

CMOðA;BÞ ¼ jss̄s�j
CVBðA;BÞ ¼ jaābj þ jab̄bj ðunnormalizedÞ

By expanding CMO into AO determinants, prove that the two wave functions

are identical.

Show the same MO�VB identities for the 1e interaction A�B, the triplet
2e repulsive interaction A "" B and the 4e repulsive interaction A::B.

3.6. Let wlmo
1 and wlmo

2 be two LBOs obtained from the canonical orbitals wcmo
1

and wcmo
2 by the following unitary transformation.

wlmo
1 ¼ ðcosuÞwcmo

1 þ ðsinuÞwcmo
2 ð3:Ex:4aÞ

wlmo
2 ¼ �ðsinuÞwcmo

1 þ ðcosuÞwcmo
2 ð3:Ex:4bÞ

Prove that the transformation leaves the 2e Slater determinant un-
changed, as expressed in Equation 3.Ex.5, irrespective of the value of u.

wlmo
1 wlmo

2

�� �� ¼ wcmo
1 wcmo

2

�� �� ð3:Ex:5Þ

3.7. The occupied valence CMOs of water, wcmo
1 � wcmo

4 , are represented in
Scheme 3.Ex.1.

O
HH

ϕcmo

ϕcmo

ϕcmo

ϕcmo

4

3

2

1

Scheme 3.Ex.1
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Show pictorially how a unitary transformation converts these CMOs to
the LBO picture that is taught in many freshmen textbooks.

Hint: Divide the CMOs into two sets: one set involving the bonding
orbitals, the other involving the nonbonding ones. Do the localization
separately in each set.

3.8. Given below are the occupied Hückel p-CMOs for butadiene.

w1 ¼ ax1 þ bx2 þ bx3 þ ax4 ð3:Ex:6aÞ
w2 ¼ bx1 þ ax2 � ax3 � bx4 ð3:Ex:6bÞ

a = 0.37, b = 0.60, x1�4 are the p AOs of butadiene, perpendicular to the

plane.

We will use a unitary transformation that attempts to localize these orbitals

and produce two p-LBOs P1 and P2:

P1 ¼ c11c1 þ c21x2 þ c31x3 þ c41x4 ð3:Ex:7aÞ
P2 ¼ c12x1 þ c22x2 þ c32x3 þ c42x4 ð3:Ex:7bÞ

As a criterion for localization, we will require that in each LBO the product of

the coefficients of the contributing AOs to a given LBO would be maximized

on the two carbons that are linked by a formal p-bond in the Kekulé structure

of butadiene:

ForP1 : ðc11Þ � ðc21Þ ¼ max

ForP2 : ðc32Þ � ðc42Þ ¼ max

Give the resulting expression of P1 and P2 in terms of the AOs. Are

these orbitals perfectly localized (i.e., with negligible tails)? And if not,

why?

Hint: The unitary transformation will be expressed as a rotation u in the space

generated by the CMOs. As such, the LBOs p1 and p2 will be expressed as

follows:

P1 ¼ ðcos uÞw1 þ ðsin uÞw2 ð3:Ex:8aÞ
P2 ¼ �ðsin uÞw1 þ ðcos uÞw2 ð3:Ex:8bÞ

Answers

Exercise 3.1

a. The determinants ss̄
�� �� and s�s�j j are both normalized. Inserting the

LCAO expression of the MOs into these Slater determinants and
multiplying out the diagonal terms, converts the MO-based determi-
nants to AO determinants, which after normalization lead to the
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following expressions:

ss̄
�� �� ¼ 0:30123ðjab̄j � jābjÞ þ 0:30123ðjaāj þ jbb̄jÞ

s�s�j j ¼ �1:47004ðjab̄j � jābjÞ þ 1:47004ðjaāj þ jbb̄jÞ

b. CMO�CI ¼ 0:46476ðjab̄j � jābjÞ þ 0:13388ðjaāj þ jbb̄jÞ
Thus, the ionic component has decreased while the covalent component
has increased in CMO�CI, relative to the Hartree�Fock configuration
jss̄j.

c. Recalling the expression of CVB-full in Equation 2.2,

CVB�full ¼ 0:787469FHL þ 0:133870ðFionð1Þ þFionð2ÞÞ

it appears that the coefficients of the ionic structures are the same in
CMO�CI and CVB-full. Moreover, by equating the HL components of both
equations, one finds

0:787469FHL ¼ 0:46476ðjab̄j � jābjÞ
FHL ¼ 0:59019ðjab̄j � jābjÞ

Exercise 3.2

a. According to Section 3.2, the overlap between the two determinants is

hjwawb j jwawbji¼ �hjwawb j jwbwa ji¼ �S2 ¼ �0:63409
����

from which we deduce the normalization constant of the CCF wave
function:

N ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ 2S2

p ¼ 0:5531

b. We can then expand CCF in AO determinants (by inserting the
expressions of the CF orbitals in terms of the pure AOs and then
multiplying the terms):

CCF ¼ 0:5531½ð0:906902 � 0:133442Þ ab
�� ��� abj j� �

þ 2� 0:90690� 0:13344 aaj j þ bb
�� ��� Þ�

CCF ¼ 0:46476 ab
�� ��� abj j� �þ 0:13387 aaj j þ bb

�� ��� �
which is equivalent to CMO�CI in Exercise 3.1.
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Exercise 3.3

a. The energy terms of the unnormalized determinant ja ābj are displayed
in Table 3.Ans.1:

EðjaābjÞ ¼ 2ea þ eb � 2habSab � eaS2ab

hjaābjjH jab̄bji�� is calculated from Table 3.Ans.2:

hjaābjjH jab̄bji¼ eaSab þ ebSab þ hab � 3habS
2
ab

��
The self-overlap of jaābj is deduced from EðjaābjÞ by replacing e by 1, hab
by Sab, and dividing by 3:

hjaābj jaābji¼ 1� S2ab
��

By the same method, one can deduce hja ā bj ja b̄bji�� from hja ābjjH ja b̄bji�� :

hja ābj ja b̄bji¼ Sabð1� S2abÞ
��

The normalized wave function for the VB structure A: �B reads

CðA: �BÞ ¼ ð1� S2abÞ�1=2ja ā bj
EðA: �BÞ ¼ ð2ea þ eb � 2habSab � eaS2abÞ=ð1� S2abÞ

¼ 2ea þ eb þ ½ðea þ ebÞS2ab � 2habSab�=ð1� S2abÞ

Using the definition bab= hab� Sab (eaþ eb)/2
This becomes

EðA: �BÞ ¼ 2ea þ eb � 2babSab=ð1� S2abÞ
The normalized VB structure for A� :B reads

CðA� :BÞ ¼ ð1� S2abÞ�1=2ja b̄ bj

Table 3.Ans.1

(�1)tPi a ā b Energy Terms

(1) P0 a ā b 2ea+ eb
(2) �Pab �b ā a �2habSab � eaS2ab

Table 3.Ans.2

(�1)tPi a ā b Energy Terms

(1) P0 a b̄ b eaSab þ ebSab þ hab
(2) �Pab �b b̄ a �3habS

2
ab
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The overlap between the normalized VB structures for A: �B and A� :B
follows:

hCðA: �BÞjCðA� :BÞi ¼ hja ā bj ja b̄ bji=ð1� S2abÞ ¼ Sab
��

b. Eðja ā bjÞ ¼ �2bS

Energy of CðA: �BÞ:
EðA: �BÞ ¼ �2bS=ð1� S2Þ

Matrix element hja ābjjH ja b̄bji¼ bð1� 3S2Þ��
c. Energy of C(A;B):

EðA;BÞ ¼ Eðja ābj þ ja b̄bjÞ=hðja ābj þ ja b̄bjÞ��ðja ābj þ ja b̄bjÞi

¼ �4bSþ 2bð1� 3S2Þ
2ð1þ SÞð1� S2Þ ¼ bð1� 3SÞ=ð1� S2Þ

d. With our conventions, EðA:Þ ¼ Eð�BÞ ¼ 0. Thus, the energies of
CðA: �BÞ and C(A; B) are the energies of the A: �B and A;B
structures relative to the separate fragments. These formulas match
Equations 3.41 and 3.49.

Exercise 3.4 A� B���C ¼ Nðja b̄cj þ ja c̄bjÞ

The energies of ja b̄cj and ja c̄ bj and their off-diagonal Hamiltonian matrix
element are calculated as usual with the tables of permutations.

Table 3.Ans.3:
Self-Energies

(�1)tPi a b̄ c Energy Terms

(1) P0 a b̄ c ea+ eb+ ec
(2) �Pac �c b̄ a 0

(�1)tPi a c̄ b Energy Terms

(1) P0 a c̄ b ea+ ec+ eb
(2) �Pab �b c̄ a �2habSab � ecS2ab

Table 3.Ans.4:
Off-diagonal Hamiltonian matrix element

(�1)tPi a b̄ c Energy Terms

(1) P0 a c̄ b eaS2bc þ 2hbcSbc
(2) �Pab �b c̄ a 0
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It follows:

Eðja b̄ cjÞ ¼ ea þ eb þ ec

Eðja c̄ bjÞ ¼ ea þ eb þ ec � 2hS� ecS2

hja b̄ cjjH ja c̄ bji¼ eaS2 þ 2hS
��

The overlaps are deduced from the energy terms by replacing e by 1, and h

by S, and dividing the result by 3:

hja b̄ cj ja b̄ cji¼ 1
��

hja c̄ bj ja c̄ bji¼ 1� S2
��

hja b̄ cj ja c̄ bji¼ S2
��

Setting orbital energies to zero and replacing h by b lead to

Eðja b̄ cjÞ ¼ 0

Eðja c̄ bjÞ ¼ �2bS

hja b̄ cjjH ja c̄ bji¼ þ2bS
��

E(A� B���C)=
Eðja b̄ cjÞ þ Eðja c̄ bjÞ þ 2ðja b̄ cjjH

��ja c̄ bjÞ
hðja b̄ cj þ ja c̄ bjÞ��ðja b̄ cj þ ja c̄ bjÞi

¼ �2bSþ 4bS

1þ 1� S2 þ 2S2
¼ 2bS

2þ S2

EðA� B���CÞ � EðA� Þ � E ðB���CÞ¼ 2bS

2þ S2
� 2bS

1þ S2
� �bS

Exercise 3.5 Normalization constants are dropped everywhere.
Three-electron bond

CMOðA;BÞ ¼ jðaþ bÞ ðaþ bÞða� bÞj
¼ �ja ā bj � ja b̄ bj þ jb ā aj þ jb b̄ aj

�CMOðA;BÞ ¼ ja ā bj þ ja b̄ bj ¼ CVBðA;BÞ

Note that if we write the two determinants as ja ā bj and jb b̄ aj the sign of their
combination will be negative (see comments in Appendix 3.A.2).

One-electron bond

CMOðA�BÞ ¼ j . . . ðaþ bÞj
¼ j . . . aj þ j . . . bj ¼ CVBðA�BÞ
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Four-electron repulsion

CMOðA::BÞ ¼ jðaþ bÞ ðaþ bÞða� bÞ ða� bÞj
¼ ja ā b b̄j � ja b̄ b āj � jb ā a b̄j þ jb b̄a āj
¼ ja ā b b̄j ¼ CVBðA::BÞ

By removing the b spin-orbitals in the preceding equations, one would
demonstrate in the same way the MO-VB identity for the triplet repulsive
interaction.

Exercise 3.6

wlmo
1 wlmo

2

�� �� ¼ ðcosu � wcmo
1 þ sinu � wcmo

2 Þð�sinu � wcmo
1 þ cosu � wcmo

2 Þ�� ��
¼ �2cosusinu wcmo

1 wcmo
1

�� ��þ 2cosusinu wcmo
2 wcmo

2

�� ��þ ðcos2u þ sin2uÞ wcmo
1 wcmo

2

�� ��
As the two first determinants each have two identical columns in the latter
equation, they cancel out. There remains

wlmo
1 wlmo

2

�� �� ¼ wcmo
1 wcmo

2

�� ��
The identity holds whatever is the value of u.

Exercise 3.7 The set of the bonding CMOs involves wcmo
1 and wcmo

2 , which
represent the O-H bonds. The nonbonding CMOs are wcmo

3 and wcmo
4 . Then,

within each set, we add and substract the orbitals, as in Scheme 3.Ans.1.

With omission of the small tails we get from the first set, the LBOs sR and
sL, which describe the two localized O-H bond orbitals. The addition and
subtraction of the second set mix two CMOs, one in the molecular plane and
the other perpendicular to it. This mixing amounts to a rotation of the orbital

O
HH

ϕcmo

ϕcmo

ϕcmo

ϕcmo

4

3

2

1 σR σL

lpu lpd

Scheme 3.Ans.1
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to a position in between the two plans, giving rise to lpu and lpd that describe
the lone-pairs pointing up and down, respectively, relative to the plane of the
molecule.

Exercise 3.8 Applying the rotation (3.Ex.8) to w1 and w2 in Equation 3.Ex.6
yields the following coefficients for P1 and P2, following the notations of
Equation 3.Ex.7:

c11 ¼ �c32 ¼ aðcos uÞ þ bðsin uÞ
c21 ¼ �c42 ¼ bðcos uÞ þ aðsin uÞ
c31 ¼ c12 ¼ bðcos uÞ � aðsin uÞ
c41 ¼ c22 ¼ aðcos uÞ � bðsin uÞ

The localization criterion expresses as:

F ¼ ½aðcosuÞ þ bðsinuÞ� � ½bðcosuÞ þ aðsinuÞ� ¼ max

@F

@u
¼ aðcosuÞ þ bðsinuÞ½ � � �bðsinuÞ þ aðcosuÞ½ � þ �aðsinuÞ þ bðcosuÞ½ �

� bðcosuÞ þ aðsinuÞ½ �
¼ a2cos2u � b2sin2u þ b2cos2u � a2sin2u

¼ ða2 þ b2Þðcos2u � sin2uÞ ¼ 0

This equation yields a value of p/4 for u. Maximizing the product c32� c42 in
P2 would lead to the same equations and the same value of u. The final
expressions for P1 and P2 read:

P1 ¼ 0:69x1 þ 0:69x2 � 0:16x3 þ 0:16x4

P2 ¼ 0:16x1 � 0:16x2 þ 0:69x3 þ 0:69x4

The resulting LBOs are fairly localized, one on C1—C2 the other on C3—C4.
However, the delocalization tails are significant even though we used Hückel
orbitals. These large localization tails reflect the fact that butadiene has some
conjugation between the p-bonds and in terms of VB theory is describable by a
linear combination of the major Kekulé structure and the minor long bond
structure.
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4 Mapping Molecular
Orbital�Configuration
Interaction to Valence Bond
Wave Functions

As seen in Chapter 3, there are quite a few bridges between MO and VB
theories, and one of these bridges was the transformation of an MO-based wave
function into a VB form. Any MO or MO�CI wave function can be exactly
transformed into a VB wave function provided it is a spin-eigenfunction (i.e.,
not a spin-unrestricted wave function). While this is a trivial matter for the two-
electron-two-orbital case (see Chapter 3), the polyelectronic case requires a
more elaborate method that is presented in this chapter. The general procedure
consists of projecting the MO�CI wave function onto a basis of VB structures,
and involves the following steps: (a) determine a complete and linearly
independent basis set of VB structures for the electronic system at hand; (b)
expand the MO-determinants of the MO�CI wave function as linear
combinations of AO determinants; (c) organize the expression obtained in
step (b) in terms of the basis set of VB structures generated in step (a). Before
proceeding any further, we remind the reader that this chapter is a bit more
technical than the others; it is meant for those who intend to delve a bit more
into the subject, and acquire another tool for analyzing computational data. At
the same time, the general reader may choose to skip this chapter with no
serious consequences on the comprehension of the rest of the book or on the
ability to utilize VB theory qualitatively or quantitatively.

4.1 GENERATING A SET OF VALENCE BOND STRUCTURES

In the general case, a convenient set of VB structures, on which to project an
MO�CI wave function, cannot include all the VB structures that one could
possibly imagine. Such a set would be over-complete (with redundancies), and
the result of the projection would not be unique. For the projection to be exact
and nonarbitrary, it is necessary to generate a complete and linearly
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independent set of VB structures. This can be done following a convenient and
chemically appealing method proposed by Rumer (1). Let us start with a
neutral system, with n electrons and n orbitals (x1. . .xn), for which we want to
generate a Rumer basis of neutral structures. The orbitals are graphically
displayed on a circle, which is merely a device with no implications of the shape
of the molecule. The orbitals on this circle are then connected in all possible
ways, so that the connecting lines do not cross. In this manner, one generates a
number of drawings, each of which represents a mode of spin coupling of the
set of orbitals into pairs, and the ensemble of such coupling diagrams
represents the full basis of linearly independent VB structures.

Let us take the p-electronic system of benzene as an example, with six AOs
(x1� x6) and six electrons. The five possible Rumer diagrams that can be
drawn are shown in Scheme 4.1.

It is clear that the first diagrams, 1 and 2, correspond to the familiar Kekulé
structures, and the three remaining ones, 3�5, to the Dewar structures.

For the p-system of butadiene, shown in Scheme 4.2, the four AOs are still
disposed on a circle, although the molecule is linear. Here the first structure, 6,
corresponds to the unique Kekulé structure of butadiene. The second one, 7,
links together x1 and x4, and therefore represents a ‘‘long bond’’ structure,
which is nothing else but a singlet diradical. Finally, structure 8 is eliminated,
as it does not satisfy Rumer’s rule, namely, that the connecting lines should not
cross. Mathematically, this means that 8 is a combination of 6 and 7 and is
therefore a redundant structure. Note that the four AOs could have been set in
a different order on the Rumer circle, for example, x1-x3-x2-x4 or x1-x4-x2-x3.
The basis set would still be mathematically correct, but it would be made of
structures (7, 8) or (6, 8), which would not be very natural from a chemical
point of view. Therefore, the choice of structures 6 and 7 as the linearly
independent basis is the only chemically appealing one.

Of course, Schemes 4.1 and 4.2 focus only on the covalent structures.
However, Rumer diagrams for ionic VB structures can be generated in the same
manner. Negative and positive charges are first assigned to some specific atoms,
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and the remaining system of orbitals and electrons are paired using the graphical
Rumer method. Then another distribution of charges is chosen, and the Rumer
method is applied to the rest of the system, and so on, until all possibilities are
covered (see Exercise 4.1). If the number of orbitals differs from the number of
electrons, the Rumer diagrams are generated as for an ionic system, even if the
whole molecule itself is neutral (e.g., the p system of ozone, Exercise 4.2).

4.2 MAPPING A MOLECULAR ORBITAL�CONFIGURATION
INTERACTION WAVE FUNCTION INTO A VALENCE BOND
WAVE FUNCTION

Once the VB structure set is defined, one can proceed to the next step, the
expansion of the MO�CI wave function into VB determinants.

4.2.1 Expansion of Molecular Orbital Determinants in Terms of Atomic
Orbital Determinants

Let VMO be a single determinant involving molecular spin-orbitals wi and wj,
which can be of a or b spins:

VMO ¼ . . .wi . . .wj . . .
�� �� ð4:1Þ

wi ¼
X

m
Cmixm ð4:2Þ

wj ¼
X

n
Cnjxn ð4:3Þ

Replacing wi and wj in Equation 4.1 by their expansions in terms of AOs in
Equations 4.2–4.3, VMO can be expanded into a linear combination of AO-
based determinants. The procedure is carried out in the same manner as
expansion of the diagonal elements of the MO determinant, that is, by
multiplying out the diagonal terms into a sum of orbital products. One
proceeds along the following steps: (a) Replace the MOs by their expression

1
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3 4
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2
3 4
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based on linear combination of AOs. (b) Multiply out the diagonal MO term to
obtain AO based products, (c) each AO-based term corresponds then to a
diagonal term of an AO based determinant as in Equation 4.4.

. . .wi . . .wj . . .
�� �� ¼ . . .

X
m
Cmixm

� �
. . .

X
n
Cnjxn

� �
. . .

��� ���
¼

X
m
Cmi . . .

X
n
Cnj . . . . . . :xm . . . xn . . .

�� ��
ð4:4Þ

(d) Gather the determinants that are related to each other by permutation
(e.g., . . . ab

�� �� ¼ � . . . ba
�� ��). In so doing, recall that interchanging the order of

AOs or MOs in the diagonal term would correspond to a change of the sign of
the corresponding determinant. Thus, many AO determinants in Equation 4.4
can be regrouped after permuting their orbitals and changing their signs.

While this multiplication and regrouping task is a trivial matter for a small
number of electrons, the procedure becomes more complicated for larger
systems, owing to the number of AO-based determinants that can be
generated. To keep the method tractable by hand, and/or to render it efficient
in terms of memory storage by a computer program, it is convenient to use a
mathematical intermediary that we call ‘‘half-determinant’’ (2).

Let us consider the Slater determinant VMO, in Equation 4.5, which involves
a spin-orbitals (wi. . .wj) and b spin-orbitals (wk . . .wl), as one determinant that
is composed of two ‘‘half-determinants’’, haMO and h

b
MO, one regrouping the

spin-orbitals of a spins and the other those of b spins.

VMO ¼ . . .wi; . . . ;wj; . . .wk ; . . .wl ; . . .
�� �� ð4:5Þ

The two half-determinants, haMO and h
b
MO, which involve the a and b spin-

orbitals, respectively, can then be defined as actual determinants of a particular
spin variety, in Equations 4.6 and 4.7:

haMO ¼ . . .wi . . .wj . . .
�� �� ð4:6Þ

h
b
MO ¼ . . .wk . . .wl . . .j j ð4:7Þ

Each half-determinant is a determinant made of a diagonal product of spin-
orbitals followed by a signed sum of all the permutations of this product, with
the restriction that a half-determinant must involve spin-orbitals that are all of
the same spin. It will be convenient for the problem at hand to consider a full
Slater determinant as the union of its two constituent half-determinants:

VMO ¼ haMO; h
b
MO

��� ��� ð4:8Þ

Each of these MO-based half-determinants can be expanded into AO-based
half-determinants, following the prescription leading to Equation 4.4, by
replacing the MOs by their expressions in terms of AOs. After orbital
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permutations the AO-based half-determinants that are equivalent are
regrouped, leading thereby to a collection of AO-based half-determinants har ,
each having a unique set of AOs:

haMO ¼ . . .wi . . .wj . . .
�� �� ¼ X

r
Ca
r h

a
r ð4:9Þ

har ¼ . . . xm . . . xn . . .
�� �� ð4:10Þ

where the label r designates a given set of AOs.
The coefficients Ca

r of each of these AO half-determinants in the expansion
(4.9) are given by Equation 4.11:

Ca
r ¼

X
P

ð�1ÞtPð. . .� Cmi � . . .� Cnj . . .Þ ð4:11Þ

where P is a permutation between indices m and n and t is the parity of the
permutation. As such, Equation 4.11 can be rewritten in a more convenient
form, in terms of an n� n determinant, in Equation 4.12:

Ca
r ¼

C11 . . . . . . . . .C1n

. . .Cmi . . .Cni . . .

. . .Cmj . . .Cnj . . .

Cn1 . . . . . . . . .Cnn

2
6664

3
7775 ð4:12Þ

n being the number of orbitals in the half-determinants. This determinant can
be constructed as follows: One first sets a table displaying all the MOs in terms
of the AOs, for example, Table 4.1 below in Section 4.2.3. Then, to find the
coefficient of the AO-based half-determinant har in haMO, one extracts a subtable
restricted to the MOs of haMO and the AOs of har . This subtable is isomorphous
to the determinant in Equation 4.12, which determines the coefficient Ca

r .
The advantage of expanding half-determinants rather than full determinants

is that the former are much less numerous than the latter. Then, by regrouping
two AO-based half-determinants har and hbs , one gets the full AO-based
determinant ðhar ; hbs Þ for which the coefficient in the expansion of VMO is just
the product of the coefficients of its two half-determinants:

VMO ¼
X

r;s
Ca
r C

b
s har ; h

b
s

�� �� ð4:13Þ

4.2.2 Projecting the Molecular Orbital�Configuration Interaction Wave
Function Onto the Rumer Basis of Valence Bond Structures

Having the coefficients of the AO-determinants in the MO wave function
(Eq. 4.13), and the expressions of the VB structures in terms of AO determinants
(see Section 3.1.4), one can now project the MO wave function onto the Rumer
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basis of linearly independent VB structures. First, let us express an MO-
determinant VMO in terms of VB structures:

VMO ¼
X

K
C0
KF

0
K þ

X
L
C1
LF

1
L þ

X
M
C2
MF

2
M þ � � � ð4:14Þ

where the superscript designates the order of ionicity of the VB structure: 0 if the
VB structures involve no pair of charges (+/�), 1 if it involves one pair of
charges, and so on. Then, by expressing each VB structure (F0

K , F
1
L, etc.) in

Equation 4.14 in terms of AO-determinants, and equating the resulting
expression of VMO with that of Equation 4.13, one gets the coefficients C0

K ,
C1
L, and so on. Note that the projection can be truncated at any desired level, for

example, neutral structures, neutral plus monoionic structures.
In the case of an MO�CI wave function (CMO�CI) made of several

determinants, the projection procedure is repeated for each determinant (Eq.
4.14), and the results of these projections are combined to yield the final
expression of CMO�CI in terms of VB structures (see Exercise 4.1).

4.2.3 An Example: The Hartree�Fock Wave Function of Butadiene

The MOs of butadiene are listed in Table 4.1. At the Hartree�Fock level, only
the two first MOs are occupied, and the wave function reads:

VMO ¼ . . .p1p̄1p2p̄2j j ð4:15Þ

where the s orbitals are not specifically indicated.

As shown above in Scheme 4.2, the Rumer basis for butadiene is made of the
VB structures 6 and 7. From Section 3.1.4, the VB function corresponding to a
given bonding scheme is the one that involves singlet coupling between the
AOs that are paired in this scheme. This, however, can be done in two ways. In
the first way, the AOs are kept in the same order in the various determinants, and
the determinants display all the possible 2� 2 spin permutations between the
orbitals that are singlet coupled. This is the convention used in Equation 4.16,
which is similar to Equation 3.9. In this case, the determinant has a positive or

TABLE 4.1 Coefficients of the MOs of 1,3-Butadienea

p1 p2 p3 p4

x1 0.367 0.527 0.629 0.502

x2 0.479 0.402 �0.467 �0.699

x3 0.479 �0.402 �0.467 0.699

x4 0.367 �0.527 0.629 �0.502

aOptimized at the B3LYP/cc-pVTZ level, with C�C bond lengths of 1.3340 and 1.4528 Å,

respectively.
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negative sign, depending on the parity of the permutation (see Section 3.1.4).

Cð6Þ ¼ N1 x1x2x3x4j j � x1x2x3x4j j � x1x2x3x4j j þ x1x2x3x4j jð Þ ð4:16Þ

In the second way, one can decide that all determinants will have their spins
arranged in alternated order, that is, a, b, a, etc., in which case the spin-coupling
is characterized by permutations of the AOs. In such a case, the coefficients of the
AO-determinants are all positive for a singlet state. Both methods are strictly
equivalent, and the first one is generally employed in this book. However, the
method of half-determinants is easier to apply with the second convention, which
will be used in this section. Accordingly, the VB functions for structures 6 and 7
can be rewritten as in Equation 4.17 and 4.18:

Cð6Þ ¼ N1 x1x2x3x4j j þ x2x1x3x4j j þ x1x2x4x3j j þ x2x1x4x3j jð Þ ð4:17Þ
Cð7Þ ¼ N2 x1x2x3x4j j þ x1x3x2x4j j þ x4x2x3x1j j þ x4x3x2x1j jð Þ ð4:18Þ

In Equations 4.16–4.18, N1 and N2 are normalization constants that can be
calculated exactly by using Equation 3.15 in Section 3.2, knowing the overlaps
between AOs. We may, however, skip this calculation for the sake of
simplicity. Indeed, given that the AO-determinants in Equations 4.17 and 4.18
all differ from one another by replacements of at least two orbitals, their
mutual overlap is expected to be weak (see Appendix 3.4.2), and can be
neglected, leading to the approximate value 0.5 for both N1 and N2 (exact
values are 0.473 and 0.491, respectively).

The VB functions C(6) and C(7) involve six different half-determinants, of
a or b spin: jx1; x2j, jx1; x3j, jx1; x4j, jx2; x3j, jx2; x4j, and jx3; x4j. Knowing the
expressions of p1 and p2 in Table 4.1, and using Equation 4.12, it becomes a
straightforward matter to find the coefficients of the six half-determinants. For
example, the coefficient of jx1; x2j in jp1;p2j is given by the determinants of the
AO coefficients of the corresponding AOs (x1,x2) in the MOs p1 and p2, that is,
(0.367� 0.402� 0.479� 0.527¼�0.105). The other coefficients are listed in
Table 4.2.

From these values, the coefficients of the AO-determinants are calculated by
means of Equation 4.13. For example, the first determinant in Equation 4.17 is
made of the half-determinants jx1; x3j and jx2; x4j. Its coefficient is therefore:
(�0.400)� (�0.400). Note that the order of the orbitals in a half-determinant
is important: two half-determinants that are related to each other by a
permutation of a pair of orbitals have opposite coefficients. Following this rule,
the coefficient of jx4; x3j is + 0.105, according to Table 4.2. Once this

TABLE 4.2 Coefficients of the AO-Half-Determinants in the Expansion of the
Hartree�Fock Wave Function of Butadiene

jx1; x2j jx1; x3j jx1; x4j jx2; x3j jx2; x4j jx3; x4j
coefficient �0.105 �0.400 �0.387 �0.385 �0.400 �0.105
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transformation is complete, the Hartree�Fock wave function can be rewritten
in terms of the AO-based determinants:

VMO ¼ 0:160 x1x̄2x3x̄4j j þ 0:149 x2x̄1x3x̄4j j þ 0:149 x1x̄2x4x̄3j j þ 0:160 x2x̄1x4x̄3j j
þ 0:011 x1x̄3x2x̄4j j þ 0:011 x4x̄2x3x̄1j j ð4:19Þ

The projection of VMO on the Rumer basis consists of combining Equation
4.19 with the final expression of VMO in terms of VB structures, Equation 4.20:

VMO ¼ C1Cð6Þ þ C2Cð7Þ ð4:20Þ

By using the expressions ofC(6) andC(7) in Equations 4.17 and 4.18, one finds

C1 ¼ 0:149=N1 � 0:298; C2 ¼ 0:011=N2 � 0:022 ð4:21Þ

Thus, structure 6 is the dominant covalent structure, while 7 is much less
important for the ground state of butadiene.

4.3 USING HALF-DETERMINANTS TO CALCULATE OVERLAPS
BETWEEN VALENCE BOND STRUCTURES

Since a half-determinant is a signed sum of orbital products, it is easy to define
an overlap between two half-determinants of the same spin. Let us consider,
for example, two half-determinants of a-spin-orbitals, har (Eq. 4.10) and hau in
Equation 4.22.

hau ¼ . . . xk . . . xl . . .j j ð4:22Þ

The overlap between these two half-determinants is given by Equation 4.23:

hhar hau i¼ hð. . . xm . . . xn . . .Þ ð�1ÞtPð. . . xk . . . xl . . .Þi
���� ð4:23Þ

where P is a permutation of the orbitals in the diagonal orbital product, and t is
the parity of this permutation. Of course, the final quantity of interest is the
overlap between two AO-based determinants, Vrs and Vmn. This overlap can be
obtained as the product of the overlaps of the constituent half-determinants, as
in Equations 4.24–4.26:

Vrs ¼ har ; h
b
s

�� �� ð4:24Þ
Vuv ¼ hau ; h

b
v

�� �� ð4:25Þ
hVrs Vuvi¼ hhar hau i�hhbs hbv i

������ ð4:26Þ

Once again, the advantage of dealing with half-determinants is their small
number (the square root of the number of AO-based determinants), and their
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small dimension, which facilitate the calculation of overlaps. As an example, let
us consider the determinants aa b b

�� �� and c c̄ d d
�� ��, whose mutual overlap has

already been expressed in Equation 3.17, and let us recalculate this overlap by
using half-determinants. The two determinants are first split into their
constituent half-determinants:

a ā b b̄j j ¼ ha1 ; h
b
1

��� ���; ha1 ¼ abj j; h
b
1 ¼ āb̄j j ð4:27Þ

c c̄ dd̄j j ¼ ha2 ; h
b
2

��� ���; ha2 ¼ cdj j; h
b
2 ¼ c̄d̄j j ð4:28Þ

The overlap between half-determinants is then calculated according to
Equation 4.23. As each half-determinant contains only two orbitals, only
one permutation is possible, in addition to identity, from the diagonal orbital
product:

hha1 ha2 i¼ hað1Þbð2Þ cð1Þdð2Þ � dð1Þcð2Þi¼ SacSbd � SadSbcj�� ð4:29Þ
hhb1

��hb2 i¼ hāð1Þb̄ð2Þ c̄ð1Þd̄ð2Þ � d̄ð1Þc̄ð2Þi¼ SacSbd � SadSbcj ð4:30Þ

where the S terms are orbital overlaps. Finally, the overlap between determinants
is calculated according to Equation 4.26:

hja ā b b̄j��jc c̄ dd̄ji¼ hha1
��ha2 i�hhb1

��hb2 i¼ ðSacSbd � SadSbcÞ2 ð4:31Þ

where it is seen that the result is identical to that of Equation 3.17.
The overlap of a ā b b̄j j with itself would be calculated in a similar way,

which is in agreement with Equation 3.18:

hja ā b b̄j��ja ā b b̄ji¼ hha1
��ha1 i�hhb1

��hb1 i¼ ð1� S2abÞ2 ð4:33Þ
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EXERCISES

4.1 Generate the 12 monoionic VB structures of the p-electronic system of
butadiene.
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4.2 Find the 6 VB structures of the p-electronic system of ozone and write
their wave functions. The overlaps between AO-based determinants can
be neglected.

4.3 (a) Express the Hartree�Fock wave function of ozone in terms of the
VB structures of the preceding exercise, given the list of the p

MOs below:

(b) The 2� 2 CI wave function of ozone reads

C2�2 ¼ 0:908 p1̄p̄1p2̄p̄2j j � 0:418 p1̄p̄1p3̄p̄3j j ð4:Ex:1Þ

Express this wave function in terms of VB structures, and show that
CI has the effect of increasing the weight of the diradical structure,
and lowering those of the ionic structures, especially the 1,3-dipolar
ones.

(c) Given the overlaps between the p AOs of ozone below, calculate
the weight of the diradical structure in the 2� 2 CI wave
function C2�2, by means of the Chirgwin�Coulson formula (Eq.
3.55), taking all overlaps into account. We recall that, according
to Equation 3.55, the weight of a VB structure can be calculated
as the sum of the weights of its constituting AO-based
determinants.

Answers

Exercise 4.1 The 12 zwitterionic structures are displayed in Scheme 4.3.

p1 p2 p3

x1 0.368 0.710 0.614

x2 0.764 0.0 �0.671

x3 0.368 �0.710 0.614

x1 x2 x3

x1 1. 0.12738 0.00813

x2 1. 0.12738

x3 1.
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Exercise 4.2 The p-electronic system of ozone is a 4-electron/3-orbital
system. The six VB structures are F1-F6 below:

F1 ¼ 0:707 x2̄x̄2x1̄x̄3j j þ x2̄x̄2x3̄x̄1j jð Þ ðdiradical structure _O� €O � _OÞ
F2 ¼ 0:707 x1̄x̄2x3̄x̄3j j þ x2̄x̄1x3̄x̄3j jð Þ ðionic structure O¼Oþ � O�Þ
F3 ¼ 0:707 x1̄x̄1x2̄x̄3j j þ x1̄x̄1x3̄x̄2j jð Þ ðionic structure O� Oþ¼O�Þ
F4 ¼ x1̄x̄1x2̄x̄2j j ðdipolar ionic structure O� � €O � OþÞ
F5 ¼ x2̄x̄2x3̄x̄3j j ðdipolar ionic structure Oþ � €O � O�Þ
F6 ¼ x1̄x̄2x3̄x̄3j j ðdi-ionic structure O� � O2þ � O�Þ

The overlaps between AO-determinants have been neglected in the calculations
of the normalization factors in F1-F3.

Exercise 4.3

(a) There are three possible half-determinants. Their coefficients in the
Hartree�Fock half-determinant are listed in the following table.

The coefficients of the AO-determinants are as follows:

Scheme 4. Ans.1

jx1; x2j jx1; x3j jx2; x3j
Coefficient �0.542 �0.523 �0.542

x2̄x̄2x1̄x̄3j j
x2̄x̄2x3̄x̄1j j

x1̄x̄1x2̄x̄3j j
x1̄x̄1x3̄x̄2j j

x1̄x̄2x3̄x̄3j j
x2̄x̄1x3̄x̄3j j

x1̄x̄1x2̄x̄2j j x2̄x̄2x3̄x̄3j j x1̄x̄1x3̄x̄3j j

Coefficient �0.294 0.283 0.283 0.294 0.294 0.274
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By reference to the expressions of F1-F6 in Exercise 4.2, the expression
of the Hartree�Fock wave function in terms of VB structures is

p1p1p2p2j j ¼ �0:416F1 þ 0:400F2 þ 0:400F3 þ 0:294F4

þ 0:294F5 þ 0:274F6 ð4:Ans:1Þ
(b) The diexcited configuration p1p1p3p3j j is expanded in the same way as

theHartree-Fock configuration.Coefficients of the half-determinants are:

Combining Equations 4.Ans.1 and 4.Ans.2 with the expression ofC2�2 in
terms of MO configurations (Eq. 4.Ex.1) leads to

C2�2 ¼ �0:681F1 þ 0:363F2 þ 0:363F3 þ 0:053F4 þ 0:053F5 þ 0:249F6

ð4:Ans:3Þ
(c) First let us establish a table of overlaps between half-determinants:

By means of Equation 4.26, these six values suffice to calculate the 45
overlaps between the nine possible AO-based determinants. To save space, we
will use a simplified notation for the latter: for example, the determinant
x2̄x̄2x1̄x̄3j j, which is made of the half-determinants x2x1j j and ¯̄x2̄x̄3j j, will be
noted 2123. One then expresses C2�2 as a function of the AO-based
determinants:

C2�2 ¼ �0:481ð2123 þ 2321Þ þ 0:256ð1323 þ 2313Þ þ 0:256ð1213 þ 1312Þ
þ 0:053ð1212Þ þ 0:053ð2323Þ þ 0:249ð1313Þ

p1̄p̄1p3̄p̄3j j ¼ 0:726F1 þ 0:0F2 þ 0:0F3 þ 0:513F4 þ 0:513F5 þ 0:0F6

ð4:Ans:2Þ

jx1; x2j jx1; x3j jx2; x3j
Coefficient �0.716 0.0 0.716

jx1; x2j jx1; x3j jx2; x3j
jx1; x2j 0.98377 0.12634 0.00810

jx1; x3j 0.99993 0.012634

jx2; x3j 0.98377
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One then calculates the overlap of the first determinant with itself and with all
the others:

Then, the weight of 2123 is calculated by means of the Chirgwin�Coulson
formula Eq. 3.55:

Wð2123Þ ¼ 0:257

The weight of 2321 is equal to that of 2123 and need not be recalculated, since
these two determinants correspond to each other by spin inversions. The
weight of F1 is the sum of the weights of these two determinants:

WðF1Þ ¼ Wð2123Þ þWð2321Þ ¼ 0:514:

Note that this is the result of 2� 2 CI. A complete CI in the p space would
further increase the weight of the diradical structure, to 0.60 (see Ref. 2).

2123 2321 1323 2313 1213 1312 1212 2323 1313

2123 0.96780 0.00007 �0.12429 �0.00102 �0.12429 �0.00102 �0.00797 �0.00797 �0.01596
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5 Are The ‘‘Failures’’ of Valence
Bond Theory Real?

5.1 INTRODUCTION

As mentioned in the introductory part, VB theory has been stamped with a few
so-called ‘‘failures’’ that are occasionally used to dismiss the theory, and have
caused it unwarranted disrepute. It is clear that a good VB theory is like
MO�CI since the two theories ultimately converge when electron correlation is
fully taken into account. As such, it should come as no surprise that ab initio

VB calculations are free of these ‘‘failures’’ much as good level MO�CI
calculations are. However, it is interesting to realize that even qualitative
semiempirical VB theory, such as the one described in Chapter 3, is free of
these ‘‘failures’’. It is important to demonstrate this point before turning to
practical applications of the VB model to actual problems of chemical
reactivity or structure. Therefore, this chapter examines the various alleged VB
‘‘failures’’ and shows that the simple qualitative guidelines presented in the
previous chapters make perfectly good predictions.

5.2 THE TRIPLET GROUND STATE OF DIOXYGEN

One of the most highlighted ‘‘failures’’ that has been associated with VB theory
concerns the ground state of the dioxygen molecule, O2. It is true that a naive
application of hybridization followed by perfect pairing (simple Lewis pairing)
would predict a 1Dg ground state, that is, the diamagnetic doubly bonded
molecule O¼O. This is likely to be the origin of the notion that VB theory
makes a flawed prediction that contradicts experiment. However, this attitude
is not particularly scientific, since as early as the 1970’s Goddard et al. (1)
performed GVB calculations and demonstrated that VB theory leads to a
triplet 3S�

g ground state. This was followed by the same outcome in papers by
McWeeny (2) and Harcourt (3). In fact, any VB calculation, at any imagined
level, will lead to the same result, so that the myth of ‘‘failure’’ is definitely
baseless.

A Chemist’s Guide to Valence Bond Theory, by Sason Shaik and Philippe C. Hiberty
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Goddard et al. (1) and subsequently the present authors (4) also provided a
simple VB explanation for the choice of the ground state. Let us reiterate this
explanation based on our qualitative VB theory, outlined in Chapter 3.

Apart from one s bond and one s lone pair on each oxygen atom, the
dioxygen molecule has six p electrons to be distributed in the two p planes, say
px and py (see Fig. 5.1). There are two possible modes of distribution, shown in
Fig. 5.1 along with their corresponding VB functions. The question is what is
the most favorable one? Is it 1, where three electrons are placed in each p

plane, or maybe it is 2, where two electrons are allocated to one plane and four
to the other? Obviously, 1 is a diradical structure displaying one 3e bond in
each of the p planes, whereas 2 exhibits a singlet p bond, in one plane, and a 4e
repulsion, in the other. A naive application that neglects the repulsive 3e and 4e
interactions would predict that structure 2 is preferred, leading to the above-
mentioned mythical failure of VB theory, namely, that the theory predicts the
ground state of O2 to be the singlet closed-shell structure, O¼O. However, a
mere inspection of the repulsive interactions shows that they are of the same
order of magnitude or even larger than the bonding interactions; that is, the
neglect of these repulsions is unjustified. The right answer immediately pops
out, if we account for the VB energy correctly, including the repulsion and
bonding interactions for structures 1 and 2.

Knowing the VB wave function for a 3e bond (Eq. 3.47), we can construct
the wave function for structure 1 by considering this electronic distribution as
made of two independent three-electron/two-orbital systems orthogonal to

O O

• •

•• •• • •
•• ••

1 1' 2 2'

x1

y1 y2

x2

ΨVB(1) = (x1x1x2 + x1x2x2)(y1y1y2 + y1y2y2)– – – –

ΨVB(2) = (x1x1x2x2)(y1y2 – y1y2)– – – –

– –

• ••
•••

•••
•••

O OO O O O O O

FIGURE 5.1 The four possible distributions of six electrons in four atomic pp orbitals

of dioxygen, leading to a total spin component Sz=0.
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each other, one in the px plane, the other in the py plane. This leads to CVB(1)
in Fig. 5.1 (see Exercise 5.1), where the total Sz spin component has been set to
zero so as to make this function suitable for generating both singlet and triplet
states. Accordingly, the energy of structure 1 is twice that of a 3e interaction
that, we recall, has the same expression in VB and MO theories (see Eq. 3.49
and Table 3.1), Equation 5.1:

Eð1Þ ¼ 2bð1� 3SÞ=ð1� S2Þ ð5:1Þ
On the other hand, the energy of structure 2 is given by Equation 5.2, in the

VB framework, where the two terms represent, respectively, the 2e bonding
energy and the 4e repulsion:

Eð2Þ ¼ 2bS=ð1þ S2Þ � 4bS=ð1� S2Þ ð5:2Þ
Comparison of Equations 5.1 and 5.2 clearly demonstrates that the diradical

structure 1 is more stable than the doubly bonded Lewis structure 2 (or 20).

Eð2Þ � Eð1Þ ¼ �2bð1� SÞ2=ð1� S4Þ > 0 ð5:3Þ
So far, we have not considered the effect of mixing 1 and 2 with 10 and 20,

respectively; the two sets are symmetry equivalent, related by inversion of the
px and py planes and vice versa. The interactions between the two sets of
determinants yield two pairs of resonant�antiresonant combinations that
constitute the final low lying states of dioxygen (represented in Fig. 5.2). Of
course, our effective VB theory was chosen to disregard the bielectronic terms,
and therefore the theory, as such, will not tell us what is the lowest spin state in
the O2 diradical. This, however, is a simple matter, because allowing for the
bielectronic exchange terms in the theory would lead us to the right answer, or
even more simply stated, we can appeal to Hund’s rule, which is precisely what

3Σg
–(1+1')

1∆g(1–1')
1∆g(2–2')

1Σg
+(2+2')

1

2'2

1'

FIGURE 5.2 A VB mixing diagram for the formation of the symmetry-adapted states

of O2 from the biradical (1, 10) and perfectly paired (2, 20) structures.
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qualitative MO theory has to do in order to predict the triplet nature of the O2

ground state. Accordingly, the in- and out-of-phase combinations of the
diradical determinants 1 and 10 lead to a triplet 3S�

g and a singlet 1Dg states, the
former being the lowest lying state by virtue of favorable bielectronic exchange
energy.

Similarly, 2 and 20 yield a resonant 1Dg combination and an antiresonant
1Sþ

g one. Thus, it is seen that simple qualitative VB considerations not only
predict the ground state of O2 to be a triplet, but in addition they yield a correct
energy ordering for the remaining low lying excited states.

5.3 AROMATICITY�ANTIAROMATICITY IN IONIC RINGS CnHn
+/�

As discussed in Chapter 1, simple resonance theory completely fails to predict
the fundamental differences between, for example, C5H5

+ and C5H5
�, C3H3

+

and C3H3
�, C7H7

+ and C7H7
�. Hence, a decisive blow was dealt to resonance

theory when, during the 1950s�1960s, organic chemists were finally able to
synthesize these transient molecules and establish their stability patterns, which
followed the Hückel rules, with no guide or insight coming from resonance
theory. We will now demonstrate, what has been known for quite a while,
(5–7), namely, that the simple VB theory outlined above is capable of deriving the
celebrated 4n+2/4n dichotomy for ions, and even goes beyond this prediction.

As an example, we compare the singlet and triplet states of the
cyclopropenium molecular ions, C3H3

+ and C3H3
�, in Figs. 5.3 and 5.4.

The VB configurations needed to generate the singlet and triplet states of the
equilateral triangle C3H3

+ are shown in Fig. 5.3. It is seen that all the
structures can be generated from one another by shifting single electrons from
a singly occupied pp orbital to a vacant one. By using the guidelines for VB
matrix elements (see Appendix 3.A.2), we deduce that the leading matrix
element between any pair of structures with singlet spins is +b, while for any
pair with triplet spin the matrix element is �b (see Exercise 5.2). The
corresponding configurations of C3H3

� are shown in Fig. 5.4. In this case,
the signs of the matrix elements are inverted compared with the case of the
cyclopropenium cation, and the matrix elements are �b for any pair of singlet
VB structures, while being +b for any triplet pair of structures.

If we symbolize the VB configurations by heavy dots we can present these
resonance interactions graphically, as shown in the mid-parts of Figs. 5.3 and
5.4. These interaction graphs are all triangles and have the topology of
corresponding Hückel and Möbius AO interactions (8). Of course, one could
go ahead to diagonalize the corresponding Hückel�Möbius matrices and
obtain energy levels and wave functions. There is, however, a shortcut based on
the well-known mnemonic of Frost and Musulin (9). Thus, the triangle is
inscribed within a circle having a radius 2jbj, and the energy levels are obtained
from the points where the vertices of the triangle touch the circle. The use of
this mnemonic for VB mixing shows that the ground state of C3H3

+ is a singlet
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state, while the triplet state is higher lying and doubly degenerate. In contrast,
the ground state of C3H3

� is a triplet state, while the singlet state is higher
lying, doubly degenerate, and hence Jahn-Teller unstable. Thus, C3H3

+ is
aromatic, while C3H3

� is antiaromatic (5). In a similar manner, the VB states
for C5H5

+ and C5H5
� can be constructed. Restricting the treatment to the

lowest energy structures, there remain five structures for each spin state, and
the sign of the matrix elements will be inverted compared to the C3H3

+,� cases.
Now the cation will have �b matrix elements for the singlet configurations and
+b for the triplets, while the anion will have precisely the opposite signs. The
VB mnemonics will show instantly that C5H5

� possesses a singlet ground state,
and in contrast, C5H5

+ has a triplet ground state, whereas its singlet state is
higher in energy and Jahn-Teller unstable. Now, in the cyclopentadienyl ions,

1Φ1
1Φ2

1Φ3
3Φ1

3Φ2
3Φ3

1Ψ1

1Ψ2
1Ψ3

3Ψ1
3Ψ2

3Ψ3

Singlet C3H3 Triplet  C3H3

β

β

β

•

••

•

••

−β −β

−β

•

•

•

•

••

1Φ1

1Φ2
1Φ3

3Φ1

3Φ2
3Φ3

FIGURE 5.3 The VB structures for singlet and triplet states of C3H3
+, along with the

graphical representation of their interaction matrix elements. The spread of the states is

easily predicted from the circle mnemonic used in simple Hückel theory. The expres-

sions for the VB structures (dropping normalization) are deduced from each other by

circular permutations: 1F1 ¼ jabj � jabj; 1F2 ¼ jbc̄j � jb̄cj; 1F3 ¼ jcāj � jc̄aj; 3F1 ¼ jabj;
3F2 ¼ jbcj; 3F3 ¼ jcaj:
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the cation is antiaromatic while the anion is aromatic. Moving next to the
C7H7

+,� species, the sign patterns of the matrix element will be inverted again
and be the same as those in the corresponding C3H3

+,� cases. As such, the VB
mnemonic will lead to similar conclusions, that the cation is aromatic, while the
anion is antiaromatic with a triplet ground state. Thus, the sign patterns of the
matrix element, and hence the ground state’s stability of molecular ions, obey
the 4n/4n+2 dichotomy.

Clearly, a rather simple VB theory is required to reproduce the rules of
aromaticity and antiaromaticity of the molecular ions, and to provide the
correct relative energy levels of the corresponding singlet and triplet states.
This VB treatment is virtually as simple as HMO theory itself, with the

1Φ1
1Φ2

1Φ3 3Φ1
3Φ2

3Φ3

β

β

β

•

••

•

••

−β −β

−β

•

•

•

1Ψ1
1Ψ2

1Ψ3
•

••

3Ψ1

3Ψ2
3Ψ3

Singlet C3H3 Triplet  C3H3

1Φ1

1Φ2
1Φ3

3Φ1

3Φ2
3Φ3

FIGURE 5.4 The VB structures for singlet and triplet states of C3H3
�, along with the

graphical representation of their interaction matrix elements. The spread of the states is

easily predicted from the circle mnemonic used in simple Hückel theory. The expressions

for the VB structures (dropping normalization) are deduced from each other by circular

permutations: 1F1 ¼ jab̄cc̄j � jābcc̄j; 1F2 ¼ jbc̄aāj � jb̄caāj; 1F3 ¼ jcābb̄j � jc̄abb̄j;
3F1 ¼ jabcc̄j; 3F2 ¼ jbcaāj; 3F3 ¼ jcabb̄j.
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exception of the need to know the sign of the VB matrix element. But with
some practice this can be learnt easily.

5.4 AROMATICITY/ANTIAROMATICITY IN NEUTRAL RINGS

Another mythical failure that has become associated with VB theory is the
inability of simple resonance theory to distinguish between molecules such as
benzene, on the one hand, and CBD and COT on the other hand. Recall that
resonance theory, which simply enumerates resonance structures without any
consideration of the size or sign of their matrix elements, considers that since
benzene, CBD, and COT can all be expressed as resonance hybrids of their
respective Kekulé structures, they should have similar properties, which they
obviously do not. This ‘‘failure’’ to predict the right answer stuck to VB theory
even though it has been known for quite some time that ab initio VB theory,
even with modest basis sets, correctly predicts the geometric properties and
stability patterns of aromatic and antiaromatic neutral rings. Indeed, at the
ab initio level, Voter and Goddard (10) demonstrated that GVB calculations
correctly predict the properties of CBD. Subsequently, Gerratt and co-workers
(11,12) showed that spin-coupled VB theory correctly predicts the geometries
and ground states of CBD and COT. In 2001, the authors of this book and
their co-workers used VB theory to demonstrate (13) that the vertical
resonance energy (RE) of benzene is larger than that of CBD and COT, and
hence, the standard Dewar resonance energy (DRE) of benzene is substantial
(e.g., 21 kcal/mol in VBSCF), while that for CBD is negative, in perfect accord
with experimental estimates. Thus, properly done ab initio VB theory indeed
predicts the antiaromatic nature of CBD and COT as opposed to the aromatic
one for benzene. It does not fail.

The question is whether or not these reliable predictions of quantitative VB
theory may also arise from a qualitative VB theory. Early semiempirical HLVB
calculations by Wheland (14,15) and for that matter any VB calculations with
only HL structures, incorrectly predict that CBD has resonance energy larger
than that of benzene. Wheland, who analyzed the CBD problem, concluded
that ionic structures play an important role, and that their inclusion would
probably correct the VB predictions. Indeed the above mentioned successful ab
initio VB calculations implicitly include ionic structures due to the use of CF
orbitals in the VB descriptions of benzene, CBD, and COT. As will be
immediately seen, ionic structures are indeed essential for understanding the
difference between aromatic and antiaromatic species, such as benzene, CBD,
and COT. Furthermore, the inclusion of ionic structures bring in some novel
insight into other features of these molecules, such as ring currents, and so on
(see Exercise 5.4).

First, let us see how VB theory explains the symmetry properties of 4n
versus 4n+2 electronic systems in neutral rings. Consider a ring involving 2N
atomic pp orbitals, labeled from 1 to 2N, (3 in Scheme 5.1) and having one
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electron per center. Each covalent Kekulé structure Kcov
i can be written as a

product of the HL wave functions of all the p-bonded pairs in the structure.
Thus, the pairs are 1�2, 3�4,� � �, (2N�1)�(2N) for the first Kekulé structure,
Kcov
1 , as expressed in Equation 5.4, while for the second Kekulé structure, the

pairs are 2�3, 4�5,� � �, (2N)�1, as in Equation 5.5 (normalization constants are
dropped).

Kcov
1 ¼ jð12̄ � 1̄2Þð34̄ � 3̄4Þ � � � ðð2N � 1Þ2N � ð2N � 1Þ2NÞj ð5:4Þ

Kcov
2 ¼ jð23̄ � 2̄3Þ � � � ðð2N � 2Þð2N � 1Þ � ð2N � 2Þð2N � 1ÞÞðð2NÞ1̄ � 1ð2NÞÞj

ð5:5Þ
Expansion of Equation 5.4 or 5.5 results in a linear combination of

determinants, which describe the different patterns of arranging N electrons
with spin-up and N electrons with spin-down in a ring with 2N AOs. Each
covalent Kekulé structure contains 2N such determinants with equal
coefficients except for their signs as shown in Equations 5.6 and 5.7:

Kcov
1 ¼ ðVQC þ ð�1ÞNV�QCÞ þ

X2N�1

i¼1

	V0
i ð5:6Þ

Kcov
2 ¼ ð�1ÞN�1 ðVQC þ ð�1ÞNV�QCÞ þ

X2N�1

i¼1

	V00
i

" #
ð5:7Þ

Two of the determinants, labeled VQC and V
�
QC are unique, and as depicted

in 4 and 5 in Scheme 5.1, the electrons are arranged in these determinants in an
alternant manner, spin-up�spin-down, and so on. In contrast, in the other
determinants for example, V00

i, there are pairs of identical spins on adjacent
carbon atoms. The spin-alternant determinants, VQC and V

�
QC, were earlier

called the antiferromagnetic determinants, the Neel state (16), or the (QC) state
(17). The corresponding wave functions in Equations 5.8 and 5.9 use the QC
shorthand notation for these determinants:

VQC ¼ j12̄34̄ . . . ð2N � 1Þ2N j ð5:8Þ
V
�
QC ¼ j1̄23̄4 . . . ð2N � 1Þ2Nj ð5:9Þ

These spin-alternant determinants are the only ones that are common to the
two Kekulé structures in Equations 5.6 and 5.7. Moreover, they represent the

......
...

ΩQC

...

~

2N

ΩQC

4 5

1  2 3

 i
2N-1

3

Scheme 5.1
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lowest energy arrangements of the spin-system. All the other determinants
possess spin arrangement patterns that are destabilized by Pauli repulsion among
adjacent electrons with identical spins. It follows therefore that, as a rule, the
lowest combination of the Kekulé structures, that is, the ground state, will be the

one that retains the spin-alternant determinants in contrast to the excited state

combination that annihilates them. Consequently, according to Equations 5.6 and
5.7, the lowest energy combination of covalent Kekulé structures must be signed
by (�1)N�1. Thus, the ground state for aromatics (2N¼ 4n+2) is always the
positive combination, which also transforms as the totally symmetric representa-
tion in the Dmh point group (18). On the other hand, the ground state for
antiaromatic species (2N¼ 4n) involves the negative combination of their Kekulé
structures and transforms as the B1g representation (10,18–24).

Now, let us use this symmetry information to discuss the covalent�ionic
mixing. The 60 monoionic structures of benzene fall into groups, which are
distinguished by the distance between the ionic centers as shown in Fig. 5.5.
The ortho-ionic structures are labeled as Fion(1,2), the meta-ionic as Fion(1,3),
and the para-ionic as Fion(1,4). For uniformity with other species, the latter
will also be called the diagonal-ionic structures, Fion(diagonal). Symmetry
classification of these structures shows that each type of ionic structure has an
A1g combination, and this is also the case for structures with higher ionicity
(di-ionic, etc.). In total, the entire set of 170 ionic structures of benzene

Φion(1,2) Φ'ion(1,3)Φ'ion(1,2) Φion(1,3)

Φion(1,3) = Φion(diagonal)

Φion(1,4) Φ'ion(1,4)

+
1

2

3

4

5

6

+

+ ++

+

Γion(1,2) = Γion(1,3) = A1g + A2g + 2E 2g + B1u + B2u + 2E 1u

Γion(1,4) = A1g + E2g + B1u + E1u

Φion(diagonal)

FIGURE 5.5 Monoionic structure types for benzene, and their reducible symmetry

representations. (Adapted with permission from Ref. 24.)
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contains 20 ionic combinations with A1g symmetry, and spanning all ranks and
types of ionicity. These ionic combinations are able in turn, to mix into the
covalent-state combination of the Kekulé structures that contains the spin-
alternant determinants and has A1g symmetry. Explicit VB calculations (24)
showed that indeed all of these ionic types mix into the ground state of
benzene.

Performing the same symmetry analysis for CBD shows that the diagonal-
ionic structures, shown in Fig. 5.6, do not contain any B1g combination to mix
into the covalent ground state. Thus, the diagonal-ionics are excluded by
symmetry from mixing into the ground state of cyclobutadiene in the D4h

uniform geometry. A similar exclusion appears in the di-ionic structures (24).
Therefore, it follows that although both benzene and square CBD are bond-

delocalized, the stabilization associated with electronic delocalization, in their

uniform geometries, is not the same when one considers the patterns of covalent-ionic

mixing. A similar analysis shows that 1,5 diagonal ionic structures are excluded
from the mixing with the covalent Kekulé structures in COT, and so on (24).

It follows from the above symmetry analysis that aromatic versus antiaromatic
species cannot be distinguished at the HLVB level, which uses only covalent
structures defined with pure AOs. On the other hand, if the Kekulé structures are
defined with CF orbitals, thus implicitly taking the ionic structures into account,
then the RE arising from the mixing of CF-based Kekulé structures fits the
following correct order for 4n versus 4n+2 electronic systems:

REð4nÞ < REð4nþ 2Þ ð5:10Þ

Thus, the ‘‘failure’’ of VB theory to account for the instability of CBD arises
from the use of an oversimplified version of VB theory, the HLVB method,
while modern VB theory successfully predicts a 4n/4nþ 2 rule, already at the

qualitative level. As a numerical confirmation, we show in Table 5.1 the
energies required to distort some CmHm molecules from Dmh to D(1/2)mh, as
calculated at different VB levels (24). It is apparent that at the HLVB level,

Φion(1,2) Φion(1,3) Φion(diagonal)

Γ ion  (1,2) = B1g + A1g + A2g + B2g + 2Eu     

Γ ion  (1,3) = A1g + B2g + Eu  

=

FIGURE 5.6 Monoionic structure types for cyclobutadiene, and their reducible

symmetry representations (Adapted with permission from Ref. 24.)
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using covalent VB structures with localized AOs, the distortion energy is
always positive for benzene, CBD and COT, showing a seemingly uniform
aromatic behavior. On the other hand, if the same calculations are done at a
modern VB level, using CF orbitals for the formally covalent structures, the
distortion energy remains positive for benzene, but becomes negative for CBD
and COT, in agreement with the familiar behavior of the aromatic and
antiaromatic compounds with respect to bond alternation.

The role of ionic structures is crucial, and it can be appreciated based on a
simple symmetry analysis. Indeed, as shown recently (24), the mixing of all
ionic structure types into the spin-alternant determinant in benzene mediates
the circular electronic motion (between the two determinants) and induce the
diamagnetic ring current in a magnetic field. By contrast, the exclusion of the
diagonal ionics in CBD excludes this motion. Exercise 5.4 demonstrates
qualitatively this dichotomy of ring currents.

5.5 THE VALENCE IONIZATION SPECTRUM OF CH4

As discussed in Chapter 1, the development of PES showed that the spectra could
be simply interpreted if one assumed that electrons occupy delocalized molecular
orbitals (25,26). In contrast, VB theory, which uses localized bond orbitals
(LBOs), seems completely useless for interpretation of PES. Additionally, since
VB theory describes equivalent electron pairs that occupy LBOs, the
experimental PES results seem to be in discord with this theory. An iconic
example of this ‘‘failure’’ of VB theory is the PES of methane that displays two
different ionization peaks. These peaks correspond to the a1 and t2 MOs, but not
to the four equivalent C�H LBOs in Pauling’s hybridization theory.

Now, let us examine the problem carefully, in terms of LBOs, to
demonstrate that VB gives the right result for the right reason. A physically
correct representation of the CH4

+ cation would be a linear combination of

TABLE 5.1 Distortion Energies DEdis
a,b

Entryc Species DEdis(cov) DEdis (CF)

1a C4H4 2.2 �2.6

1b 1.2 �2.6

2a C6H6 3.3 3.0

2b 3.6 4.0

3a C8H8 2.3 �5.8

aCalculated (fromRef. 24) as the difference between the energy at the bond-alternated geometry and

the uniform geometry, DEdis = E(D(1/2)mh)� E(Dmh). A negative value signifies that the species is

stabilized by distortion from the regular geometry (equal C�C bond lengths) to the bond alternated

one. A positive value signifies the opposite.
bIn kcal/mol.
cThe entries labeled as ‘‘a’’ stand for calculations with STO-3G basis set, whereas ‘‘b’’ stands for

calculations with the 6-31G basis set.
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the four forms, such that the wave function does not distinguish the four LBOs
that are mutually related by symmetry. The corresponding VB picture, more
specifically an FO�VB picture, is illustrated in Fig. 5.7, which enumerates the
VB structures and their respective determinants. Each VB structure involves a
localized 1e bond situation, while the other bonds are described by doubly
occupied LBOs. To make life easier, we can use LBOs that derive from a
unitary transformation of the canonical MOs. As such, these LBOs would be
orthogonal to each other, and one can calculate the Hamiltonian matrix
element between two such VB structures, by simply setting in the VB
expressions all overlaps to zero. Thus, to calculate the F1�F2 interaction
matrix element between F1 and F2 VB structures (which in this case are simple
determinants) one first puts the orbitals of both determinants in maximal
correspondence, by means of a transposition in F2. The two so-transformed
determinants differ by only one spin-orbital, c̄ 6¼ d̄, so that their matrix element
is simply b. Going back to the original F1 and F2 VB structures, one finds that
their matrix element is negatively signed (Eq. 5.11):
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H
H H

C

H

H
H H

C

H

H
H H

C

H

H
H H

IP1
IP2

CH4

CH4
+

Φ1 Φ2 Φ3 Φ4

−β

+
+ +
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−β−β

−β

•

•

•

•
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22A1

11A1

2Φ1

2Φ2

2Φ3

2Φ4

aabbccd ddaabbc ccddaab bbccdda

+

FIGURE 5.7 Generation of the 2T2 and 22A1 states of CH4
+, by VB mixing of the

four localized structures. The matrix elements between the structures, shown

graphically, lead to the three-below-one splitting of the states, and to the observations

of two ionization potential peaks in the PES spectrum.

hF1jHeff jF2i ¼ hjaābb̄cc̄dj��Heff
��jdd̄aābb̄cji ¼ �hjaābb̄cc̄dj��Heff

��jaābb̄cd̄dji ¼ �b

ð5:11Þ
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This can be generalized to any pair of Fi�Fj VB structures in Fig. 5.7:

hFijHeff jFji ¼ �b ð5:12Þ
There remains to diagonalize the Hamiltonian matrix in the space of the

four configurations, F1�F4, to get the four states of CH4
+. The interaction

patterns are shown schematically in a graphical manner, and the diagonaliza-
tion can be executed with a Hückel program for a ‘‘molecule’’ having the same
connectivity as the graph in Fig. 5.7 with all the b matrix elements being
negatively signed. The corresponding Hückel matrix is shown in Scheme 5.2.

Diagonalization of the above Hückel matrix, with negatively signed b leads
to the final states of CH4

+, shown alongside the interaction graph in Fig. 5.7.
These cationic states exhibit a three-below-one splitting, a low lying triply
degenerate 2T2 state and above it a 2A1 state. The importance of the sign of the
matrix element can be appreciated by diagonalizing the above Hückel matrix
using a positively signed b. Doing that would have reversed the state ordering
to one-below-three, which is of course incorrect. Thus, simple VB theory
predicts correctly that methane will have two ionization peaks, one (IP1) at
lower energy corresponding to transition to degenerate 2T2 states and one (IP2)
at a higher energy corresponding to transition to the 2A1 state. The same result
could have been found even without any calculation, for example, by use of
symmetry projection operators of the Td point group on the localized cationic
structures F1�F4 in Fig. 5.7. The facility of making this prediction and its
correspondence to experiment highlight once more that in this story too, the
‘‘failure’’ of VB theory originates more in a myth that caught on due to the
naivety of the initial argument.

5.6 THE VALENCE IONIZATION SPECTRUM OF H2O
AND THE ‘‘RABBIT-EAR’’ LONE PAIRS

Another argument that has often been invoked against VB theory and the
hybridization concept is the fact that the water molecule has two experimentally
measurable ionization potentials, in apparent contradiction with the classical
representation of water with its lone electron pairs located in two equivalent

–E
–β
–β
–β

–β
–E
–β
–β

–β
–β
–E
–β

–β
–β
–β
–E

= 0

Scheme 5.2
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sp3 hybrid orbitals, the so-called ‘‘rabbit-ears’’, 6 in Scheme 5.3. This latter
picture is popular among chemists, as it readily explains, for example, the
anomeric effect, or the structure of ice, with each water molecule being the site
of four hydrogen bonds from neighboring molecules arranged along tetrahedral
directions with respect to the oxygen atoms, and so on. On the other hand, the
two canonical MOs that represent the lone pairs (7) are non equivalent in shape
and in energy. One of them is a pure p orbital perpendicular to the H2O plane,
while the other, referred to as n in what follows, is a non bonding orbital lying in
the molecular plane. As these n and p canonical lone pairs have different
energies, the two different IPs are readily explained by use of Koopmans’
theorem. In contrast, the description in terms of equivalent hybridized lone
pairs might naively be thought to lead to the prediction of a single common IP
value.

First, let us express the polyelectronic wave functions, limited to the lone
pairs, for the two apparently different representations. In the canonical MO
representation, the polyelectronic wave function, CMO, is made of the doubly
occupied n and p orbitals:

CMO ¼ jnnppj ð5:13Þ

In the VB-hybridized representation, the equivalent hybrids are n+ lp and
n� lp (recall Exercise 3.7), leading to the polyelectronic wave function CVB

(omitting normalization):

CVB ¼ jðnþ lpÞðnþ lpÞ ðn� lpÞðn� lpÞj ð5:14Þ

The wave functions CMO and CVB can be compared with each other, by a
simple expansion of CVB in terms of elementary determinants as we did in
Chapter 3 for the covalent and ionic parts of a bond wave function:

CVB ¼ l2j nnppj � l2jnppnj � l2j pnnpj þ l2j ppnnj þ � � � j nnnpj � � � þ � � �
ð5:15Þ

After eliminating all the determinants having two identical columns, the first
four terms in Equation 5.15 remain, and can be further rearranged by orbital
permutation, leading to a unique determinant, which is precisely the MO wave

H

H
H

H

7

n + λp

n – λp

n

p

6

Scheme 5.3

THE VALENCE IONIZATION SPECTRUM OF H2O 107



function, CMO:

CVB ¼ jnnppj ¼ CMO ð5:16Þ

It follows that the two seemingly different representations of the ‘‘lone pairs’’
of water, in terms of equivalent sp3 hybrids or nonequivalent canonical MOs,
are both correct in that they correspond to the same unique polyelectronic
wave functions.

If we now remove one electron, the ‘‘rabbit-ear’’ representation leads to two
degenerate VB structures, differing from each other by the location of the
unpaired electron, in the sp3 hybrid lying above or below the molecular plane.
As these two VB structures differ by the replacement of one spin-orbital, they
interact, leading to two states of different energies, as shown in Fig. 5.8.
According to the rules outlined in Section 3.A.2, the leading term of the
Hamiltonian matrix element between the two VB structures is -b, so that the
lowest combination, Cþ

VB(
2B1), is the negative one, while the positive

combination is an excited ionized state, Cþ
VB(

2A1). Removing an electron
from the neutral ground state thus leads to two possible ionized states, and
therefore to two distinct ionization potentials IP1 and IP2 (Fig. 5.8), in
agreement with experiment.

In the same manner as we just compared above the ground state of water,
expressed in the hybridized VB and canonical MO representations, we can now
compare the ionized states in terms of these two representations. The wave
function for the lowest energy ionized VB state Cþ

VB (2B1) is expressed by
Equation 5.17:

Cþ
VBð2B1Þ ¼ jðn� lpÞðn� lpÞðnþ lpÞj � jðnþ lpÞðnþ lpÞðn� lpÞj ð5:17Þ
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H
H

H
H

H
H

H
H

H
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ΨVB

IP1

IP2

+

–ΨVB(2B1) =

ΨVB(2A1) =
ΨVB(2B1)

ΨVB(2A1)

FIGURE 5.8 Generation of the 2B1 and
2A1 states of H2O

+, by VB mixing of the two

localized ionized structures.
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As was done for the ground state (Eq. 5.15), here too, Equation 5.17 can be
expanded in terms of elementary determinants (see Exercise 5.3), leading to a
unique determinant that is nothing else but the wave function for the lowest
energy ionized state in the canonical MO representation, with two electrons in
n and one electron in the pure p orbital:

Cþ
VBð2B1Þ ¼ jnnpj ð5:18Þ

Similarly, expanding the excited ionized state, Cþ
VB (2A1), leads to a unique

determinant that in MO terms represents the second ionized state, in which the
electron is excited from the lowest lying lone pair:

Cþ
VBð2A1Þ ¼ jppnj ð5:19Þ

It follows from the above analysis that the ‘‘rabbit-ears’’ and canonical MO
representations of the water’s lone pairs are both perfectly correct, as they lead
to equivalent wave functions for the ground state of water, as well as for its two
ionized states. Both representations account for the two ionization potentials
that are observed experimentally. This example illustrates the well-known fact
that, while the polyelectronic wave function for a given state is unique, the
orbitals from which it is constructed are not unique, and this holds true even in
the MO framework within which a standard localization procedure generates
the rabbit-ear lone pairs while leaving the total wave function unchanged.
Thus, the question ‘‘what are the true lone-pair orbitals of water?’’ is not very
meaningful.

5.7 A SUMMARY

This chapter was dedicated to demonstrations that all the so-called ‘‘failures’’ of
VB theory are in fact not real. It was shown that in each such ‘‘failure’’, one
could use a simple VB theory, based on the principles outlined in Chapter 3, and
arrive at the correct predictions�results. In so doing, this chapter also provided
the reader with an opportunity to apply qualitative VB theory to some classical
problems in bonding. Having done so, the reader is now more prepared for the
material in Chapter 6, where VB theory is applied to chemical reactivity.
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EXERCISES

5.1. Let px, py be the bonding, and px
�, py

� the antibonding combinations,
respectively, of the p atomic orbitals x1, x2, y1, and y2 of dioxygen (see Fig.
5.1). Ignoring the s bonds and lone pairs, write the MO wave function
CMO(1) that corresponds to the distribution of p electrons schematized in
1 (Fig. 5.1), with a total spin component Sz=0. Expand CMO(1) into its
AO-based constituent determinants, and show that it is equivalent to the
VB wave function CVB(1) expressed in Fig. 5.1

5.2. Using the guidelines for VB matrix elements (see Appendix 3.A.2), express
the leading Hamiltonian matrix element between the VB structures 1F1 and
1F2 of the triangular C3H3

+ cation in the singlet state (see Fig. 5.3). Do the
same for the VB structures 3F1 and

3F2 of the triplet state. Repeat the same
for the singlet and triplet states of the triangular C3H3

� anion (see Fig. 3.4)

5.3. Let jnnpj and jppnj be the wave functions for the lowest and first excited
states, respectively, of ionized H2O in the CMO representation. Prove that
the two determinants are equivalent, respectively, to the VB expressions
for the same states, Cþ

VBð2B1Þ and Cþ
VBð2A1Þ.

5.4. It is experimentally known that benzene exhibits diamagnetic ring currents,
while cyclobutadiene (CBD) does not. In this exercise, we will consider the
wave functions of benzene and CBD as primarily made of their spin-
alternant determinants VQC and V

�
QC, and we will model ring currents by

the passage from one spin-alternant determinant to the other (VQC!V
�
QC),

which is associated with a collective circular flow of electrons.

a. Using the VB mixing rules in Appendix 3.A.2 show that the matrix
element between VQC and V

�
QC is always small, which prevents any

direct transition between the two spin-alternant determinants.
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b. Devise a series of monoionic structures that might possibly mediate the
VQC!V

�
QC transition by successive 1e jumps, in both the benzene and

CBD cases.
c. By using the symmetry of the ionic states in Figs. 5.5 and 5.6, show that

the electron flow around the circumference of benzene suffers no
interruption, while the electron flow is interrupted in CBD.

Answers

Exercise 5.1 Dropping normalization constants, the p MOs and MO wave
functions read

px ¼ x1 þ x2; px
� ¼ x1 � x2

py ¼ y1 þ y2; py
� ¼ y1 � y2

CMOð1Þ ¼ jpxpxp
�
xpypyp�

yj

To expandCMO(1) into its constituent AO-based determinants, one can proceed
separately first with the MOs of the px plane, then with those of the py plane:

jpxpxp
�
x j ¼ j ðx1 þ x2Þðx1 þ x2Þðx1 � x2Þj
¼ j ð�x1x1x2 þ x1x2x1 � x1x2x2 þ x1x2x1Þj / jðx1x1x2 þ x1x2x2Þj

Similarly,

jpypyp�
y j / jðy1y1y2 þ y1y2y2Þj

Combining the two p subsystems leads to:

j pxpxp
�
xpypyp�

y j ¼ j ðx1x1x2 þ x1x2x2Þðy1y1y2 þ y1y2y2Þj ¼ CVBð1Þ

Exercise 5.2 The wave functions for the various VB structures are expressed in
the captions of Figs. 5.3 and 5.4.

Singlet state structures of triangular C3H3
+:

1 F1 ¼ 2�1=2ðjabj � jabjÞ
1F2 ¼ 2�1=2ðjbcj � jbcjÞ

To get the leading terms of h1F1jHj1F2i, wewill consider only thematrix elements
between the determinants that differ by only one orbital, after permutations to
put them in maximum spin-orbital correspondence, that is, hjabj��H��jcbji and
hjabj��H��jcbji. The terms that are to the power of two, bS or S2, are neglected.

hjabj��H��jcbji ¼ bac

hjabj��H��jcbji ¼ bac
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�
1F1jHj1F2

� ¼ 1
2
hjab̄j � jābj��H��jcb̄j � jc̄bji ¼ bac

Triplet state structures of triangular C3H3
+:

3 F1 ¼ jabj
3F2 ¼ jbcj

h3F1jHj3F2i ¼ �hjabj��H��jcbji ¼ �bac

Singlet state structures of triangular C3H3
�:

1 F1 ¼ 2�1=2ðjab̄cc̄j � jābcc̄jÞ
1F2 ¼ 2�1=2ðjbc̄aāj � jb̄caājÞ

Here, the first determinant of 1F1 and the second determinant of 1F2, as well as
the first one of 1F2 and the second one of 1F1, differ by only one spin-orbital.
After some permutations, we get:

hjab̄cc̄j��H��� jab̄cāji ¼ �bac

h�jābcc̄j��H��jābac̄ji ¼ �bac

h1F1jHj1F2i ¼ �bac

Triplet state structures of triangular C3H3
�:

3 F1 ¼ jabcc̄j
3F1 ¼ jbcaāj

h3F1jHj3F2i ¼ hjabcc̄j��H��jabcāji ¼ bac

Exercise 5.3 Dropping normalization constants, the VB ionized states can be
expanded as follows:

Cþ
VBð2B1Þ = jðn� lpÞðn̄� lp̄Þðnþ lpÞj � jðnþ lpÞðn̄þ lp̄Þðn� lpÞj

Cþ
VBð2A1Þ ¼ jðn� lpÞðn̄� lp̄Þðnþ lpÞj þ jðnþ lpÞðn̄þ lp̄Þðn� lpÞj
jðn� lpÞðn̄� lp̄Þðnþ lpÞj ¼ ljnn̄pj � l2jnp̄pj � ljpn̄nj þ l2jpp̄nj
jðnþ lpÞðn̄þ lp̄Þðn� lpÞj ¼ �ljnn̄pj � l2jnp̄pj þ ljpn̄nj þ l2jpp̄nj

By taking the negative and positive combinations of the two preceding equations,
we have

Cþ
VBð2B1Þ ¼ jnn̄pj

Cþ
VBð2A1Þ ¼ jpp̄nj
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Exercise 5.4 The spin-alternant states along with their symmetry assignment
are shown in Scheme 5.Ans.1(a). Each state is composed of two determinants and
one can think about the passage of one determinant to the other as a collective
circularmode of the electrons as shown in (b). As in electron-transfer theory, here
too, the propensity of this movement depends on the matrix element between the
two spin-alternant determinants. Using the VB mixing rules in Appendix 3.A.2,
these matrix elements are very small since the determinants differ by a change of
many spin-orbitals (six in benzene and four in CBD). Therefore, the ‘‘electronic
motion’’ will have to be driven by the ionic structures, which canmix into the spin-
alternant determinants and mediate the circular motion (note that this is
analogous to super-exchange in electron transfer where bridging groups provide
states that mediate the electron transfer from one site to a remote one). Part (c) of
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the drawing shows this mediation. Thus in benzene [case (i)] one starts from V0

and by shifting one b electron, one creates the ionic structure 1, and subsequently
by shifting an a electron one creates 2, and so on, until one ends withV

�
0. We note

that some of the ionic structures are diagonal types. Since the A1g representation
of the ionic structures for benzene includes all the monoionic types (Fig. 5.5)
including the diagonal ones, the electron flow and delocalization around the
circumference of benzene suffers no interruption; complete delocalization of the
electrons is achieved and the electrons can flow freely in either direction. In the
case of CBD (ii), the diagonal ionics are excluded from mixing with the spin-
alternant determinants (Fig. 5.6), and therefore the electron flow around the
circumference will be interrupted.

In the presence of a magnetic field, the electrons of benzene will flow around
the perimeter in a preferred direction that creates diamagnetic ring currents. One
might say that in aromatic species the disposition for ring current exists already in
the electronic structure of the ground state; the magnetic field simply sets the
preferred direction of flow that repels the external field (hence, diamagnetic
currents). In CBD and other antiaromatic systems, where the diagonal ionics are
excluded, a diamagnetic ring current cannot be elicited. Instead, one can show
using van Vleck’s magnetic theory that the electronic flow in antiaromatic species
will be paramagnetic and will arise by mixing of excited states into the ground
state in the presence of the magnetic field. The interested reader may consult Ref.
(24) for details of these paramagnetic ring currents.
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6 Valence Bond Diagrams
for Chemical Reactivity

6.1 INTRODUCTION

There are two fundamental questions that a model of chemical reactivity has to
answer: What are the origins of barriers? What are the factors that determine
reaction mechanisms? Since chemical reactivity involves bond breaking and
making, VB theory with its focus on the bond is able to provide a lucid model
that answers the two questions in a unified manner. The centerpiece of the VB
model is the VB correlation diagram that traces the energy of the VB
configurations along the reaction coordinate. The subsequent configuration
mixing reveals the cause of the barrier, the nature of the transition state, and
the reasons for occurrence of intermediates.

The VB diagram that is discussed in this chapter was initially derived by
projecting MO-based wave functions onto VB structures (1). This projection
was done in the manner that was described in Chapter 4, by taking MO and
MO�CI wave functions and projecting them along the entire reaction
coordinate. Using this transformation created a bridge between the VB and
MO descriptions of chemical reactivity, and provided the means to import into
the VB model, the feature of orbital symmetry through the use of the FO�VB
representation (see Section 3.1.3). The goal of this chapter is to provide a brief
review of the method and its application to reactivity problems, such as barrier
heights, stereo- and regioselectivities, and mechanistic alternatives. Exhaustive
treatments can be found in a few reviews in the primary literature (2–7). The
historical chapter briefly discusses the early VB-based methods developed by
London, Evans, Polanyi, Eyring, and co-workers to compute potential energy
surfaces for chemical reactions.

6.2 TWO ARCHETYPAL VALENCE BOND DIAGRAMS

For a chemist, the most obvious answer to the question, ‘‘What happens to
molecules as they react?’’ (1) is that during the reaction, bonds and electron
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pairs interchange their location and thereby cause a change in the molecular
structures. These changes are native to the VB method that deals with localized
bonds and electron pairs distributed in VB configurations in ways that
characterize particular bonding patterns in molecules. The VB diagram shows
these changes in a vivid manner by focusing on the ‘‘active bonds’’, those that
are being broken or made during the reaction. An entire gamut of reactivity
phenomena requires just two generic diagrams, which are drawn schematically
in Fig. 6.1, and that enable a systematic view of reactivity.

Figure 6.1a depicts a diagram of two interacting states, called a VBSCD,
which describes the formation of a barrier in a single chemical step due to
avoided crossing or resonance mixing of the VB states for reactants and
products. The second is a three-curve diagram (or generally a many-curve
diagram), called a VBCMD, which describes a stepwise mechanism derived
from the VB mixing of the three curves or more, one of which defines a reaction
intermediate (5–7).

6.3 THE VALENCE BOND STATE CORRELATION DIAGRAM MODEL
AND ITS GENERAL OUTLOOK ON REACTIVITY

Later in this chapter we construct VBSCDs in a systematic manner, but for the
moment let us accept the VBSCD as drawn in Fig. 6.1a. This diagram applies
to the general category of reactions that can be described as the interplay of
two major VB structures, that of the reactants (e.g., A/B�C in Fig. 6.1a) and

FIGURE 6.1 The VB diagrams for chemical reactivity: (a) The valence bond state

correlation diagram (VBSCD) showing the mechanism of barrier formation by avoided

crossing of two state curves,Cr andCp, of reactants and products types. (b) The valence

bond configuration mixing diagrams (VBCMD) showing the formation of a reaction

intermediate, by avoided crossing of a third curve, Cint. The final (adiabatic) states for

the thermal reactions are shown by the thick curve.
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that of the products (e.g., A�B/C). It displays the ground-state energy profile
for the reacting system (bold curve), as well as the energy profiles for individual
VB structures as a function of the reaction coordinate (thinner curves); these
latter curves sometimes are also called ‘‘diabatic’’ curves, while the full state
energy curve is called ‘‘adiabatic’’. Thus, starting from the reactants geometry
on the left, the VB structure that represents the reactant’s electronic state, R,
has the lowest energy and merges with the supersystem’s ground state. Then, as
one deforms the reacting molecules toward the products’ geometry, the latter
VB structure gradually rises in energy and finally reaches an excited state P�

that represents the VB structure of the reactants in the products’ geometry. A
similar diabatic curve can be traced from P, the VB structure of the products in
its optimal geometry, to R�, the same VB structure in the reactants’ geometry.
Consequently, the two curves cross somewhere in the middle of the diagram.
The crossing is of course avoided in the adiabatic ground state, owing to the
resonance energy B that results from the mixing of the two VB structures. The
barrier is thus interpreted as arising from avoided crossing between two
diabatic curves, which represent the energy profiles of the VB state curves of
the reactants and products. Thus the diagram shows that when molecules react,
the bonding schemes of the reactants and products interchange and mix along
the reaction pathway.

The simplest rigorous expression for the barrier, based on Fig. 6.1a, is given
by Equation 6.1,

DE 6¼ ¼ DEc � B ð6:1Þ

in terms of the energy required to reach the crossing point, DEc in Fig. 6.1a,
minus B, the resonance energy of the transition state due to the mixing of the
VB forms. One can further relate the height of the crossing point to another
fundamental factor in the diagram in Fig. 6.1a, as follows:

DEc ¼ fG f < 1 ð6:2Þ
Here, f is some fraction of G, the promotion energy required to convert the
electronic structure of R to that of R�, the vertical state of R that has the same
spin pairing as in the product state, P. A useful way of understanding this gap
is as a promotion energy that is required in order to enable the bonds of the
reactants to be broken before they can be replaced by the bonds of the
products. As discussed later, this expression forms a basis for structure�
reactivity relationships based on the VBSCD.

A very simple demonstration of the VB crossing diagram is shown in Output
6.1 (placed at the end of this chapter), which summarizes the VBSCF/STO-3G
calculations (using XMVB) (8) of the two HL configurations for the hydrogen-
exchange reaction, H(2)-H(1)+H(3)

� !H(2)
� +H(1)-H(3), for three different

geometries of the supersystem [H(2)—H(1)—H(3)]; one geometry is a short
H(2)—H(1) bond and a long H(1)—H(3), the second one has identical H(2)—H(1)
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and H(1)—H(3) distances (0.923 Å) and corresponds to the transition state
geometry, and the third one has a long H(2)—H(1) and a short H(1)—H(3). By
inspection of the wave function or the diagonal energies in the Hamiltonian
matrix, we can see that the two HL structures interchange along the exchange
pathway. Initially, the structures [H(2)�H(1)/H(3)

�] and [H(3)�H(1)/H(2)
�], noted

[1 2 3] and [3 1 2] in the output, have the respective energies, �2.991318 and
�2.771714 hartrees, corresponding to an energy gap of 138.0 kcal/mol in the
first geometry (closer to R). Then in the transition state the structures attain the
same energy, and beyond it, at the geometry closer to P, the HL structure that
was higher in energy initially becomes the lowest one. If we further inspect the
wave function and total energy of the adiabatic state at the point
corresponding to transition state geometry, we can see that the wave function
is an equal mixture of the two structures, and the lowest state lies below the
energy of an individual structure (see II.a in Output 6.1) by the amount of
38.1 kcal/mol, which for this crude application can be associated with the
quantity B in Fig. 6.1a. Of course, an accurate calculation of the full VBSCD
would require more VB structures (see below), a better basis set, and a more
sophisticated VB method. Nevertheless, this qualitative picture of crossing and
avoided crossing will not change.

6.4 CONSTRUCTION OF VALENCE BOND STATE CORRELATION
DIAGRAMS FOR ELEMENTARY PROCESSES

In this section, we show how to construct VBSCDs by VB following and
mixing along the reaction coordinate. We will focus on polar-covalent bonds,
where the primary VB structures are the two HL forms. The VBSCDs for cases
involving ionic bonds were discussed in the most recent review on VB diagrams
(5). The VBSCD for bond heterolysis in solution is given as an exercise
(Exercise 6.2).

6.4.1 Valence Bond State Correlation Diagrams for Radical
Exchange Reactions

Consider a reaction that involves cleavage of a bond A-Y by a radical X� (X,
A, Y=any atom or molecular fragment):

X� þ A� Y ! X� Aþ Y� ð6:3Þ
Scheme 6.1 shows the VB structure set for the ‘‘active bonds’’ that

interchange during the reaction; there are eight structures that distribute the
three electrons among the three fragments in all possible ways (assuming each
fragment has a single active orbital). The first three structures (1R�3R) are the
HL and ionic forms that describe the polar�covalent A�Y bond and the X�

radical in the reactants, while the second trio (1P�3P) describes the A�X bond
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and the Y� radical in the products. There are two additional structures, labeled
as 4 and 5, which do not belong to reactant or product bonding, but will mix
into the transition state for the reaction.

Figure 6.2 describes the VB correlation diagram for the primary HL
structures. Beginning with the HL structure of the reactants (1R, Scheme 6.1),
which is labeled initially as R, we can see that along the reaction coordinate the
A���Y bond of R undergoes breaking, while at the same time a repulsive
interaction (50% of a triplet repulsion) builds up between the nonbonded X�

and A� fragments (consult Section 3.5.4). Consequently, R rises in energy and
correlates with the excited state P�. Similarly, starting from the HL structure of
the products (1P, Scheme 6.1), which is initially labeled as P on the right-hand
side of the diagram, the structure suffers along the reaction coordinate A���X
bond breaking and triplet repulsion between A� and Y�, and hence, it
correlates eventually to the excited state R�.

Scheme 6.1

X--A--Y
PR

1R 1P

G

X•↑   +   (A•–•Y) (X•–•A)   +   ↑•Y

(X•↑ A•)         •YX•         (•A ↑•Y)

X ..//..A-Y X-A..//..Y

Reaction Coordinate

R* P*

FIGURE 6.2 The state correlation for the radical exchange reaction, X�+ A�Y!
X�A+Y�, using the HL covalent structures (refer to Scheme 6.1 for the structure set).
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The two intersecting HL curves can be converted to state curves, in Fig. 6.3a,
by mixing into them the ionic structures (from Scheme 6.1) to make bond wave
functions. Thus mixing the two ionic configurations, 2R and 3R into 1R, will
convert the HL A���Y bond into a Lewis A�Y bond, and similarly, mixing of
2P and 3P into 1P will generate the Lewis X�A bond. So now, we have two
Lewis states that can be followed along the reaction coordinate. Based on what
we have learnt so far on the bond wave function, the mixing of the ionic
structures into the HL configuration is strong when the HL bond is short, for
example in the ground states (R and P), and gradually diminishes as the HL
bond gets longer. As such, starting with the Lewis state R in Fig. 6.3a and
following it along the reaction coordinate where the A—Y distance becomes
infinitely long, the state curve will gradually lose its ionic components and
correlate to P�, which is a pure HL representation of the reactant bonding in
the geometry of the product. Likewise, starting with the Lewis curve at the P
extreme and following it along the reaction coordinate will end with the pure
HL excited state R� at the other extreme. Finally, structures 4 and 5, which do
not belong to reactant or product bonding, can be mixed with each other to
generate the charge-transfer excited state (FCT), which involves a single electron
transfer from the radical to the molecule at the two extremes of the diagram. In
the subsequent step, we can allow the state curves to mix. Consequently, the
crossing will be avoided leading to a transition state, and a barrier on the ground-
state energy curve, as shown in Fig. 6.3b.

As we already argued, the origin of the barrier is G. Since R� in Fig. 6.3 is just
the VB image of the product HL wave function in the geometry of the reactants,
this excited state displays a covalent-bond coupling between the infinitely
separated fragments X and A, and an uncoupled fragment Y� in the vicinity

P

1R +ionics

X--A--Y

R

1P + ionics

ΦCT

X--A--Y

R P

TS

G

(a)

R* P*

4 + 5

X ..//..A-Y X-A..//..Y

Reaction Coordinate

R* P*

X ..//..A-Y X-A..//..Y

Reaction Coordinate

(b)

FIGURE 6.3 (a) The state correlation for the radical exchange reaction, X�+A�Y!
X�A+Y�, using the Lewis state curves (refer to Scheme 6.1 for the structure set). (b)

The VBSCD showing the avoided crossing of the state curves (augmented by the mixing

of FCT).
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of A. Dropping normalization factors, the VB wave function of such a state
reads

CðR�Þ ¼ jxāyj � jx̄ayj ð6:4Þ

where x, a, and y are, respectively, the active orbitals of the fragments X, A, and
Y. Using the VB formulas for elementary interactions (see Section 3.5), the
energy of R� relative to the separated X, A, Y fragments becomes�baySay, while
the energy of R is just the bonding energy of the A�Y fragment, that is, 2baySay.
It follows that the energy gap G for any radical exchange reaction of the type in
Equation 6.3 is �3baySay, which is approximately three-quarters of the
singlet�triplet gap DEST of the A�Y bond, namely,

G � 0:75DESTðA� YÞ ð6:5Þ
The state R� in Equation 6.4 strictly keeps the HL wave function of the

product P, and is hence a quasi/spectroscopic state that has a finite overlap
with R. If one orthogonalizes the pair of states R and R�, by, for example, a
Graham�Schmidt procedure (see Exercise 6.3), the excited state becomes a
pure spectroscopic state in which the A�Y is in a triplet state and is coupled to
X� to yield a doublet state. In such an event, one could simply use, instead of
Equation 6.5, the spectroscopic gap GS in Equation 6.6 that is simply the
singlet�triplet energy gap of the A�Y bond:

GS ¼ DESTðA� YÞ ð6:6Þ
Each formulation of the state R� has its own advantages (6,9), Equation 6.6

has the merit of simplicity and is easiest to apply when several bonds are
broken�made in a reaction. On the other hand, Equation 6.5, which is more
faithful to the sense of the VB correlation, should be preferred when subtle effects
are searched for (see Exercises 6.5�6.7). What is essential for the moment is that
both expressions use a gap that is either the singlet-to-triplet excitation of the
bond that is broken during the reaction, or the same quantity scaled by
approximately a constant 0.75. As mentioned above, a useful way of
understanding this gap is as a promotion energy that is required in order to
enable the A�Y bond to be broken and be replaced by another bond, X�A.

6.4.2 Valence Bond State Correlation Diagrams for Reactions between
Nucleophiles and Electrophiles

Scheme 6.2 illustrates the VB structure set for describing an SN2 reaction where
the nucleophile, X�, shifts an electron to the A�Y electrophile and forms a
new X�A bond, while the leaving group Y departs with the negative charge,
Equation 6.7:

X:� þ A� Y ! X� Aþ : Y� ð6:7Þ
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The principal structures are the two HL forms describing reactants and
products, 6R and 6P. The long-bond structure, 7LB, is another covalently
coupled configuration that involves coupling between the X� and Y� fragments
and an anionic fragment A:�. Structures 8�10 are ionic structures, each of
which has two anions and one cationic fragment; the most important among
these is the alternate triple ion structure, 8TI.

Figure 6.4a illustrates the formation of the VB correlation diagram for this
reaction using the two HL structures 6R and 6P, while disregarding electrostatic
interactions between the anion and the molecule, and focusing on the bonding
changes. Starting at the R extreme, the most stable structure is 6R, which
possesses an anion X:� and a HL A���Y bond. Along the reaction coordinate,
the HL bond is broken and a repulsive 3e interaction (see Section 3.5.2) builds
up between X:� and A�; hence, the HL structure of the reactants correlates to
an excited structure P� of the products. The HL structure of the products, 6P,
behaves in an analogous manner and correlates with R� along the reverse
reaction coordinate.

Scheme 6.2

R

6R
6P

      (X:–  •A)       •Y

P

G

R

TS

P

X--A--Y X--A--Y

(X•–•A) +  :Y–

(X∴A)–     •YX•         ( •A  :Y–)

(a)

R* P*

X ..//..A-Y X-A..//..Y

Reaction Coordinate

R* P*

X ..//..A-Y X-A..//..Y

Reaction Coordinate

(b)

X:–  + (A•–•Y)

X•         (A∴Y)–

(X–A) +  :Y–X:–  + (A–Y)

6R + ionics 6P + ionics

FIGURE 6.4 (a) The state correlation for a reaction between a nucleophile and an

electrophile, X:�+A�Y!X�A+:Y�, using the HL structures (refer to Scheme 6.2

for the structure set). (b) The VBSCD showing the avoided crossing of the state curves.

Note that R� and P� are spectroscopic charge-transfer states.
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In the same manner as in the previous reaction, here too, the HL curves can
be converted to Lewis state curves by mixing in the secondary configurations.
Thus, mixing the ionic structures 8TI and 9 into the HL curve 6R will convert
the ground state to the X:� ion and a Lewis A�Y bond and generate the R
state curve. Similarly, mixing structures 8TI and 10 into the HL curve 6P will
generate the Lewis state X�A/Y:� and the corresponding P curve. Along the
reaction coordinate, these Lewis curves will correlate with the HL excited
structures shown already in Fig. 6.4a. However, at these points, the long-bond
structure, 7LB, will mix in and will convert the 3e moieties, (A� :Y�) and
(A� :X�), to delocalized 3e species, (A;Y)� and (A;X)�, respectively, as
shown in Fig. 6.4b. Finally, the two state curves can be allowed to mix, and
thereby generate a ground-state curve with a transition state and a barrier for
the ground-state reaction.

Now, let us derive an expression for G, by simply examining the nature of
the excited state R� relative to the corresponding ground state in Fig. 6.4b. In
R�, A and Y are geometrically close to each other (as in the ground state, R)
and separated from X by a long distance. The X fragment, which is neutral in
the product P, must remain neutral in R� and therefore carries a single active
electron. Consequently, the negative charge is located on the A . . .Y complex,
so that the R� state is the result of a charge transfer from the nucleophile (X:�)
to the electrophile (A-Y), and is depicted in Fig. 6.4b as X�/(A;Y)�. It follows
that the promotion from R to R� is made of two terms: an electron detachment
from the nucleophile, X:�, and an electron attachment to the electrophile,
A�Y. The promotion energy G is therefore the difference between the vertical
ionization potential of the nucleophile, I�X:, and the vertical electron affinity of
the electrophile, A�

A�Y, given by Equation 6.8,

G ¼ I�X: � A�
A�Y ð6:8Þ

where the asterisk denotes a vertical quantity with respect to molecular, as well
as solvent, configurations (10,11). Thus, the mechanism of a nucleophilic
substitution may be viewed as an electron transfer from the nucleophile to the
electrophile, and a coupling of the supplementary electron of the electrophile to
the remaining electron of the nucleophile, thereby making a new bond. In fact,
the description is general for any electrophile�nucleophile combination.

6.4.3 Generalization of Valence Bond State Correlation Diagrams
for Reactions Involving Reorganization of Covalent Bonds

As becomes evident from the two preceding examples, the VBSCD has the
shape it has because of the crossing of the two HL structures that describe
reactant and product bonding. In fact, as long as the bonds that break and
form in the reaction are covalent (polar-covalent), this interchange of the HL
structures will always occur along the reaction coordinate. This is a simple
fundamental rule of VB theory:
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Rule 1. For any reaction, that involves bond breaking and making, the HL structure

describing the bonds in the reactants will interchange along the reaction coordinate

with the corresponding HL structure that describes the bonds in the products. This

interchange does not at all depend on the stereochemical course of the reaction; it is an

outcome of the different bonding characteristics of reactants and products.

Furthermore, the two examples we worked out in detail represent archetypes
of electronic reorganization that are common to all chemical reactions. In each
case, the promotion energy G can be deduced from the nature of R�, namely, by
inspecting the HL structure of the products at the geometry of the reactants.
Thus, during the radical exchange process in Fig. 6.2, all the fragments keep their
electrons and the bond exchange occurs due to a different mode of pairing up the
spins into bonds. In the nucleophile�electrophile reaction in Fig. 6.4a, one-
electron transfer (from the nucleophile to the electrophile) attends the bond
exchange. Accordingly, we can state the following generalities about the
promotion energy G we are likely to encounter in chemical reactions:

Rule 2. The R� state is an electronic image of the product state P, for any reaction (and

so is P� related to R). The promotion energy G involves two types of elementary

excitations depending on the type of the reaction: (a) In reactions between nucleophiles

and electrophiles, the excitation is a vertical charge-transfer energy corresponding to an

electron transfer from the nucleophile to the electrophile. (b) In reactions that involve

only bond exchange, a triplet excitation is required for each bond that is broken during

the reaction.

Scheme 6.3 applies these rules by showing the HL structures for two
cycloaddition reactions; 11R and 11P are the structures for the reactants and
products of the Woodward�Hoffmann forbidden 2+2 reaction, while 12R
and 12P are the structures for the Woodward�Hoffmann allowed Diels�Alder
reaction. In both cases, the difference in the HL structure is only the mode of
spin coupling, and therefore the promotion energy G will involve only
singlet�triplet excitations. In accord, we drew in Fig. 6.5 the corresponding

Scheme 6.3
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VBSCDs without the VB mixing of the state curves. It is seen that in both
cases, the promotion gap is given by the sum of the singlet-to-triplet excitation
of the two reactants, while pairing up all the spins into a total singlet spin (see
later for a discussion of the meaning of forbiddenness vs. allowedness in the
Woodward�Hoffmann sense, in terms of the VB diagram).

The application of the rules is straightforward, and a few more examples are
illustrated in the following sections and in Exercises 6.7 and 6.8.

6.5 BARRIER EXPRESSIONS BASED ON THE VALENCE BOND STATE
CORRELATION DIAGRAM MODEL

As we argued at the outset of this chapter, the barrier DE6¼ of a reaction can be
expressed as a function of fundamental parameters of the diagram. With
reference to Fig. 6.1a and Equation 6.2, the simplest expression is Equation 6.9:

DE 6¼ ¼ f G� B ð6:9Þ
Here, G is the promotion energy, and f is some fraction <1. This f parameter is
associated with the curvature of the diabatic curves, large upward curvatures
meaning large values of f, and vice versa for small upward curvatures. The
curvature depends on the descent of R� and P� toward the crossing point and
on the relative pull of the ground states, R and P, so that f incorporates various
repulsive and attractive interactions, which are typical of the VB structures of
the individual curves along the reaction coordinate. The last quantity is the
resonance energy B arising from the mixing of the two VB structures in the
geometry of the crossing point.

A similar expression can be given for the barrier of the reverse reaction as a
function of the product’s gap and its corresponding f factor. Based on Fig. 6.6,
one then distinguishes between the reactant’s and product’s gaps, Gr and Gp,

G =2 ∆EST(C=C) G = ∆EST(D) + ∆EST(O)
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FIGURE 6.5 (a) The state correlation for (a) a 2+2 cycloaddition reaction, and (b) a

Diels�Alder 4+2 reaction. The promotion gap expressions are shown beneath the

respective diagrams.
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their corresponding f factors fr and fp, and the energy difference between
reactants and products, DErp, that is, the reaction endo�exothermicity. By
taking all these factors into a single equation, an expression for the barrier can
be derived as (12):

DE 6¼ ¼ f0G0þðGp=2G0ÞDErpþð1=2G0ÞDErp
2�B;

f0¼0:5ðfrþ fpÞ;G0¼0:5ðGrþGpÞ
ð6:10Þ

Here, G0 and f0 are average quantities.
A more compact expression can be given by neglecting the quadratic term in

6.10 and taking Gp/2G0 as �1/2:

DE 6¼ � f0G0 � Bþ 0:5DErp; G0 ¼ 0:5ðGr þ GpÞ ð6:11Þ
Here, the first two terms jointly define an intrinsic barrier quantity that is
determined by the averaged f and G quantities and by the resonance energy of
the transition state, due to the avoided crossing, while the third term gives the
effect of the reaction thermodynamics (taken only to first order). Equations
6.10 and 6.11 also form a bridge to the popular Marcus equation that is used in
physical organic chemistry (13) to analyze the barrier in terms of an intrinsic
barrier, DE0

6¼, and a thermodynamic attenuation factor:

DE 6¼ ¼ DE
6¼
0 þ 0:5DErp þ ðDErpÞ2=16DE 6¼

0 ð6:12Þ

Note that both Equations 6.10 and 6.12 contain quadratic terms, albeit with
different weighing coefficients of the (DErp)

2 term.
The intrinsic barrier in the Marcus equation plays an important role, but is

essentially unknown and has to be determined either by averaging the barriers

FIGURE 6.6 A generic VBSCD with the key factors that affect the barrier.
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of pairs of identity reactions (when the reaction series possesses identity
processes), or by assuming that it is a constant in a series. Now, simplifying the
Marcus equation by neglecting the quadratic term, as we did to derive
Equation 6.11, and comparing Equations 6.11 and 6.12 reveals an explicit
expression of the intrinsic barrier in terms of the VBSCD parameters:

DE0
6¼ ¼ f0G0 � B ð6:13Þ

Taken together the barrier expressions describe the interplay of three effects:
(a) The f0G0 factor describes the energy cost due to undoing the pairing of
bonding electrons in order to make new bonds. (b) The DErp factor accounts
for the classical rate-equilibrium effect. (c) The quantity B is the transition state
resonance energy, which involves information about the electronic structure of
the transition state and the preferred stereochemistry of the reaction.

6.5.1 Some Guidelines for Quantitative Applications of the Valence Bond
State Correlation Diagram Model

A quantitative application of the VB diagram requires calculations of DEc and
B (see Eq. 6.1), or of f, G, and B (remember that f in Eq. 6.9 incorporates the
scaling effect by the reaction energy, DErp; see below Fig. 6.7c). The energy gap
factor, G, is straightforward to obtain for any kind of process. The height of
the crossing point incorporates effects of bond deformations (bond stretching,
angular changes, etc.) in the reactants and nonbonded repulsions between them
at the geometry corresponding to the crossing point of the lowest energy on the
seam of crossing between the two state curves (Fig. 6.1a). This, in turn, can be
computed by means of ab initio calculations, for example, straightforwardly by
use of a VB method (14–17), or with various methods for getting VB quantities
from MO-based procedures (18) (see Chapter 9). Alternatively, the height of
the crossing point can be computed by molecular mechanical means (19,20).
Except for VB theory that calculates B explicitly, in all other methods this
quantity is obtained as the difference between the energy of the transition state
and the computed height of the crossing point. In a few cases, it is possible to
use analytical formulas to derive expressions for the parameters f and B

(2,5,16,21). Thus, in principle the VBSCD is a computable qualitative model.

6.6 MAKING QUALITATIVE REACTIVITY PREDICTIONS WITH THE
VALENCE BOND STATE CORRELATION DIAGRAM

The VBSCD is a portable tool for making predictions by deducing the
magnitudes of barriers from the properties of reactants. The purpose of the
following sections is to teach an effective way of using the VBSCD qualitatively
as a system of thought about chemical reactivity. Figure 6.7 pictorially outlines
the impact of the various factors on the barrier in line with the quantitative
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expression in Equation 6.11. Part (a) shows the effect of increasing the
promotion energy gap, G, on the height of the crossing point, part (b) shows
the effect of changes in the curvature factor, f, part (c) shows the impact of
changing the reaction exothermicity (note that making a reaction more
exothermic amounts effectively to the lowering of f for a given gap G), while
part (d) depicts the effect of changes in the resonance energy of the transition
states. Of course, these effects are illustrated for idealized situations where the
factors change one at a time. In reality, in a series of related reactions, a few
factors or all of them may change simultaneously.

Since reactivity is a multivariable function of properties of reactants and
products, in order to establish meaningful correlations, one has to start with
the G parameter, which is the root cause why there is a barrier at all (try
considering a reaction with G=0 or wait for Exercise 6.1). When can we
expect reactivity patterns that follow the variation of G? To answer this
question, it makes sense to start with families of related reactions; in some of
these families both the curvatures of the diabatic curves (parameter f) and the
avoided crossing resonance energy (parameter B) can be assumed to be nearly
constant, while in other such series, f and B (and DErp in the more explicit
expressions, e.g., Eq. 6.11) will usually vary in the same manner as G. At both
instances, the parameter G would be the crucial quantity that governs the
reaction barriers in the series: the larger the gap G, the larger the barrier. A
correlation of barriers with G will establish causality between the barrier and its
origins.

Whenever one finds that the variations of the barrier are not dominated by
variations in G, one may then inquire about the role of the other parameters,
notably; f, B, and DErp. In this systematic manner, one can map the reactivity in
terms of the variations predicted in Fig. 6.7. Let us proceed with a few
applications to illustrate this reasoning.

6.6.1 Reactivity Trends in Radical Exchange Reactions

As an application, let us consider a typical class of radical exchange reactions,
the hydrogen abstractions from alkanes. Equation 6.14 describes the identity
process of hydrogen abstraction by an alkyl radical:

R� þ H� R ! R� Hþ R� ð6:14Þ

Identity reactions proceed without a thermodynamic driving force, and
therefore project the role of promotion energy as the origin of the barrier
(recall, the intrinsic barrier above).

The barriers for a series of radicals have been computed (22), and were
found to increase as the R�H bond energy D increases; the barrier is the largest
for R=CH3 and the smallest for R=C(CH3)3. This trend has been
interpreted by Pross et al. (23) using the VBSCD model. The promotion gap
G that is the origin of the barrier involves the singlet�triplet excitation of the

130 VALENCE BOND DIAGRAMS



R�H bond (Eqs. 6.5 and 6.6). Now, according to Equations 3.37 and 3.38, this
singlet�triplet gap is proportional to the bonding energy of the R�H bond,
that is, DEST� 2D. Therefore, the correlation of the barrier with the bond
strength is equivalent to a correlation with the singlet�triplet promotion
energy (Eq. 6.6), thereby reflecting the electronic reorganization that is
required during the reaction. In fact, the computed barriers for the entire series
can be fitted (6,7) to the barrier expression in Equation 6.15:

DE 6¼ ¼ 0:3481G� 50 kcal=mol; G ¼ 2DRH ð6:15Þ
This correlation indicates that this is a reaction family with constants
f=0.3481 and B=50kcal/mol. If this is indeed the case (can be checked by
VB computations), this kind of correlation enables one to ‘‘measure’’ the
resonance energy of the transition state of a chemical reaction.

Recently, computations demonstrated that the DEST quantity that varies as
the corresponding bond energy (5–7;15–17) also governs the trends in the
barriers for the hydrogen exchange identity reaction, X� +XH!XH+ �X,
when X varies down the column of the periodic table, that is, X=CH3, SiH3,
GeH3, SnH3, and PbH3. Thus, in this series the G quantity, and hence also
DRH, decrease as X varies down the column of the periodic table. However, in
the same series, B also decreases down the column and varies as 0.5DXH, while f
is approximately a constant (f=1/3). Since both G and B vary in the same
manner, the barrier correlates with the size of the bond energy. A similar
correlation was shown (24) to govern the trends for the series
X� +HX!XH+ �X, X=halogen, where the barriers for the linear reaction
decrease from X=F to X=I, in accordance with the decrease of the
DEST(H�X) quantity and the corresponding bond energy, DXH. We may
expect the same trend for other X� +HX series, where X varies down the
column in the periodic table.

In contrast to the above series, for changes along a row of the periodic table,
for example, in X� +HX!XH+ �X, where X=CH3, NH2, OH, and F, the
barriers do not correlate with the G quantity (25). When the simple application
of the VBSCD does not lead to a correct prediction, this is not because the
model fails, since as explained above, the VB crossing of the HL structures
underlying the VBSCD is rigorous. Rather, this is because the reactions that
are considered are not sufficiently similar to each other to constitute a ‘‘family’’
of reactions, in the sense defined above. More specifically, what fails for the
present series is the assumption that the variation of G dominates the variation
of the barrier, since the other parameters do not vary in an adverse manner. As
argued above, this assumption will be valid, if B is itself a constant (see Eq.
6.15) or when B varies in proportion to the X�H bond energy by a constant
proportionality factor for the entire series. However, in series where B does not
behave in these manners, the correlation of the barrier with the bond energy
will often break down. Indeed, as was shown in the computational study, when
the terminal groups of the X—H—X transition state carry lone pairs, the
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transition state is bent away from linearity (25). This bending lowers the
barrier, but not uniformly, for example, by 4.7 kcal/mol for X=F, by 3.8 kcal/
mol for X=OH (data calculated for Ref. 26), 1.3 kcal/mol for X=Cl, and so
on (24). One can see that whenever X bears lone pairs, the bending of the
transition state (TS) will involve in addition to the ‘‘normal’’ structures
expected from a 3e/3c process, also some new secondary VB structures, in
which the lone pairs participate in the electronic reorganization, as shown in
Scheme 6.4. Thus, in addition to the normal HL (13R and 13P) and ionic (14
and 15) structures, in which three electrons are distributed in the orbitals along
the XHX axis, bending causes the appearance of new covalent configurations
16 and 17 in which the electrons are distributed also in the pp atomic orbitals
that were perpendicular to the X�X axis in the linear geometry. These extra
configurations not only reinforce the covalent X�H bonding, but they also
induce (due to the resonance between 16 and 17) some 3e bonding between the
pp orbitals that approach each other upon bending. The mixing of the latter
VB structures into the 3e/3c transition state will lower the barrier upon bending
of the TS. This increase, however, will not be uniform in a given series where
the number of lone pairs is not constant, and which therefore do not
constitute a family of reactions among which a simple application of the
VBSCD model is possible.

6.6.2 Reactivity Trends in Allowed and Forbidden Reactions

Despite the above qualifications, reaction series where G dominates reactivity
abound (2,4,5). Thus, in a series of Woodward�Hoffmann forbidden 2+2
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Scheme 6.4
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dimerization reactions, the promotion gap is proportional to the sum of the
DEST(pp

�) quantities of the two reactants (if needed, see Fig. 6.5a).
Consequently, the barrier decreases from 42.2 kcal/mol for the dimerization
of ethylene where SDEST(pp

�) is 198 kcal/mol down to <10 kcal/mol for the
dimerization of disilene for which SDEST(pp

�) is 80 kcal/mol. Indeed, with
differences of 118 kcal/mol in G, and assuming a factor f of 0.3, the barrier
difference is predicted to be of the order of 35 kcal/mol. Note that in this
comparison, the reduction in the value of G is accompanied by a concomitant
change in DErp, namely, the reaction also becomes more exothermic; both
factors will therefore reinforce one another. Thus, down the column of the
periodic table, the barriers of forbidden reactions decrease markedly (note,
however, that the mechanism may still be stepwise).

Of course, formally allowed and forbidden reactions, in the
Woodward�Hoffmann sense, must be considered separately, as distinct
reaction families, when correlating barriers to the G parameter. This happens
because, as a rule, allowed reactions have comparatively larger resonance
energies B relative to forbidden reactions, as will be shown below.

As depicted in Fig. 6.5b, the promotion gap for an allowed Diels�Alder
reaction is given also by SDEST(pp

�) (5). Indeed, comparison of the
Diels�Alder reaction to the trimerization of acetylene, which is also formally
allowed, shows that the barrier jumps from 22 kcal/mol for the Diels�Alder
reaction (Fig. 6.5b), where SDEST(pp

�) is ca. 173 kcal/mol, to 62 kcal/mol for
the trimerization of acetylene, where SDEST(pp

�) is much larger (375 kcal/
mol). Thus, with differences of 200 kcal/mol in G, the model predicts that the
Diels�Alder reaction should have a lower barrier than the trimerization of
acetylene. Note that this occurs despite the much greater exothermicity of the
latter reaction, thus further highlighting the importance of G as the
fundamental quantity of reactivity. This last comparison is interesting from
another angle, because it demonstrates that by linking the two double bonds
together as in butadiene, one reduces the value of G to a significant extent,
compared with the termolecular reaction where the three double bonds are
separated and each has to be promoted in the R� state (see Exercise 6.8 for the
trimerization of ethylene). Generally speaking, G varies linearly with the
number of bonds that reacts, and therefore the chemical transformation involving

covalent bonds is normally limited to very few bonds, unless the bonds are
conjugated and lead to intramolecular advantage via the reduction of G.
Chemical reactivity is localized.

6.6.3 Reactivity Trends in Oxidative�Addition Reactions

The simplest oxidative�addition reaction in organic chemistry is the bond
activation reaction of, for example, a C�H by a carbenoid reagent X2E:, for
example, E=C, Si, Ge, Sn, Pb, while X=H or any other monovalent groups.
Scheme 6.5a shows the R and R� states for this bond activation process, using
both electron-dot pairing schemes as well as FO�VB bond-pairing diagrams.
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Thus, 18 depicts the R state having a singlet paired X2E:, represented by a
doubly filled s FO and a vacant p-type FO, as well as a molecule undergoing
C�H activation, represented by a doubly occupied s orbital and a vacant s�

orbital. The R� state in 19 involves electronic monoexcitations of the two
reactants while coupling the spins of the electrons to a total singlet by creating
two bond pairs, so as to match the nodal properties of the FOs. Based on that
we can draw the state correlation in the VBSCD and assign the G value as the
sum of the singlet�triplet promotion energies of the two reactants, as shown in
Fig. 6.8a.

An analogous process is the oxidative�addition of a d10�L2TM (TM=Ni,
Pd, Pt) transition metal complex to a C�X bond (X=halogen), which for
TM=Pd is a key step in the catalytic cycles of, for example, the Heck reaction
and Suzuki coupling (27). To simplify the argument, let us consider a case
where the L2 ligands are parts of a single bidentate ligand, so that the L2TM
has a bent geometry. If the ligands are of the ‘‘L’’ type, that is, they each bring
a lone pair to the coordination sphere and are linked to the metal by a dative
bond (e.g., NR3, PR3), then we know from the ‘‘isolobal analogy’’ (28) that the
FOs of the L2TM: complex resemble those of a carbenoid species (in reverse
order), as shown in Scheme 6.5b. These FOs are obtained in the usual manner,
shown by Hoffmann, by starting from a square planar L2TMX2 complex and
cutting the two TM�X bonds, leaving behind the L2TM fragment with two
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hybrids at the missing coordination sites. Drawing 20 in the scheme depicts the
R state, where now the singlet paired L2TM: is represented by a doubly filled p-
type FO and a vacant s type FO, while the C�X bond is represented by a
doubly occupied s orbital. The R� state, shown in 21 involves unpairing of
both closed-shell moieties to monoexcited states and coupling the electrons to a
total singlet state with two bond pairs in symmetry matched FOs. The
corresponding state correlation in the VBSCD is depicted in Fig. 6.8b, along
with the expression of G. The analogy between the two VBSCDs and the
dependence of the corresponding barriers on the same G quantity are apparent.

These oxidative�addition reactions have been treated extensively by Su
et al. (29–31), using the VBSCD model. In all cases, a good correlation was
obtained between the computed barriers of the reaction and the respective
DEST quantities (which enter into the expression of G), including the relative
reactivity of carbenoids, and of PtL2 versus PdL2 (29–31). Another treatment
led to the same reactivity patterns for C�F bond activation reactions by
Rh(PR3)2X and Ir(PR3)2X d8 complexes, which are isolobal to carbenoids (30).
A similar extended correlation was found recently for C�Cl activation by
d10-PdL2 (32), and is dealt with in Exercise 6.9.

Despite the similarity between the processes in Figs. 6.8a and b, there is one
immediately notable difference, and this is the stereochemistry of the reaction.
Since stereochemical issues are treated later, we mention this here in passing.
Thus, inspecting the FO�VB bond diagrams in 19 versus 21 (Scheme 6.5), it is
apparent that the oxidative cleavage by a carbenoid will lead to a tetrahedral
bond insertion product, while the one formed by use of the transition metal
complex will be square planar. These different stereochemistries are well
known since a d8 tetracoordinated organometallic complex is expected to be
square planar. Still it is interesting to note that these differences are dictated by
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nodal properties of the orbitals participating in the bond pairs in the
corresponding R� states.

6.6.4 Reactivity Trends in Reactions between Nucleophiles and Electrophiles

As noted above, the mechanism of reactions between nucleophiles and
electrophiles may be viewed as an electron transfer from the nucleophile to the
electrophile, and a coupling of the supplementary electron of the electrophile to
the remaining electron of the nucleophile. The corresponding promotion
energy G is the vertical electron-transfer energy from the nucleophile to the
electrophile (see, Eq. 6.8 and Section 6.4.2).

A whole monograph and many reviews were dedicated to discussion of SN2
reactivity based on the VBSCD model (Fig. 6.4, Eq. 6.8), and the interested
reader may consult these (2,33–35). In brief, in SN2 reactions all the reactivity
factors change, for example, if we consider the X:�/CH3X series, where X is a
halogen, both G and B change and increase as the bond energy, DCX, increase,
but they vary differently. Consequently, the barrier for X=F is slightly
smaller than for X=Cl in the gas phase, while in the rest of the series the
barrier decreases as G decreases from X=Cl to X=I, namely: DE 6¼

(Cl)>DE 6¼ (Br)>DE 6¼ (I) (5). For the same reactions in a solvent, the vertical
charge-transfer states have the same solvent orientations as the respective
ground states, and hence are poorly solvated. Therefore, the G factor in
solution is augmented by solvation terms (by roughly the solvation energy of
the anion X�), and this increase renders G the dominant factor, leading to the
‘‘normal’’ order of barriers, DE 6¼ (F)>DE 6¼ (Cl)>DE 6¼ (Br)>DE 6¼ (I) (10,36).

One important feature that emerges from the extensive treatments of SN2
reactivity is the insight into variations of f. Thus, whether or not the odd
electrons in the R� state are easily accessible to couple to a bond determines the
size of the f factor; the easier the bond coupling along the reaction coordinate,
the smaller the f and vice versa. For example, in SN2, with delocalized
nucleophiles (e.g., acetate and phenyl thiolate), the active electron is not 100%
located on the atom that is going to be eventually linked to the fragment A in
the reaction in Fig. 6.4. So the diabatic curve will slowly descend from R� to P
and one may expect a large f factor. On the other hand, localized nucleophiles
will correspond to smaller f factors. Of course, the same distinction can be
made between localized and delocalized electrophiles, leading to the same
prediction regarding the magnitude of f.

In general, since all reactions between closed-shell electrophiles and
nucleophiles subscribe to the same diagram type (5) with vertical charge
transfer R� and P� states, we expect to see the same influence of electron
delocalization on the f factor. An example is the nucleophilic cleavage of an
ester where the rate-determining step is known (37,38) to involve the
formation of a tetrahedral intermediate, as depicted in Fig. 6.9. The
promotion energy for the rate-determining step is, accordingly, the difference
between the vertical ionization potential of the nucleophile and the electron
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attachment energy of the carbonyl group. The barriers are given, therefore, by
Equation 6.16:

DE 6¼ ¼ f ½I�X � A�
C¼O� � B ð6:16Þ

The quantity A�
C¼O is a constant for a given ester, and therefore the correlation

of barriers with the promotion energy becomes a correlation with the vertical
ionization energy of the nucleophiles, I�X. Figure 6.10 shows a structure-
reactivity correlation for the nucleophilic cleavage of a specific ester based on
the VBSCD analysis of Buncel et al (39). It is seen that the free energies of
activation correlate with the vertical ionization energies of the nucleophile in the
reaction solvent. Furthermore, localized and delocalized nucleophiles appear to
generate correlation lines of different slopes. The two correlation lines obtained

FIGURE 6.9 The ground and vertical charge-transfer states in the VBSCD that

describes a nucleophilic attack on a carbonyl group.

FIGURE 6.10 A plot of the free energy of activation for nucleophilic cleavage of an

ester versus the vertical ionization potential of the nucleophile. (Adapted with

permission from Ref. 39.)
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for the experimental data in Fig. 6.10 are readily understood based on
Equation 6.11 (and Fig. 6.7) as corresponding to different f values, where the
localized nucleophiles possess the smaller f value, and hence a smaller
structure�reactivity slope in comparison with the delocalized nucleophiles.

6.6.5 Chemical Significance of the f Factor

The f factor defines the intrinsic selectivity of the reaction series to a change in
the vertical gap (2,5,33), that is,

f ¼ @ðDE 6¼Þ=@G ð6:17Þ

As we just argued, for reactions of electrophiles and nucleophiles f increases as
the nucleophile becomes more delocalized. Thus, the series of delocalized
nucleophiles, in Fig. 6.10, ismore selective to changes (of any kind) that affect the
gap,G, compared with the series of localized nucleophiles. This would be general
for other processes aswell; delocalization of the single electrons in theR� states of
the diagram results in higher f values, and vice versa. Such trends abound in
electrophile�nucleophile combinations; they were analyzed also for radical
addition to olefins (40), and are likely to be a general feature of reactivity.

6.6.6 Making Stereochemical Predictions with the VBSCD Model

Making stereochemical predictions is rather facile if we use FO�VB
configurations (1,5,41). We already saw that, when we briefly addressed the
stereochemistry of the oxidative bond activations in Fig. 6.8. It is essential to
recognize at the outset that the original configurational mapping from MO�CI
to FO�VB configurations showed that the selection rule derived from the
simple FO�VB diagram representations of R and R� is reinforced, in fact, by
other FO�VB configurations that mix with the original ones so as to provide an
optimal mixing matrix element (by rehybridizing the FOs so as to increase their
overlaps) (1). To further illustrate the manner by which orbital selection rules
can be derived (5), let us take a simple example with well�known
stereochemistry, the nucleophilic substitution reaction discussed before in
Fig. 6.4. The corresponding R� charge-transfer state is depicted in Fig. 6.11 in its
FO�VB formulation, where the nucleophile appears here in its 1e reduced form
X�, with a single electron in wX, while the substrate has an extra electron in its
s�
AY orbital. The two single electrons are coupled into a wX�s�

AY bond pair.
The R� state correlates to product, X�A/:Y�, since it contains a wX � s�

AY

bond pair that becomes the X�A bond, and at the same time the occupancy of
the s�

AY orbital causes the cleavage of the A�Y bond to release the :Y� anion.
Furthermore, the R� state contains information about the stereochemical
pathway. Since the bond pair involves a wX�s�

AY overlap, due to the nodal
properties of the s�

AY orbital the bond pair will be optimized when the X� is
coupled to the substrate in a collinear X�A�Y fashion. Thus, the steepest
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descent of the R� state, and the lowest crossing point will occur along a
backside trajectory of the nucleophile toward the substrate.

If we assume that the charge-transfer state remains the leading configuration
of R� near the crossing point, then we can make predictions about the
resonance energy B. Indeed, the size of B is dominated by the matrix element
between R and R�. Since these two VB configurations differ by the occupancy
of one spin�orbital (wX in R is replaced by s�

AY in R�) then following the
qualitative rules for matrix elements (see Appendix 3.A.2), the resonance
energy of the TS will be proportional to the overlap of these orbitals, that is,

B / hwXjs�
AYi ð6:18Þ

Therefore, it follows that in a backside trajectory, we obtain both the lowest
crossing point as well as the largest TS resonance energy. Computationally, the
backside barrier is smaller by�10�20kcal/mol comparedwith a front side attack
(42). Equation 6.18 defines an orbital selection rule for an SN2 reaction.Working
out this rather trivial prediction is nevertheless necessary since it constitutes a
prototypical example for deriving orbital selection rules in other reactions, using
FO�VB configurations. Thus, a simple rule may be stated as follows:

Rule 3. The intrinsic bonding features of R� provide information about the reaction

trajectory, while the hRjR�i overlap provides information about the geometric

dependence of the resonance energy of the TS.

By using this approach, it is possible to derive orbital selection rules for
cases that are ambiguous in qualitative MO theory. Let us take the radical
cleavage of s bonds as an example. If wR is the singly occupied orbital of the
attacking radical, the reactants state, R, is the determinant jwRs s̄j. The R�

state, with a triplet s1s�1 configuration on the substrate, has the following
determinant: jw̄Rss

�j. Reordering the orbitals of the latter we obtain js�sw̄Rj

FIGURE 6.11 The FO�VB representations of the ground (R) and charge-transfer (R�)
states in the VBSCD of the SN2 reaction, X:�+A�Y!X�A+:Y�.
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for the R� state. By using the rules displayed in Section 3.2, the overlap hRjR�i
is readily expressed as the product of overlaps between wR and the s and s�

orbitals of the substrate, namely, hwRjsihwRjs�i. This product is optimized once
again in a backside attack, and therefore one can predict that radical cleavage
of s-bonds will proceed with inversion of configuration. All known
experimental data (43–48) conform to this prediction. Another area where
successful predictions have been made involves nucleophilic attacks on radical
cations. Here using the corresponding R and R� states (49), it was predicted
that stereoselectivity and regioselectivity of nucleophilic attack should be
controlled by the lowest unoccupied molecular orbitals (LUMO) of the radical
cation (see Exercise 6.10). Both stereospecificity and regioselectivity predictions
were verified by experiment (50,51) and computational means (42). For a more
in-depth discussion, the reader may consult the most recent review of the
VBSCD and VBCMD models (5).

6.6.7 Predicting Transition State Structures with the Valence Bond State
Correlation Diagram Model

Another way to exploit the insights of the VB�FO representation (5,41) is to
focus directly on the bonding in the TS. To illustrate this approach, consider a
linear X---H---X TS for a hydrogen-abstraction reaction that was discussed
above (see Scheme 6.4). Figure 6.12a shows the bond diagram for the linear TS
using now the 1s orbital of the central hydrogen (labeled as s), and the
fragment orbitals of the X---X fragment. It is seen that in order to have a bond
pair between the X---X and the H, the electrons in the X---X fragment must be
in a triplet situation, and be paired to the 1s electron to yield a total doublet
state. As such, the X---H---X TS has a delocalized bond pair. This picture
reveals a few important features: (a) the bonding in the TS can be regarded as a
union between a triplet X---X moiety with the central H (41). As shown recently
(25) this bonding interaction is very significant, of the order of the X�H bond
energy in the ground-state molecules. (b) As a result of this electronic structure,
there is triplet repulsion between the Xmoieties in the X---X fragment. This triplet
repulsion tends to drive the TS toward a linear structure, which is the preferred
geometry for TSs, where X=H, CH3, SiH3, and so on.

In cases where X=halogen, OH, NH2, and so on, the X---X fragment has
also p-lone-pair orbitals, orthogonal to the X-- -X axis. One of these orbitals,
the symmetric combination, is shown in Fig. 6.12. If the TS will bend, this p-
orbital will overlap with the 1s(H) orbital, as shown in Fig. 6.12b, using
symmetry labels with respect to the plane bisecting the XHX angle. As such, we
can add a secondary bond-diagram structure labeled as C

6¼
2 , which can mix

with the primary structure C
6¼
1 , and increase the bonding in the TS. Such an

effect happens in TSs, where X=halogen, OH, NH2, and so on, and the
bending lowers the energy of the TS by a few kilocalories per mol, as was noted
in Section 6.6.1. The importance of bending the 3e/3c TS was discussed recently
by Isborn et al (25).
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Most of the above predictions can be made by directly inspecting the
VB�AO wave function (e.g., the triplet relationship of the X- - -X fragment).
However, The VB�FO formulation offers a simple pictorial aid to reach these
predictions by importing the orbital symmetry into the VB representation.

6.6.8 Trends in Transition State Resonance Energies

Generally speaking, B is related to the strength of the bonding in the TS, and
therefore there is often a direct relationship between the bond energy in the
ground state and the resonance energy in the TS (41,52,53). Table 6.1 shows
the BOVB computed B values (kcal/mol) for 3e/3c TSs for hydrogen atom
transfer between MH3 groups (M=C, Si, Ge, Sn, Pb) (12,16). These values
are presented along with the M�H bond energies, DM�H in the ground state,

---H--- X------------X

H
X)≠(X

(S)

(S)

(S)

(A)

(S)

(S)

(S)

(A)

σ

(a)

(b)

σ

σ*

π

ΨLinear
≠

Bond Pair

Ψ1
≠ Ψ2

≠

ΨBent
≠  =  Ψ1

≠   + λ Ψ2
≠

(X-----H-----X)≠

FIGURE 6.12 The FO�VB based bond diagrams showing the spin pairing in the

XHX transition state of the X�+H�X!X�H+X� reaction, for (a) a case with a

linear TS, (b) a case of a bent TS.
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and it is seen that as the bond becomes weaker the TS possesses a smaller
resonance energy value. More specifically, for hydrogen-transfer reactions, B
has been demonstrated to amount to one quarter of the singlet�triplet
excitation energy, DE0

ST, of the M�H bond at the geometry of the transition
state (12,16,52,53) (see Exercise 6.5). The parameter DE0

ST is, of course,
smaller than DEST, the singlet�triplet gap of the M�H bond in its equilibrium
geometry. Now, as it is generally observed that DEST> 2DM�H, we may set
DE0

ST � 2DM�H, and a very simple relationship can be derived in this case for B
as a function of bond energies:

B � 0:5DM�H ð6:19Þ

This relationship predicts pretty well the trends in resonance energies of
delocalized 3e/3c TSs in Table 6.1. Of course, this value is subject to
small variations depending on the deviation of the TS from linearity (see
Section 6.6.7).

Another relationship for 4e/3c TSs was derived for SN2 reactions (5,36,52),
using the same semiempirical approach and is given in Equation 6.20.

B � 0:5Dð1� QAÞ ð6:20Þ

Here, D is the C�X bond energy, while QA is the charge on the central group in
the (X�A�X)� TS. This charge is associated with the contribution of alternant
triple ionic structure X:� A+:X� to the wave function of the TS (Scheme 6.2).
The values, calculated by VB and those estimated from the simple expression in
Equation 6.20 are displayed in Table 6.1 for some identity SN2 reactions, and
the fit is seen to be good (Bsemi data are estimated with Eq. 6.20 based on
BOVB charges). It is seen that the B values are condensed within a narrow
range of 9 kcal/mol, which reflects the interplay of two opposing effects on the

TABLE 6.1 Trends in Transition State Resonance Energies, B, in XHX Transition
States of the X� +H�X!X�H+X� Reaction and in the XCH3X

� Transition States
for the X:� +CH3�X!X�CH3 + :X

� Reactiona

Group (X�H�X)6¼ Group (X�CH3�X)�6¼

X Bb DHX
c X Bb Bsemi

d

CH3 51 100 F 29 28

SiH3 42 85 Cl 21 23

GeH3 39 78 Br 21 21

SnH3 33 70 I 20 19

PbH3 32 64

aAll B and D data in kcal/mol.
bCalculated by the BOVB ab initio method.
cThe H�X bond energies calculated by the BOVB ab initio method.
dCalculated using Equation 6.20.
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resonance energy: As the electronegativity of X increases from X=I to X=F,
not only the bond strength (D) increases, but the charge on the central group
also increases, thus roughly canceling each other. In a polar solvent, the central
charge will increase and slightly further reduce the B values, more so for the
more electronegative X, thus further condensing the B values. This leveling
effect of the charge on the central carbon is the root cause why reactivity trends
in solvents usually obey the C�X bond strength; the stronger the bond the
higher the barrier (this is a G effect, see Section 6.6.4).

Why does the charge on the central alkyl group reduce the resonance energy
of SN2 transition states? The answer is straightforward, once it is realized that
the X:� A+:X� structure commonly contributes to the two Lewis structures.
Thus, the higher the contribution of the triple ionic structure, the more similar
the two Lewis structures, and the lower the resonance energy becomes. In the
theoretical limit, where the X:� A+:X� structure becomes the dominant
structure in the TS, say 100% of the TS wave function, then the resonance
energy should go to zero. It is seen that the semiempirical expression in
Equation 6.20 mimics this limit. Other semiempirical expressions make similar
predictions (5,53), but Equation 6.20 is the simplest one.

Finally, B is related to the stereochemistry of the reaction and the
stereochemistry can be reasoned most simply using Rule 3, based on the
FO�VB representations of R and R�:

B / hRjR�i ð6:21Þ
Application of the equation for cycloaddition reactions shows that the B factor
is simply proportional to the product of the frontier molecular orbital (HOMO-
LUMO) overlaps between the two reactants (5). As such, the following
relationship holds for the ‘‘allowed’’ versus the ‘‘forbidden’’ pathways:

BðallowedÞ > BðforbiddenÞ ð6:22Þ

Equation 6.22 explains why formally allowed and forbidden reactions must be
considered as forming distinct families for simple applications of the VBSCD
model. This of course means that comparisons of the same reaction in the two
pathways, for example, conrotatory versus disrotatory closure of butadiene to
cyclobutene, will always obey the Woodward�Hoffmann rules (54). In contrast,
trying to correlate barriers to G factors in a series of reactions involving a
mixture of allowed and forbidden reactions would be meaningless. For example,
consider the dimerization of disylenes, with G=80kcal/mol, versus the
Diels�Alder reaction with G=173kcal/mol; the latter reaction has a much
larger barrier even though it is ‘‘allowed’’, whereas the former is ‘‘forbidden’’.
Nevertheless, the ‘‘forbidden’’ reaction will still prefer a stepwise mechanism, in
which the B value is larger than in the corresponding concerted reaction. As
such, the Woodward�Hoffmann rules and the VBSCD model are complemen-
tary: the former theory classifies the reaction families, while the second
rationalizes the magnitudes of the barriers within each family.
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For a more in-depth discussion the reader may consult the most recent
review of the VBSCD model (5).

6.7 VALENCE BOND CONFIGURATION MIXING DIAGRAMS:
GENERAL FEATURES

The VBCMD is an alternative and a complementary diagram to the VBSCD
(2–7), typified by more than two curves as shown above in Fig. 6.1b. A few
examples are discussed below, while a more in-depth description can be found
in a recent review (5).

Figure 6.1b shows the generic VBCMD that features two fundamental
curves, labeled as Cr and Cp, and an intermediate curve denoted by Cint. In
those situations where the intermediate curve lies higher than the crossing point
of the fundamental curves, the VB mixing will be prone to generate a single
transition state that has a mixed character of the fundamental and intermediate
VB structures (5,33). However, the diagram in Fig. 6.1 describes a situation
where the intermediate curve, being significantly more stable than the crossing
point of the fundamental curves, will generate, though not always (36), an
intermediate state in a stepwise mechanism. This intermediate structure
provides a low energy pathway that mediates the transformation of R to P
(Cr!Cp). There are two types of intermediate curves: (a) the intermediate
curve is an ionic structure (i.e., native to the Lewis structures in R and P), and
(b) the intermediate curve is a third state that differs from the R-R� and P-P�

state curves. We refer to this latter state a ‘‘foreign state’’ to underscore the fact
that it is not associated with reactants and products.

6.8 VALENCE BOND CONFIGURATION MIXING DIAGRAM
WITH IONIC INTERMEDIATE CURVES

Any two-state VBSCD can be transformed into a VBCMD, where the
Heitler�London (HL) and ionic VB structures are plotted explicitly as
independent curves, instead of being combined into state curves (5). As a
rule, ionic structures, which are the secondary VB configurations of polar-
covalent bonds, lie above the covalent HL structures at the reactant and
product geometries, and generally they cross the two HL structures above
their own crossing point. In many cases, the ionic curve is low enough in
energy in the hypercoordinated geometry near the transition state, so that
solvation can further stabilize the ionic situation and cause it to cross the
HL-curves significantly below their own crossing point; in such an event a
stepwise mechanism mediated by an ionic intermediate will transpire (e.g.,
SN1 mechanism in the reactants of Eq. 6.7). The following examples serve to
illustrate the impact of ionic VB structures on the reactivity of covalent
bonds.
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6.8.1 Valence Bond Configuration Mixing Diagram for Proton-Transfer
Processes

The small size of H+ enables very tight ion-pair geometries with large
electrostatic energies. Consequently, the triple ionic structure X:� H+:X� in a
proton-transfer process will usually possess a deep energy minimum (55). An
analysis of the case of the (FHF)� anion, which is a stable symmetric hydrogen
bond, can illustrate the importance of the ionic�covalent crossing in this and
analogous cases. It should be emphasized that most other hydrogen-bonded
dihalide anions are nearly symmetric and feature double well minima separated
by a tiny barrier for the proton transfer (5,55,56).

Figure 6.13a depicts the HL and ionic structures for a proton-transfer
process between bases, X:�, which have moderate or low stability as anions
(e.g., carbanions with significant pKa). In such a case, the ionic structure lies
above the HL state (the mixture of the two HL structures), and the avoided
crossing will lead generally to a single TS separating the hydrogen-bonded
clusters. Nevertheless, the ionic structure is seen to have a deep minimum near
the crossing point of the HL curves, and as such the TS will be expected to
possess a significant triple ion character. As the anion X:� gets increasingly
more stable, so will the ionic structure descends more and more in energy and
may dominate the region near the transition state. This is seen in Fig. 6.13b
that depicts the computed (5,55) VB configurations for the F� exchange along
the reaction coordinate. At the diagram onset, the ionic structure lies above the
HL structure by a moderate energy gap of only �24 kcal/mol. However, at the
symmetric F�H�F geometry, the lowest VB curve is the ionic structure that
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FIGURE 6.13 The effect of the triple ionic structure, FI, in proton-transfer processes

between (a) very strong X:� bases (e.g., X=CH3), and (b) F:� anions; the latter is

computed by VB theory (Adapted with permission from Ref. 5.) Energies are in kcal/mol.
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undergoes 83 kcal/mol of stabilization relative to its onset at the reactant
geometry. The origins of this remarkable stability of the ionic structure is, as
already noted, the small size of H+ that leads to short F� H+ distances at the
cluster geometry, of (FHF)�, and thereby to very large electrostatic
stabilization. This electrostatic stability along with its low initial energy makes
the ionic structure the dominant configuration at the cluster geometry.

The short H�F distance is associated with yet another outcome and this is
the inception of very large resonance energy due to the mixing of the resonating
HL state (which by itself is a resonating mixture of the two HL structures) with
the ionic structure. This ionic�covalent resonance energy is seen to be
�90 kcal/mol, which contributes a significant fraction to the bonding in
(FHF)�. Thus, the symmetric hydrogen-bonded species is neither fully ionic
nor fully covalent; it is virtually a resonating mixture of the two structures (5).

The question whether or not the symmetric (FHF)� species will be a
minimum on the adiabatic (bold) curve, is a question of balance between
the difference in electrostatic stabilization and ionic�covalent resonance
energies at the cluster geometry relative to the reactant and product
geometries. It is seen, from Fig. 6.13b, that the ionic�covalent resonance
energy is largest at the reactant�product geometries. It follows, therefore,
that the crucial reason why the symmetric (FHF)� species is so stable, is the
electrostatic stabilization that lowers the ionic structure well below the
energies of the HL structures at the extremes of the VBSCD. It is this
difference that causes the final adiabatic state-profile (in bold) to retain the
shape of the ionic curve, and to exhibit a minimum. The relatively small
size of the F� anion is also important for the electrostatic stabilization, and
we may expect that, as the anion increases in size (e.g., I�) or becomes
delocalized (e.g., aspartate), the intrinsic stabilization of the ionic structure
at the cluster geometry will decrease, and the symmetric geometry may
cease to be a minimum of the energy profile (5,55).

6.8.2 Insights from Valence Bond Configuration Mixing Diagrams: One
Electron Less–One Electron More

The impact of the ionic structure is fleshed out by comparison of (FHF)� with
the corresponding radical species, (FHF)�. The corresponding VBCMDs are
depicted in Figs. 6.14a and b; Fig. 6.14a shows again the VBCMD of (FHF)�,
while Fig. 6.14b shows the VBCMD for F� +HF. Thus, with one electron less
in the (FHF)� species, the triple ionic structure is replaced by the F� H+�F and
F� H+ F� structures, which lose at least one-half of the electrostatic stabili-
zation, and therefore rise above the HL curves, correlating to excited charge-
transfer states. This loss of electrostatic stabilization has a tremendous impact
on the reaction profile, and the deep energy well of (FHF)� becomes an
(FHF)� transition state 18�20 kcal/mol above the reactants (24). For the same
reason, it is expected therefore that (XHX)� species will generally be transition
states for the hydrogen-abstraction process with a barrier significantly larger
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than the corresponding proton-transfer process via the (XHX)� species.
Experimental data show that this is indeed the case (57).

6.8.3 Nucleophilic Substitution on Silicon: Stable Hypercoordinated Species

Another demonstration of the role of ionic structures is the nucleophilic
substitution on Si, which proceeds via pentacoordinated intermediates (58,59),
in contrast to the situation in carbon where the pentacoordinated species is a
transition state. Recent VB calculations (60–62) of C�X and Si�X bonds
(X=H, F, Cl) led to an interesting observation that the minimum of the ionic

curve for Si+X� is significantly shorter than the corresponding minimum for

C+X�. By contrast, the minima of the HL curves for Si�X were found to be
longer than the corresponding C�X minima. An example of this trend is
shown in Fig. 6.15, which depicts the ionic structures, calculated (62) by VB
theory, for the C�Cl and Si�Cl bonds. Since Cl� is common for the ionic
structures, these differences mean that SiH3

+ has a smaller ionic radius
compared with CH3

+; as seen in the figure the value for CH3
+ is 0.67 Å,

compared with 0.31 Å for SiH3
+ (these values were determined assuming

1.81 Å as the radius of Cl�) (60,61). Note that the covalent radii behave as
expected and the SiH3 radical is larger than CH3. Further inspection of Fig.
6.15 shows that the origin of these effective ionic sizes is the charge distribution
of the corresponding ions. In CH3

+ and generally in CL3
+ (L- a ligand), the

charge is distributed over the ligands, while the central carbon possesses a
relatively small positive charge (60). Consequently, the minimum distance of
approach of an anion X� toward CL3

+ will be relatively long and the
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FIGURE 6.14 Comparison of the VBCMDs for the (a) proton transfer process,

F:�+H�F, and (b) hydrogen-abstraction process, F� +H�F. The curves in bold are

adiabatic state curves.
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electrostatic energy will be small. In contrast, in SiL3
+, the charge is fully

localized on Si, and consequently the minimum distance of approach of an X�

anion will be relatively short and the electrostatic stabilization large. Indeed,
the depth of the ionic curve H3Si

+ X� was found to exceed the depth of H3C
+

X�, by >50 kcal/mol. In conclusion, therefore, the silicenium ion L3Si
+ is

expected to behave more like the small proton, whereas the corresponding
carbenium ion CL3

+ will be bulky.
Based on these differences, it is possible to represent the VBCMDs for

typical nucleophilic substitution reactions on Si versus C as shown in
Figs. 6.16a and b. In Fig. 6.16a, the ionic curve X:� SiL3

+:X� is very stable
in the pentacoordinated geometry due to the electrostatic energy of the triple
ion structure, much like the case of the (FHF)� species discussed before.
Consequently, the pentacoordinated (XSiL3X)� species will generally be a

FIGURE 6.15 Coulson�Chirgwin charges in the ionic structures of H3Si�Cl and

H3C�Cl, the corresponding minima of these ionic structures, the ionic radii of CH3
+

and SiH3
+, and the minima of the corresponding covalent structures of these bonds.

The ionic radii were determined assuming R(Cl�)=1.81 Å.
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FIGURE 6.16 The VBCMDs comparing SN2(Si) in (a) versus SN2(C) in (b). The
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stable entity. By the same analogy to the (FHF)� species, the pentacoordinated
silicon species will be neither ionic nor covalent, but rather a resonating mixture
of the two structures with bonding augmented by significant ionic�covalent
resonance.

Figure 6.16b shows the typical situation for the carbon analogue where the
ionic structure is relatively high in energy and the VB mixing leads to a single-
step reaction with a pentacoordinated TS. In a polar solvent, we might expect
that the ionic structure will cross slightly below the HL state and give rise to a
transient triple-ion intermediate species (or will proceed by the related SN1
mechanisms). However, even in such an event the pentacoordinated species of
carbon will be significantly different than the corresponding silicon species.
Thus, the larger size of the CL3

+ species will lead to smaller ionic�covalent
resonance energy compared with the silicon analogue, because the ionic�
covalent matrix element, being proportional to the overlap between the active
orbitals of the fragments, is a distance-dependent quantity (60–62).
Consequently, should a pentacoordinated intermediate of carbon become
stable, it will generally be highly ionic with loose bonds.

6.9 VALENCE BOND CONFIGURATION MIXING DIAGRAM WITH
INTERMEDIATES NASCENT FROM ‘‘FOREIGN STATES’’

Every reaction system possesses, in addition to the promoted excited states, R�

and P�, which are localized in the active bonds, numerous foreign excited states
that involve electronic excitations in orbitals and bonds that do not belong to the
active bonds (5). Some of these ‘‘foreign’’ states are high in energy, but some are
of low energy and can become accessible along the reaction coordinate. As
already stated, mixing of foreign states provides means by which complex
molecules find low energy pathways for otherwise difficult transformations. To
elucidate this mechanistic significance of the foreign states, we have chosen three
examples; others can be found in a recent review (5).

6.9.1 The Mechanism of Nucleophilic Substitution of Esters

In order to learn how to generate a complete mechanistic sequence for a
complex reaction, we consider now a nucleophilic substitution reaction of
esters, amides and so on, shown in Equation 6.23,

X:� þ R0ðROÞC¼O ! R0ðXÞC¼Oþ RO:� ð6:23Þ

in which the nucleophile substitutes a leaving group, for example, RO� in the
case of an ester (5). Figures 6.9 and 6.10 considered one step of the mechanism,
whereas the entire mechanism requires a VBCMD, as presented in Fig. 6.17.

First, let us consider the R� and P� states for the overall process. Since the
net process is a nucleophilic displacement reaction, then by complete analogy
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to the SN2 reaction and following Rule 2, the R� and P� states are s charge-
transfer states, where an electron from the anion is transferred to the bond that
undergoes cleavage in the given direction; in the R� state, the electron is
transferred from X:� to the C�OR bond, while in the P� state the transfer is
from RO:� to the C�X bond. If this were the only option for VB crossing, the
reaction would have proceeded in a manner analogous to the SN2 reaction,
which in this case would have resulted in a high barrier (large promotion
energies to the s-CT state due to the strength of the bonds to an sp2 carbon,
and since the backside attack of the nucleophile on the bond to the leaving
group is sterically difficult). The p-CT states are mediated by the transforma-
tion, which are significantly lower in energy compared with the s-CT states,
and as such, the p-CT states cut through the high ridge of the s-CT states and
provide a low energy path for the transformation. In fact, as shown in
Fig. 6.17, the p-CT states also split the reaction coordinate into two phases; a
p-attack phase that results in a tetrahedral intermediate, and an anion-
expulsion phase that results in substitution. The VBCMD in Fig. 6.17 is in fact
common to other nucleophilic substitution processes of unsaturated systems,
such as nucleophilic vinylic substitution and aromatic nucleophilic susbsitu-
tion; in all of these cases the p-CT states cut through the s-CT states and
provide a low energy pathway in a stepwise mechanism (5).

6.9.2 The SRN2 and SRN2
c Mechanisms

Low energy foreign excited states can lead to novel reaction mechanisms. An
interesting strategy to achieve such low energy states is to modify classical
reactions by substituting a radical center adjacent to the reaction centers (63).
A case in point is the recent proposition of new nucleophilic substitution
mechanisms (63), termed SRN2 and SRN2

c, and shown in Scheme 6.6, for the
identity reactions of b-chloro ethyl radical with chloride anion. These
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FIGURE 6.17 The VBCMD for the nucleophilic displacement process, X:�+ R0(RO)

C¼O!R0(X)C¼O+RO:� (Adapted with permission from Ref. 5.)
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nucleophilic reactions involve Cl� exchange via attack on either the b or a
positions of the radical. It was found (63) that the SRN2 process occurs in a
single-step reaction with a TS that is very similar to the corresponding SN2 TS
for the reaction of Cl� with ethyl chloride. At the same time, the SRN2 barrier
was shown to be lower by �11 kcal/mol in comparison with the SN2 barrier.
Even more intriguing were the findings (63) that the SRN2

c mechanism
proceeds in fact in a stepwise manner via a C2h intermediate that is �3 kcal/mol
lower than the TS of the SRN2 mechanism. Thus, the adjacent radical center on
the one hand, considerably lowers the barriers for the Cl� exchange reaction,
and on the other, leads to a novel intermediate species.

Scheme 6.7 shows the HL structures, 21 and 22, of reactants and products
for the reaction of Cl� with b-chloro ethyl radical, and the intermediate states
23 and 24 generated by the presence of the radical adjacent to the reaction
centers. It is seen that since we now have three odd electrons in the covalent
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structures there are alternative ways to pair up the spins. Thus, we can either
pair up the central carbon to Cl0 and leave the radical on the methylene group,
as in 21, or pair the central carbon to the methylene and leave the radical on Cl0

as in 23. In the same manner, we can generate 22 and 24 by pairing up the
central carbon to Cl or to the methylene group, respectively. Thus, the presence
of the radical on the methylene group generates a new state, not associated
with reactants and products (hence, a ‘‘foreign’’ state), and certainly low
enough to impact the mechanism and the reaction barriers. The new
intermediate state will be a linear combination of 23 and 24.

Figure 6.18 shows the VBCMDs for the the SRN2 and the SRN2
c

mechanisms. In both diagrams, there exist two fundamental curves identical
to those of the classical SN2 reaction (Fig. 6.4), and a low lying intermediate
curve, Cint, in which the C2H4 moiety is p-bonded and corresponding to the
mixture of 23 and 24. It is the mixing of this intermediate structure into the
fundamental curves that accounts for the much lower energetic of the SRN2
and SRN2

c mechanisms in comparison with SN2.
The difference between the SRN2 and SRN2

c mechanisms is rooted in the
relationship between the intermediate structure and the fundamental curves.
Thus, the intermediate structure Cint can lower the electrostatic repulsions of
the chlorines in the SRN2

c mechanism and define a lower energy state compared
with the crossing point of the HL configurations. Indeed, based on the
computed C¼C distance in the C2H4 moiety, the charge development on this
moiety, and on the spin density development on the chlorine moieties, it is
apparent that the intermediate-state character is more dominant in the SRN2

c

mechanism. Thus, SRN2
c is a stepwise mechanism mediated by a low energy state

due to strong electronic coupling with the accessory radical centre. Zipse (63) has
generalized the conclusions and showed that a radical center adjacent to the
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reaction centre is a novel strategy to generate low energy pathways via
intermediate states, in a variety of processes including damage mechanisms of
DNA bases.

6.10 VALENCE BOND STATE CORRELATION DIAGRAM: A
GENERAL MODEL FOR ELECTRONIC DELOCALIZATION
IN CLUSTERS

The VBSCD serves also as a model for understanding the status of electronic
delocalization in isoelectronic series. Consider, for example, the following
exchange process between monovalent atoms, which exchange a bond while
passing through an X3

� cluster in which three electrons are delocalized over
three centers.

X� þ X� X ! ½X�
3� ! X� Xþ� X ð6:24Þ

We can imagine a variety of such species, for example, X=H, F, Cl, Li, Na,
Cu, and ask ourselves the following question: When do we expect the X3

�

species to be a transition state for the exchange process, and when will it be a
stable cluster, an intermediate en route to exchange? In fact, the answer to this
question comes from the VBSCD model that describes all these process in a
single diagram where G is given by Equation 6.5, that is, G� 0.75 DEST(X�X).
Thus, as shown in Fig. 6.19 a very large triplet promotion energy for X=H
results in an H3

� transition state, while the small promotion energy for X=Li
results in a stable Li3

� cluster. The VB computations of Maı̂tre et al. (15) in

FIGURE 6.19 Ab initio computations of VBSCDs for the exchange reactions X�+
X�X! [X3

�]!X�X+ �X for X=H (left-hand side) and X=Li (right-hand side).

The abscissa is the reaction coordinate defined as RC=0.5 (n1� n2+1), where n1 and

n2 are the bond orders in the X---X---X species. Energies are in kcal/mol. (Adapted with

permission from Ref. 15.)
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Fig. 6.19 show that, as the promotion gap drops drastically, the avoided
crossing state changes from a transition state for H3

� to a stable cluster for
Li3

�. Moreover, this transition from a barrier to an intermediate can in fact be
predicted quantitatively from the barrier equation, by deriving explicit
expressions for G, f, and B (see Exercise 6.6) (16,64,65).

The spectacular relationship between the nature of the X3
� species and the

promotion energy shows that the VBSCD is in fact a general model of the
pseudo-Jahn-Teller effect (PJTE). A qualitative application of PJTE would
predict all the X3

� species to be transition-state structures that relax to the
distorted X�- - -X-X and X-X- - -�X entities. The VBSCD makes a distinction
between strong binders, which form transition states, and weak binders that
form stable intermediate clusters. Thus, the VBSCD model is in tune with the
general observation that as one moves in the periodic table from strong binders
to weak ones (e.g., metallic) matter changes from discrete molecules to
extended delocalized clusters and/or lattices. The delocalized clusters of the
strong binders are the transition states for chemical reactions.

The variable nature of the X3
� species in the isoelectronic series, form a

general model for electronic delocalization, enabling one to classify the species
either as distortive or as stable ones. Using the isoelectronic analogy, one
might naturally ask about the isoelectronic p-species in allyl radical; does it
behave by itself like H3

� or like Li3
�? Moreover, the same two extreme

VBSCDs for X3
� in Fig. 6.19 can be shown for X3

+, X3
�, X4 and X6 species

(64). Likewise one might wonder about the status of the corresponding
isoelectronic p-components in allyl cation, anion, cyclobutadiene, or benzene.
These questions were answered in detail elsewhere and the reader is advised to
consult a recent review (64). Below we briefly discuss the problem of one of
our molecular icons, benzene.

6.10.1 What is the Driving Force for the D6h Geometry of Benzene, s or p?

The regular hexagonal structure of benzene can be considered as a stable
intermediate in a reaction that interchanges two distorted Kekulé-type isomers,
each displaying alternating C�C bond lengths as shown in Fig. 6.20.

It is well known that the D6h geometry of benzene is stable against a
Kekuléan distortion (of b2u symmetry), but one may still wonder which one of
the two sets of bonds, s or p, is responsible for this resistance to a b2u
distortion. The s frame, which is just a set of identical single bonds, is by
nature symmetrizing and prefers a regular geometry with equal C�C bond
lengths. It is not obvious whether the p electronic component, by itself, is also
symmetrizing or on the contrary distortive, with a weak force constant that
would be overwhelmed by the symmetrizing driving force of the s frame. To
answer this question, consider in Fig. 6.20 the VBSCD that represents the
interchange of Kekulé structures along the b2u reaction coordinate; the middle
of the b2u coordinate corresponds to the D6h structure, while its two extremes
correspond to the bond-alternated mirror image Kekulé geometries. Part (a) of
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the figure considers p energies only. Starting from the left-hand side, Kekulé
structure K1 correlates to the excited state K�

2 in which the p bonds of the initial
K1 structure are elongated, while the repulsive nonbonding interactions
between the p bonds are reinforced. The same argument applies if we start
from the right-hand side, with structure K2 and follow it along the b2u
coordinate; K2 will then rise and correlate to K�

1 . To get an estimate for the gap,
we can extrapolate the Kekulé geometries to a complete distortion, in which
the p bonds of K1 and K2 would be completely separated (which in practice is
prevented by the s frame that limits the distortion). At this asymptote the
promotion energy, Ki ! K�

i ði ¼ 1; 2Þ, is due to the unpairing of three p bonds
in the ground state, Ki, and replacing them, in K�

i , by three nonbonding
interactions. As we recall the latter are repulsive by a quantity that amounts to
half the size of a triplet repulsion. The fact that such a distortion can never be
reached is of no concern. What matters is that this constitutes an asymptotic
estimate of the energy gap G that correlates the two Kekulé structures, and that
eventually determines if their mixing results in a barrier or in a stable situation,
in the style of the X3 problem in Fig. 6.19. According to the VB rules, G is given
by Equation 6.25:

GðK ! K�Þ ¼ 3½0:75DESTðC¼CÞ� ¼ 9=4DESTðC¼CÞ ð6:25Þ

Since the DEST value for an isolated p bond is of the order of 100 kcal/mol,
Equation 6.25 places the p electronic system in the region of large gaps.
Consequently, the p-component of benzene is predicted by the VBSCD model

K1 K2

K1 K2

K2*
K2*K1*

K1*

1A1g(π)

1B2u(π)
1B2u

1A1g

(a) (b)

RC

RC

FIGURE 6.20 The VBSCDs showing the crossing and avoided crossing of the Kekulé

structures of benzene along the bond alternating mode, b2u for: (a) p-only curves,

(b) full sþp curves.
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to be an unstable transition state, 1A1gðpÞ, as illustrated in Fig. 6.20a. This ‘‘p-
transition state’’ prefers a distorted Kekuléan geometry with bond alternation,
but is forced by the s frame, with its strong symmetrizing driving force, to
adopt the regular D6h geometry. This prediction, which was derived at the time
based on qualitative considerations of G in the VBSCD of isoelectronic series
(65), was later confirmed by rigorous ab initio s�p separation methods (66–
69). The prediction was further linked (70) to experimental data associated
with the vibrational frequencies of the excited states of benzene.

The spectroscopic experiments (70–73) show a peculiar phenomenon. This
phenomenon is both state specific, to the 1B2u excited state, as well as
vibrational mode specific, to the bond-alternating mode, that is, the Kekulé

mode b2u. Thus, upon excitation from the 1A1g ground state to the 1B2u excited
state, with exception of b2u all other vibrational modes behave ‘‘normally’’ and
undergo frequency lowering in the excited state, as expected from the decrease
in p-bonding and disruption of aromaticity following a p!p� excitation. By
contrast, the Kekulé b2u mode undergoes an upward shift of 257�261 cm�1. As
explained below, this phenomenon is predictable from the VBSCD model and
constitutes a critical test of p distortivity in the ground state of benzene.

Indeed, the VBSCD model is able to predict not only on the ground state of
an electronic system, but also on a selected excited state. Thus, the mixing of
the two Kekulé structures K1 and K2 in Fig. 6.20a leads to a pair of resonant
and antiresonant states K1	K2; the 1A1g ground state K1+K2 is the
resonance-stabilized combination, and the 1B2u excited state K1�K2 is the
antiresonant mixture [this is the first excited state of benzene (74)]. In fact, the
VBSCD in Fig. 6.20a predicts that the curvature of the 1A1gðpÞ ground state
(restricted to the p electronic system) is negative, whereas by contrast, that of
the 1B2uðpÞ state is positive. Of course, when the energy of the s frame is added
as shown in Fig. 6.20b, the net total driving force for the ground state becomes
symmetrizing, with a small positive curvature. By comparison, the 1B2u excited
state displays now a steeper curve and is much more symmetrizing than the
ground state, having more positive curvature. As such, the VBSCD model
predicts that the 1A1g!1B2u excitation of benzene should result in the
reinforcement of the symmetrizing driving force, which will be manifested as
a frequency increase of the Kekuléan b2u mode.

In order to show how delicate the balance is between the s and p opposing
tendencies, we recently (64) derived an empirical equation (Eq. 6.26) for 4n+2
annulenes:

DEpþs ¼ 5:0ð2nþ 1Þ � 5:4ð2nÞ kcal=mol ð6:26Þ

Here, DEp+s stands for the total (p and s) distortion energies, the terms
5.0(2n+1) represent the resisting s effect, which is 5.0 kcal/mol for an
adjacent pair of s-bond, whereas the negative term, �5.4(2n), accounts for the
p-distortivity. This expression predicts that for n=7, namely, the C30H30

annulene, the DEp+s becomes negative and the annulene undergoes bond

156 VALENCE BOND DIAGRAMS



localization. If we increase the p-distortivity coefficient, by just a tiny bit,
namely, to Equation 6.27,

DEpþs ¼ 5:0ð2nþ 1Þ � 6:0ð2nÞ kcal=mol ð6:27Þ

the equation now would predict that the annulene with n=3, namely, C14H14,
will undergo bond localization. This extreme sensitivity, which is predicted to
manifest in computations and experimental data of annulenes, is a simple
outcome of the VBSCD prediction that the p-component of these species
behaves as a transition state with a propensity toward bond alternation.

6.11 VALENCE BOND STATE CORRELATION DIAGRAM:
APPLICATION TO PHOTOCHEMICAL REACTIVITY

Photochemistry is an important field for future applications. The pioneering
work of van Der Lugt and Oosterhoff (75) and Michl (76) highlighted the
importance of avoided crossing regions as decay channels in photochemistry.
Köppel and co-workers (77,78) showed that conical intersections, rather than
avoided crossing regions, are the most efficient decay channels, from excited to
ground states. Indeed, this role of conical intersections in organic photochem-
istry has been extensively investigated by Robb et al. (79,80) and conical
intersections are calculated today on a routine basis using software, such as
GAUSSIAN. Bernardi, et al. (79) have further shown that VB notions can be
useful for rationalizing the location of conical intersections and their structures.

As was subsequently argued (53), the VBSCD is a very natural model for
discussing the relation between thermal and photochemical reactions and
between the avoided crossing region and a conical intersection. Thus, the
avoided crossing region of the VBSCD leads to the twin-states C6¼ and C�

(Fig. 6.21); one corresponds to the resonant state of the VB configurations and
the other to the antiresonant state (1,5,53). Since the extent of this VB mixing is
a function of geometry, there in principle should exist specific distortion modes

that convert the avoided crossing region into conical intersections, where the twin-
states C6¼ and C� become degenerate, and thereby enable the excited reaction
complex to decay into the ground-state surface. In this manner, a conical
intersection will be anchored at three structures; two of them are the reactant
(R) and product (P1) of the thermal reaction, and the third is the product (P2)
generated by the distortion mode that causes the degeneracy of the twin-states
C 6¼ and C�. The new product (P2) would therefore be characteristic of the

distortion mode that is required to convert the avoided crossing region into a

conical intersection. Assuming that most of the excited species roll down
eventually to the C� funnel, then P2 would be a major photoproduct. If,
however, there exist other excited state funnels near the twin-excited state, C�,
other products will be formed, which are characteristic of these other excited
states and can be predicted in a similar manner provided one knows the
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identity of these excited states. The following description is restricted to the
analysis of the twin-excited states. Another qualification that needs to be made
is that once we decide what R and P1 are, we have to specify the identity of the
P2 product; the latter is by definition the combination of R and P1 that
corresponds to the twin excited state of the transition state for the R!P1,
process. Since there might be more than one distortion mode that stabilize C�

and destabilize C 6¼, we may be able to predict a few P2 products coming from
the twin-excited state (see Exercise 6.14).

6.11.1 Photoreactivity in 3e/3c Reactions

A simple example is the celebrated hydrogen-exchange reaction, Ha+Hb-
Hc!Ha-Hb+Hc, where the transition state has a collinear geometry, Ha-Hb-
Hc. In this geometry, the ground state C 6¼ is the resonating combination of R
and P (Eq. 6.28) and the TS for the thermal reaction, while the twin-excited
state C� is the corresponding antiresonating combination in Equation 6.29
(dropping normalization constants):

C 6¼ ¼ R� P R ¼ jabc̄j � jab̄cj P ¼ jab̄cj � jābcj ð6:28Þ
C� ¼ Rþ P ¼ jabc̄j � jābcj ð6:29Þ

where the orbitals a, b, and c belong to Ha, Hb, and Hc, respectively
(see Exercise 6.11 for the demonstration that the negative combination of R
and P is the lowest one).

It is clear from Equation 6.29 that C� involves a bonding interaction
between Ha and Hc and will be lowered by the bending mode that brings Ha

and Hc together. Furthermore, based on the semiempirical VB approach
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FIGURE 6.21 (a) The VBSCD showing the twin-states formed by avoided crossing

along the reaction coordinate of the thermal process leading from reactant R to product

P1. (b) The crossover of the twin-states generates a conical intersection (CI) along a

coordinate that stabilizesC� and leads to product P2. (c) The conical intersection will be

anchored in three minima (or more): R, P1, and P2.
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described in Chapter 3 (neglecting squared overlap terms), the expression for
the avoided crossing interaction B in Equation 6.30,

B ¼ Heff
RP � SRPðHeff

RR þ Heff
PP Þ=2 ¼ �babSab � bbcSbc þ 2bacSac ð6:30Þ

shows that this quantity shrinks to zero in an equilateral triangular structure,
where the Ha-Hc, Ha-Hb, and Hb-Hc interactions are identical (for details of the
calculations, see Exercise 6.11). As such, the equilateral triangle defines a
conical intersection with a doubly degenerate state, in the crossing point of the
VBSCD. This D3h structure will relax to the isosceles triangle with short Ha-Hc

distance that will give rise to a ‘‘new’’ product Hb+Ha-Hc. The photocycliza-
tion of allyl radical to cyclopropyl radical is precisely analogous. The ground
state of allyl is the resonating combination of the two Kekulé structures, while
the twin-excited state, C�, is their antiresonating combination with the long
bond between the allylic terminals (41). As such, rotation of the two allylic
terminals will lower C�, raise the ground state C 6¼, and establish a conical
intersection that will channel the photoexcited complex to the cyclopropyl
radical, and vice versa. This structural dichotomy of the resonant and
antiresonant states in the VBSCD accounts for the thermal�photochemical
dichotomy as first highlighted in the Woodward�Hoffmann rules (54), and as
amply observed.

6.11.2 Photoreactivity in 4e/3c Reactions

Let us consider, as a model system, the nucleophilic reaction Ha
�+Hb-

Hc!Ha-Hb+Hc
�. As in the previous case, the TS for the thermal reaction

has a linear conformation, [Ha-Hb-Hc]
�, but we are now dealing, in all rigor,

with three VB structures: Ha
� Hb���Hc, Ha���Hb Hc

�, and �Ha Hb
� Hc

�, the
latter becoming entirely equivalent to the former two structures in the
equilateral triangular geometry (see Section 4.1). However, at the linear
geometry, the third VB structure is a long-bond structure, which is unbound,
and can be neglected. Therefore, we can describe the ground state and the first
excited state of the symmetrical linear complex in terms of the two first VB
structures, respectively, referred to as R and P (Eq. 6.31). By using the rules of
the semiempirical VB theory displayed in Chapter 3, the reduced Hamiltonian-
matrix element B between R and P is readily calculated, dropping normal-
ization (see Exercise 6.12):

R ¼ jaābc̄j � jaāb̄cj P ¼ jcc̄ab̄j � jcc̄ābj ð6:31Þ
B ¼ 4ðbabSbc þ bbcSabÞ � 2bac þ higher order terms ð6:32Þ

Since Ha and Hb are far away from each other in the linear structure, we can
neglect bac. With the remaining two terms, it is clear that B is negative, so that
the ground state C 6¼(A

0
) is the positive combination of R and P, while the
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twin-excited state C�(A00) is their negative combination. Taking the bisecting
plane passing through Hb as the unique symmetry element, the state symmetry
can be labeled as follows using Cs symmetry:

C 6¼ðA0Þ ¼ Rþ P C�ðA00Þ ¼ R� P ð6:33Þ
If we now start to bend the H3

� complex to a triangular shape, the bac term
will gradually gain importance as the Ha and Hc atoms approach each other.
According to Equation 6.32, the avoided crossing interaction (jBj) decreases,
and consequently, the gap between C 6¼ and C� will diminish. Further bending
the complex, the reasoning requires the third VB structure, �Ha Hb

� Hc
�, which

gains importance and mixes with the ground state; this is a bit complex for
qualitative reasonings. However, the situation gets simple again for a bending
angle of 60
, since we know, by analogy with the cyclopropenyl anion that has
been treated in Chapter 5, that the gap between the ground state and first
excited state drops to zero for the equilateral triangular structure of H3

�. This
D3h structure is therefore the site of the conical intersection for the H3

� system,
as illustrated in Fig. 6.22a. Now, let us examine the nature of C�(A00), in order
to predict what kind of products are expected for the photochemical reaction.
Combining Equations 6.31 and 6.33, we get

C�ðA00Þ ¼ jaābc̄j � jaāb̄cj � jcc̄ab̄j þ jcc̄ābj ð6:34Þ

Rearranging Equation 6.34 to Equation 6.35 reveals a stabilizing 3e bonding
interaction between Ha and Hc, of the type (Ha

� :Hc
�$Ha:

� �Hc):

C�ðA00Þ ¼ jaācb̄j þ jac̄cb̄j þ jāac̄bj þ jācc̄bj ð6:35Þ

FIGURE 6.22 Generation of a conical intersection (CI) by crossing of the twin states

along the bending distortion mode, (a) in H3
� and (b) in SN2 systems. Symmetry labels

refer to the mirror plan, m.
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Therefore, it is expected that the photochemical reaction will generate a radical
anion made from the original terminal atoms, that is, [Ha;Hc]

� and a radical
on the original central atom, that is, Hb

�.
As a ‘‘more chemical’’ application, let us now consider the photostimula-

tion of SN2 systems, such as X�+A-Y (A=Alkyl), using a VBSCD-based
rationale, for predicting the location of conical intersections (53). Here, the
transition state for the thermal reaction is the collinear [X�A�Y]� structure,
which is not really analogous to the H3

� system as the orbital of the central
fragment, which is of p type along the axis, is antisymmetric with respect to
the bisecting symmetry plane (assuming that X and Y are equivalent). As a
consequence, the ground state C 6¼(A0) of collinear [X�A�Y]� is the negative
combination of the reactants’ and products’ Lewis structures, while the twin-
excited state, C�(A00), is their positive combination, opposite to the states in
the linear H3

� case (see Exercise 6.13). If, however, the collinear [X�A�Y]�

structure undergoes bending of the X�A�Y angle with concomitant
rotation of the alkyl group, as shown in Fig. 6.22b, then the orbital of
the alkyl fragment is symmetrical relative to the bisecting plane and the
states become entirely analogous to those of the H3

� case. As such, the A0

ground state is now the positive combination of the reactants’ and products’
structures, while the A00 excited state is the negative combination, as in
Equation 6.36:

C� ¼ ðjxx̄aȳj � jxx̄āyjÞ � ðjyȳxāj � jyȳx̄ajÞ ð6:36Þ

where the orbitals x, a, and y belong to the fragments X, A, and Y,
respectively.

By analogy with the H3
� case, we can predict that for some bending angle,

the geometry displayed in Fig. 6.22b induces the appearance of a conical
intersection, leading to a 3e bonded species as the product of the
photochemical reaction. Indeed, rearranging Equation 6.36 to Equation 6.37
reveals a stabilizing 3e bonding interaction between X and Y, of the type
(X� :Y�$X:� �Y).

C� ¼ ðjx̄xȳaj þ jx̄yȳajÞ þ ðjxx̄yāj þ jxȳyājÞ ð6:37Þ
As such, the bending mode that brings the X and Y groups together and

rotates the methyl group destabilizes the [X�A�Y]� structure and stabilizes
the twin-excited state, until they establish a conical intersection that correlates
down to X;Y� and R� (for a very simple alternative demonstration based on
a FO�VB construction, see Exercise 6.13). This analysis is in accord with
experimental observation that the irradiation of the I�/CH3I cluster at the
charge-transfer band leads to I2

� and CH3
�, while for or I�/CH3Br, such

excitation generates IBr� and CH3
�(81).

The presence of excited-state minima above the thermal TS is a well-known
phenomenon (75–80). The VBSCD model merely gives this ubiquitous
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phenomenon a simple mechanism in terms of the avoided crossing of VB
structures, and hence enables one to make predictions in a systematic manner.
Other important applications of the twin-states concern the possibility of
spectroscopic probing or accessing the twin-excited state that lies directly above
the TS of a thermal reaction. Thus, much like the foregoing story of benzene, any
chemical reaction will possess a TS,C 6¼ and a twin-excited state,C� (1,5,82). For
most cases, albeit not all, the twin-excited state should be stable and hence
observable, and its geometry will be almost coincident with the thermal
transition state. In addition, the twin-excited state will possess a real and
sometimes greatly increased frequency of the reaction coordinate mode, by
analogy to the benzene story, where the b2u mode was enhanced in the 1B2u twin-
excited state. Thus, since the twin pair has coincident geometries, a spectroscopic
characterization ofC� will provide complementary information on the transition
state C 6¼ and will enable resolution of the TS structure.

As a proof of principle, the twin states were characterized for the
semibullvalene rearrangement and found to possess virtually identical
geometries. As shown in Fig. 6.23, the twin-excited state possesses B2

symmetry as the symmetry of the reaction coordinate of the thermal process.
The TS mode, b2, which is imaginary for C 6¼(A1), was shown to be real for
C�(B2) (83). These calculations match the intriguing findings (84,85) in the

FIGURE 6.23 The twin states along the b2 reaction coordinate for the semibullvalene

rearrangement. When the thermal barrier is NOT much higher than the zero-point levels

of the two isomers, the transition state (C 6¼) region becomes available thermally.

Absorption in the transition state region is in the visible, leading to thermochromism at

elevated temperatures.
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semibullvalene and barbaralene systems. Thus, semibullvalene and barbaralene
derivatives in which the barrier for the rearrangement could be lowered
drastically, to a point where it almost vanishes, exhibit thermochromism
without having a chromophore; they are colorless at low temperatures, but
highly colored at 380K. According to Quast (85), the thermochromism arises
due to the low energy transition from the transition state (C 6¼) to the twin
excited state (C�), Fig. 6.23. Thus, since the thermal barrier is exceptionally
low, at elevated temperatures the transition state becomes thermally populated.
Since the C 6¼ �C� gap is small, one observes color due to absorption within
the visible region. However, at low temperatures, the molecules reside at the
bottom of the reactant�product wells, where the gap between the ground and
excited states is large, and hence, the absorption is in the ultraviolet (UV)
region and the color is lost. To quote Quast, ‘‘thermochromic . . .
semibullvalene allow the observation of transition states even with one’s
naked eye’’ (85). Of course, identifying appropriate systems where the twin-
excited state is observable is required for the eventual ‘‘observation’’ of the TS
of thermal reactions.

Coherent control (86) is a new method that makes use of the availability of
the twin-excited state to control the course of chemical reactions by laser
excitation. Thus, laser excitation from C 6¼ to C�(Fig. 6.21a), using two
different and complementary photons causes the decay of C� to occur in a
controlled manner either to the reactant or products. In the case where the
reactants and products are two enantiomers, the twin-excited state is achiral,
and the coherent control approach leads to chiral resolution.

In summary, the twin-excited state plays an important role in photo-
chemistry as well as in thermal chemistry.

6.12 A SUMMARY

This chapter showed how to conceptualize reactivity in a variety of different
fields and problems using just two archetypal diagrams shown in Fig. 6.1.
Section 6.10 on electronic delocalization and Section 6.11 dealing with
photochemical reactions, both prepare us for Chapter 7 which deals with VB
descriptions of excited states for a variety of molecules.
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9. R. Méreau, M. T. Rayez, J. C. Rayez, P. C. Hiberty, Phys. Chem. Chem. Phys. 3,
3650 (2001). Alkoxyl Radical Decomposition Explained by a Valence Bond Model.

10. S. S. Shaik, J. Am. Chem. Soc. 106, 1227 (1984). Solvent Effect on Reaction Barriers.

The SN2 Reaction. 1. Application to the Identity Exchange.

11. S. S. Shaik, J. Org. Chem. 52, 1563 (1987). Nucleophilicity and Vertical Ionization

Potentials in Cation-Anion Recombinations.

12. P. Su, L. Song, W. Wu, P. C. Hiberty, S. Shaik, J. Am. Chem. Soc. 126, 13539 (2004).
Valence Bond Calculations of Hydrogen Transfer Reactions: A General Predictive

Pattern Derived from VB Theory.

13. L. Eberson, Electron Transfer Reactions in Organic Chemistry, Springer-Verlag,

Heidelberg, 1987.

14. G. Sini, S. S. Shaik, J.-M. Lefour, G. Ohanessian, P. C. Hiberty, J. Phys. Chem. 93,
5661 (1989). Quantitative Valence Bond Computation of a Curve Crossing

Diagram for a Model SN2 reaction: H�+CH3H
0 !HCH3+H0�.

15. P. Maı̂tre, P. C. Hiberty, G. Ohanessian, S. S. Shaik, J. Phys. Chem. 94, 4089 (1990).

Quantitative Valence Bond Computations of Curve-Crossing Diagrams for Model

Atom Exchange Reactions.

16. S. Shaik, W. Wu, K. Dong, L. Song, P. C. Hiberty, J. Phys. Chem. A 105, 8226
(2001). Identity Hydrogen Abstraction Reactions, X� +H-X0 !X-H+X0�

(X=X0 =CH3, SiH3, GeH3, SnH3, PbH3): A Valence Bond Modeling.

17. L. Song, W. Wu, K. Dong, P. C. Hiberty, S. Shaik, J. Phys. Chem. A 106, 11361
(2002). Valence Bond Modeling of Barriers in the Nonidentity Hydrogen

Abstraction Reactions, X0� +H�X!X0�H+X� (X0 6¼X=CH3, SiH3, GeH3,

SnH3, PbH3).

18. Y. Mo, S. D. Peyerimhoff, J. Chem. Phys. 109, 1687 (1998). Theoretical Analysis of

Electronic Delocalization.

19. F. Jensen, P.-O. Norrby, Theor. Chem. Acc. 109, 1 (2003). Transition States from

Empirical Force Fields.

20. Y. Kim, J. C. Corchado, J. Villa, J. Xing, D. G. Truhlar, J. Chem. Phys. 112, 2718
(2000). Multiconfiguration Molecular Mechanics Algorithm for Potential Energy

Surfaces of Chemical Reactions.

164 VALENCE BOND DIAGRAMS



21. L. Song, W. Wu, P. C. Hiberty, S. Shaik, Chem. Eur. J. 9, 4540 (2003). An Accurate

Barrier for the Hydrogen Exchange Reaction from Valence Bond Theory: Is this

Theory Coming of Age?

22. H. Yamataka, S. Nagase, J. Org. Chem. 53, 3232 (1988). Ab Initio Calculations of

Hydrogen Transfers. A Computational Test of Variations in the Transition-State

Structure and the Coefficient of Rate-Equilibrium Correlation.

23. A. Pross, H. Yamataka, S. Nagase, J. Phys. Org. Chem. 4, 135 (1991). Reactivity in

Radical Abstraction Reactions: Application of the Curve Crossing Model.

24. P. C. Hiberty, C. Megret, L. Song, W. Wu, S. Shaik, J. Am. Chem. Soc. 128, 2836
(2006). Barriers for Hydrogen vs. Halogen Exchange—An Experimental

Manifestation of Charge-Shift Bonding.

25. C. Isborn, D. A. Hrovat, W. T. Borden, J. M. Mayer, B. K. Carpenter, J. Am. Chem.

Soc. 127, 5794 (2005). Factors Controlling the Barriers to Degenerate Hydrogen

Atom Transfers.

26. S. Shaik, S. P. de Visser, W. Wu, L. Song, P. C. Hiberty, J. Phys. Chem. A 106, 5043
(2002). Reply to Comment on: Identity Hydrogen Abstraction Reactions, X� +H-

X0 !XH+X0� (X=X0 =CH3, SiH3, GeH3, SnH3, PbH3): A Valence Bond

Modeling.

27. C. Amatore, A. Jutand, Acc. Chem. Res. 33, 314 (2000). Anionic Pd(0) and Pd(II)

Intermediates in Palladium Catalyzed Heck and Cross-Coupling Reactions.

28. R. Hoffmann, Angew. Chem. Int. Ed. Engl. 21, 711 (1982). Building Bridges Between

Inorganic and Organic Chemistry (Nobel Lecture).

29. M.-D. Su, S.-Y. Chu, Inorg. Chem. 37, 3400 (1998). Theoretical Study of Oxidative

Addition and Reductive Elimination of 14-Electron d10 ML2 Complexes: A

ML2+CH4 (M=Pd, Pt; L = CO, PH3, L2=PH2
0CH2CH2PH2) Case Study.

30. M.-D. Su, S.-Y. Chu, J. Am. Chem. Soc. 119, 10178 (1997). C-F Bond Activation by

the 14-Electron M(X)(PH3)2 (M=Rh, Ir; X=CH3, H, Cl) Complex. A Density

Functional Study.

31. M.-D. Su, Inorg. Chem. 34, 3829 (1995). A Configuration Mixing Approach to the

Reactivity of Carbene and Carbene Analogs.

32. S. Kozuch, A. Jutand, C. Amatore, S. Shaik, Organometallics 24, 2139 (2005). What

Makes for a Good Catalytic Cycle ? A Theoretical Study of the Role of Anionic

Palladium(0) in the Cross-Coupling Reaction of An Aryl Halide with an Anionic

Nucleophile.

33. S. S. Shaik, Prog. Phys. Org. Chem. 15, 197 (1985). The Collage of SN2 Reactivity

Patterns: A State Correlation Diagram Model.

34. S. S. Shaik, H. B. Schlegel, S. Wolfe, Theoretical Aspects of Physical Organic

Chemistry, Wiley-Interscience, New York, 1992.

35. S. Shaik, Acta Chem. Scand. 44, 205 (1990). SN2 Reactivity and its Relation to

Electron Transfer Concepts.

36. L. Song, W. Wu, P. C. Hiberty, S. Shaik, Chem Eur. J. 12, 7458 (2006). The Identity

SN2 Reaction X�+CH3X!XCH3+X� (X¼F, Cl, Br, and I) in Vacuum and in

Aqueous Soution: A Valence Bond Study.

37. I. M. Kovach, J. P. Elrod, R. L. Schowen, J. Am. Chem. Soc. 102, 7530 (1980).

Reaction Progress at the Transition State for Nucleophilic Attack on Esters.

REFERENCES 165



38. D. G. Oakenfull, T. Riley, V. Gold, J. Chem. Soc., Chem. Comm. 385 (1966).

Nucleophilic and General Base Catalysis by Acetate Ion in Hydrolysis of Aryl

Acetates: Substituent Effects, Solvent Isotope Effects, and Entropies of Activation.

39. E. Buncel, S. S. Shaik, I.-H. Um, S. Wolfe, J. Am. Chem. Soc. 110, 1275 (1988). A

Theoretical Treatment of Nucleophilic Reactivity in Additions to Carbonyl

Compounds. Role of the Vertical Ionization Energy.

40. S. S. Shaik, E. Canadell, J. Am. Chem. Soc. 112, 1446 (1990). Regioselectivity of

Radical Attacks on Substituted Olefins. Application of the State-Correlation-

Diagram (SCD) Model.

41. S. S. Shaik, in New Theoretical Concepts for Understanding Organic Reactions, J.

Bertran and I. G. Csizmadia, Eds., NATO ASI Series, C267, Kluwer Academic

Publishers, 1989, pp. 165–217. A Qualitative Valence Bond Model for Organic

Reactions.

42. S. S. Shaik, A. C. Reddy, A. Ioffe, J. P. Dinnocenzo, D. Danovich, J. K. Cho, J. Am.

Chem. Soc. 117, 3205 (1995). Reactivity Paradigms. Transition State Structures,

Mechanisms of Barrier Formation, and Stereospecificity of Nucleophilic

Substitutions on s-Cation Radicals.

43. J. H. Incremona, C. J. Upton, J. Am. Chem. Soc. 94, 301 (1972). Bimolecular

Homolytic Substitution With Inversion, Stereochemical Investigation of an SH2

Reaction.

44. C. J. Upton, J. H. Incremona, J. Org. Chem. 41, 523 (1976). Bimolecular Homolytic

Substitution at Carbon. Stereochemical Investigation.

45. B. B. Jarvis, J. Org. Chem. 35, 924 (1970). Free Radical Additions to

Dibenzotricyclo[3.3.0.02,8]-3,6-octadiene.

46. G. G. Maynes, D. E. Appliquist, J. Am. Chem. Soc. 95, 856 (1973). Stereochemistry

of Free Radical Ring Cleavage of cis-1,2,3-trimethylcyclopropane by Bromine.

47. K. J. Shea, P. S. Skell, J. Am. Chem. Soc. 95, 6728 (1973). Photobromination of

Alkylcyclopropanes. Stereochemistry of Homolytic Substitution at a Saturated

Carbon Atom.

48. M. L. Poutsma, J. Am. Chem. Soc. 87, 4293 (1965). Chlorination Studies of

Unsaturated Materials in Nonpolar Media. V. Norbornene and Nortricyclene.

49. S. S. Shaik, J. P. Dinnocenzo, J. Org. Chem. 55, 3434 (1990). Nucleophilic Cleavages

of One-electron s Bonds are Predicted to Proceed with Stereoinversion.

50. J. P. Dinnocenzo, W. P. Todd, T. R. Simpson, I. R. Gould, J. Am. Chem. Soc. 112,
2462 (1990). Nucleophilic Cleavage of One-Electron s Bonds: Stereochemistry and

Cleavage Rates.
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EXERCISES

6.1. Use a VB analysis to showwhy radical recombination reactions generally do
not possess an energy barrier. For simplicity, use the gas phase recom-
bination of an alkyl radical R� with an electronegative radical, X�.

6.2. (a) Analyze the process of bond dissociation of for example, t-BuCl, in
solution. (b) Based on your analysis predict the dependence of the barrier
for cation�nucleophile recombination in solution on two fundamental
properties of the reactants: the electron affinity of the cation and the
ionization potential of the nucleophile. For advanced reading, consult
Ref. 11.

6.3. Use semiempirical VB theory (Chapter 3) to derive the expressions for G
in the case of the radical exchange process in Equation 6.3. Start from
Equation 6.5 and the expression for the ground-state’s wave function. Use
Graham�Schmidt orthogonalization to show that the spectroscopic R�

state can be formulated as a pure A��Y triplet coupled to X� to give a total
doublet. In so doing, derive the expression in Equation 6.6. Using the pure
triplet expression for the R� state, express the wave function, C(R�,P) that
describes a smooth diabatic curve connecting P to R� as one goes from the
products’s geometry to the reactants’s one. Hint: the wave function
involves three determinants and a variable parameter l.

6.4. Use semiempirical VB arguments to predict trends in the barriers for
hydrogen-abstraction reaction X� +H�X!X�H+ �X; X=CH3, SiH3,
GeH3, SnH3, PbH3, F, Cl, Br, I, OH, and SH. You will need H�X bond
energies, which you can extract from the literature (Refs. (12,16,25,26)) or
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you can use experimental values, or calculate your own values. For
simplicity, assume that you have only linear X-- -H-- -X transition states.

6.5. Use semiempirical VB theory (described in Chapter 3) to derive the
following expression for the avoided crossing term B in the process
X� +H�X!X�H+ �X:

B ¼ 0:25 DEST
0 ðH�XÞ ð6:Ex:1Þ

where DEST
0 is the singlet�triplet transition energy of the X�H bond at the

geometry of the transition state. Hint: Use Equation 3.45 and neglect
squared overlaps to simplify.

6.6. Use the semiempirical VB theory in Chapter 3, to show why the process
X� +H�X!X�H+ �X has a barrier for X=CH3, SiH3, GeH3, SnH3,
PbH3, H, while the Li3 species in the process Li� +Li�Li!Li�Li+ �Li is
a stable intermediate. First, construct a VBSCD with the usual parameters
DEST, f, G, and B. For convenience, define the energy of a Lewis bond, for
example, H�X (or X�X), relative to the nonbonded quasiclassical reference
determinant, as follows:

ESðH�XÞ ¼ �lS DðH�XÞ ¼ lS ð6:Ex:2Þ

where lS is used as a shorthand notation for the 2bS/(1+S2) derived in
Chapter 3.

Similarly, denote the energy of the triplet pair H" "X (or of X" "X) by

ETðH " " XÞ ¼ lT ð6:Ex:3Þ

where lT is the corresponding �2bS/(1� S2) terms for the triplet
repulsion. While lS and lT are defined at the equilibrium distance of the
H�X (X�X) bond, analogous parameters l0S and l0T are defined for the
stretched H�X (X�X) bond corresponding to the geometry of the transition
state. Based on these notations derive the following relations and
quantities:
(a) Express DEST and G as functions of lS and lT.
(b) Express the avoided crossing interaction B as a function of l0S and l0T

(use Eq. 6.Ex.1 in the preceding exercise).
(c) Express the energy of the crossing point (relative to the reference

quasiclassical determinant) as a function of l0S and l0T.
(d) To enable yourself to derive a simple expression for the barrier, assume

that l= l’. Then express DEc, the height of the crossing point relative
to the reactants, and derive an expression for f, as a function of a,
defined as follows:

a ¼ lT=lS ð6:Ex:4Þ
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(e) Derive an expression for the barrier DE 6¼, as a function of DEST and a.
Knowing that lT is generally larger than lS for strong binders, such as
X�H (X=CH3, SiH3, GeH3, SnH3, PbH3, H) while the opposite is true
for weak binders, such as alkali atoms, show that the reaction
X� +H�X!X�H+ �X has a barrier while the Li3 species is a stable
intermediate in the process Li� +Li�Li!Li�Li+ �Li.

6.7. Consider an alkoxyl radical that undergoes unimolecular decomposition in
the gas phase, by the following reaction, which is known to be endothermic:

S1S2S3C�O� ! S�1 þ S2S3C¼O ð6:Ex:5Þ

Here, S1�S3 are alkyl substituents.
As expected, the barrier can be lowered by stabilizing the products by
appropriate changes in S1�S3. There is, however, a curious dichotomic
relationship between the barrier and the endothermicity. That is, for a given
amount of products stabilization, the effect on the barrier depends on
whether one affects the product side by stabilizing the leaving radical S1

� (as
in the series S1=Me, Et, i-Pr, t-Bu, . . .) or by substituting the S2S3C¼O
molecule (S2, S3=H, Me, . . .). Interpret this finding by means of the
VBSCD model, following the guidelines in (a�e):
(a) Draw the VB correlation diagram for this reaction, and express the

states R� and P� according to Equation 6.4.
(b) Derive qualitative predictions on the energy variations of P, R,� and P�

relative to the reactants’ ground state R, for cases where one stabilizes
the product radical S1

�.
(c) Repeat the procedure for cases where the carbonyl product is stabilized

by substitution (e.g., H2C¼O!RHC¼O!RR0C¼O, R=alkyl)
(d) From the previous results, show that the barrier is lowered about as

much as the reaction energy if the products are stabilized through the
leaving radical S1

�, and much less if they are stabilized through the
substituents on the carbonyl product.

(e) Use Equation 6.Ex.6, which is a developed form of Equation 6.11 in the
chapter, to reach the conclusions as in (a�d) by reasoning on the
VBSCD parameters GR, GP, and DErp.

DE 6¼ � f0ðGR þ GPÞ=2� Bþ 0:5DErp ð6:Ex:6Þ
6.8. The trimerization of ethylene to cyclohexane is computed to be highly

exothermic, �67kcal/mol, but has a large barrier of 49 kcal/mol. By
comparison, the Diels�Alder reaction is much less exothermic, �44 kcal/
mol, but has a much lower barrier of 22 kcal/mol. Both are computed to
proceed via a concerted 6-electron/6-centered transition state, namely, both
are formally allowed. Why are the barriers so different? Provide a VB-based
explanation for this puzzle. For more details, you may consult the original
work in, A. Ioffe, S. Shaik, J. Chem. Soc. Perkin Trans. 2, 2101 (1992).
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6.9. The complex L2Pd (L2=PPh2(CH2)nPPh2) activates C�X bonds of
aromatic molecules. It was observed that the barriers for Ph�Cl
activation decrease steadily as n varies from n=6 to n=2. Provide an
explanation based on VBSCDs. You may consult Ref. (32).

6.10. Use Rule 3 in the main text (Section 6.6.6) to predict the stereochemistry
of nucleophilic cleavage of the one-electron s-bond in a substituted
cyclopropane cation radical (see Fig. 6.Ex.1.). Hint: Use the FO�VB
representation, i.e. the s and s� MOs of the C�C one-electron bond. You
may consult Ref. (49) for further reading.

6.11. By using the semiempirical VB theory described in Chapter 3, setting the
sum of orbital energies to zero (Eq. 3.35) and neglecting squared overlap
terms, derive the expression of the reduced Hamiltonian matrix element,
in Equation 6.30, between R and P for the 3-orbital, 3-electrons reacting
system [Ha . . .Hb . . .Hc]

�. From the sign of this integral, derive the
expressions of C 6¼ and C� in Equations 6.28 and 6.29. Show that the
reduced Hamiltonian matrix element is largest in the collinear transition
state geometry, and drops to zero in the equilateral triangular structure.

6.12. Consider the 3-orbital, 4-electron anionic complex [Ha . . .Hb . . .Hc]
�, in a

linear conformation. The lowest VB structures Ha
� Hb���Hc and

Ha���Hb Hc
� are referred to as R and P, respectively. Since the Ha-Hb

and Hb-Hc distances are equal, the bab and bbc integrals will be noted by
b, the Sab and Sbc overlaps by S, while the long-distance terms bac and Sac
will be neglected. The reduced Hamiltonian matrix element between R
and P is defined as follows:

B ¼ hRjHeff jPi�hRjPiðhRjHeff jRiþhPjHeff jPiÞ=2 ð6:Ex:7Þ
(a) By using the rules of semiempirical VB theory (Chapter 3), and

neglecting squared overlap terms, express B as a function of b and S,
and show that this quantity is stabilizing in the collinear conforma-
tion.

(b) Then consider B for a collinear transition state [X-A-Y]� for an SN2
reaction, where X is the nucleophile, Y the leaving group, and A the
central methyl group. The active fragment orbitals are referred to as

FIGURE 6.Ex.1 Two trajectories for the nucleophilic cleavage of the one-

electron s-bond in a substituted cyclopropane cation radical, leading to retention

or inversion of configuration.
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x, and y, respectively, for X and Y, and a for the axial p orbital of the
central methyl group.
Since the central orbital a overlaps positively with y and negatively
with x, we will use the following notations:

Say ¼ �Sxa ¼ S S > 0 ð6:Ex:8Þ
bay ¼ �bxa ¼ b b < 0 ð6:Ex:9Þ

Denoting the lowest VB structures X� A���Y and X���A Y� by R
and P, respectively, express B as a function of b and S, neglecting bxy.
Show that, contrary to the H3

� system in (a), the ground state is now
the R�P combination, of A0 symmetry, while the A’’ combination,
R+P, is the first excited state.

(c) Subsequently, consider the [X�A�Y]� structure as in Fig. 6.22b,
where the central fragment is rotated, and the transition state is
slightly bent, such that the bxy integral is still negligible. Show that
now the ground state is the R+P combination, while the R�P
combination is the first excited state, thus making the reacting system
analogous to the H3

� system.

6.13. This exercise is related to the preceding one and it deals with a bent
[X . . .CH3 . . .X]� transition state, such as the one represented in Fig.
6.22b. The aim is to show in the simplest possible manner why the twin
states in Fig. 6.22b behave in the manner they do, by using the FO�VB
representation. The system will be considered as the interaction between
the rotated CH3 fragment, represented by an orbital a, and the X . . .X
fragment, represented by two MOs s and s�.
(a) By VB coupling the single electron in the orbital a to one of the single

electrons in either s or to s�, write the expressions ofC 6¼ andC� in the
FO�VB representation, specify their symmetries and show that C 6¼ is
lower in energy than C� in the collinear conformation.

(b) Show that upon bending, as the two X fragments get close to each
other, while CH3 moves away, C� gets lower than C 6¼, so that
the two states cross and lead to the products that are specified in
Fig. 6.22b.

6.14. The aim of this exercise is to predict the possible photochemical products
by means of a VBSCD prescription for conical intersections. For this
purpose, consider the photochemical conversion of butadiene, and follow
the steps outlined in (a)�(d):
(a) By considering only the AOs that are directly involved in the

reaction, write the VB wave functions for R (butadiene) and P
(cyclobutene).

(b) By neglecting all overlaps between AOs, find the sign of the overlap
between R and P. Deduce the sign of the corresponding reduced
Hamiltonian matrix element.
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(c) Write the VB wave functions for the ground state C 6¼ and the twin
excited state C� in the transition state geometry.

(d) Find the VB structure that corresponds to C�, and predict the
photochemical product(s) that is (are) likely to be observed in
addition to cyclobutene (which is the photochemically allowed
product).

Answers

Exercise 6.1 Consider two radicals, R� and X� (not Na and Cl of course)
combining to form a bond. Since the bond is polar�covalent, its wave function
will be dominated by the HL structure. Letting r and x represent the singly
occupied orbitals of the two radicals, the unnormalized HL wave function is

FHL ¼ ðjrx̄j � jr̄xjÞ ð6:Ans:1Þ

The other two structures are the corresponding ionics, R+:X� and R:� X+. If
R is less electronegative than X, we can neglect, for qualitative purposes, the
R:� X+ structure. As shown in Figure 6.Ans.1 the ionic structure, FI, lies well
above the covalent structure in the gas phase (by the difference between the
ionization energy of R� and the electron affinity of X�). As the R and X
moieties approach each other, the HL structure will be stabilized by the bond-
pairing energy, which is augmented by the mixing with the ionic structure; the
energy will continually go down until the radicals are coupled into a bond.
Thus, in radical coupling the same dominant wave function is valid at infinite
separation and at the bond equilibrium distance. As such, there is no crossing

Φ I

R•    •X

R+
   :X-

~~

ΦHL

d R ...X

E

FIGURE 6.Ans.1 Qualitative dissociation energy curves for the R�X bond in the gas

phase, using the covalent (FHL) and ionic (FI) structures.
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of VB structures here and there is no electronic reorganization that leads to an
electronic barrier, in other words this is a case with G=0. Of course, there may
be small features on the energy profile, like shallow minima due to
electrostatic-polarization-dispersion interactions, or small barriers in the case
the radicals are heavily delocalized.

Exercise 6.2

(a) Consider again the R�X bond (R= t-Bu) treated in Ex. 6.1, but now in a
polar solvent. The major change that happens in solution is illustrated in
part (1) of Fig. 6.Ans.2, where it is shown that the ionic curve, which in the
gas phase (dashed curve) was above the HL curve, is stabilized relative to
the HL curve by the solvation, and is pulled down to become FI(s) that lies
in solution below the HL curve. Now there is crossing of the covalent and
ionic VB structures. In part (2) of the Fig. 6.Ans.2, the crossing is avoided
by mixing of the two structures, leading to two adiabatic states (bold lines).
This leads to a transition state, C�, on the lower surface (and a ‘‘twin
excited state’’, C�, on the excited-state surface); this is the transition state
for bond heterolysis in solution. This treatment of bond heterolysis has
appeared for the first time in the pioneering works of Evans and Polanyi, in
the 1930s, where chemical reactivity was treated by empirical VB
calculations.

(b) Figure 6.Ans.3 again shows the ionic and covalent curves in solution. The
barrier for cation�anion recombination can be expressed as the height of
the crossing point, DEc, minus the resonance energy of the transition state,

FIGURE 6.Ans.2 Qualitative dissociation energy curves for the R�X bond in a

polar solvent. (1) The covalent and ionic curves, FHL(s) and FI(s), shown in

regular lines, while the gas- phase ionic curve [FI(g)] is shown in a dashed line, (2)

Covalent and ionic curves in solvent (thin curves), and their avoided crossing

leading to the ground-state and twin-excited states (bold curves).
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B. Since DEc can be expressed as a fraction of the promotion gap, we may
write the following equation for the barrier:

DE 6¼ ¼ DEc � B ¼ fG� B ð6:Ans:2Þ

The promotion gap is given by the difference between the vertical
ionization energy of X:� anions (I�X:) and the vertical electron affinity of the
cation (A�

Rþ), leading to the following expression for the barrier:

DE 6¼ ¼ f ðI�X: � A�
RþÞ � B ð6:Ans:3Þ

where the asterisk symbolizes that during the electron transfer from the
anion to the cation both geometry and solvent orientation remain frozen.
These quantities are available from experiment and can also be evaluated
theoretically using a simple Hess cycle. For this purpose, the interested
reader should consult Ref. (10) or (11). For example, if we take a reaction
series of a single cation with a family of nucleophiles, then the A�

Rþ term is
constant, and one may anticipate that the relative reactivity will be
dominated by a single quantity, the I�X: of the nucleophiles. Such a
spectacular correlation is discussed in Ref. (11) for the reactions of Y-
pyronin cation with a series of nucleophile, X:. Reference (11) discusses
further meanings of the correlation in terms of the potential to quantify the
resonance energy of the transition states, B.

Exercise 6.3 Consider the R and R� states for the radical exchange process,
X� +A�Y!X�A+ �Y, in Equation 6.3. The HL wave functions for R and R�

are the following (dropping normalization constants):

CðRÞ ¼ jxaȳj � jxāyj ð6:Ans:4Þ
CðR�Þ ¼ jxāyj � jx̄ayj ð6:Ans:5Þ

B

ΦI

~ ~∆E≠

ΦHL

dR...X

E

R+ (s) +   X–

R*      +  •X*•

∆Ec

G

R_X

(s)

(s)

(s)

••

FIGURE 6.Ans.3 Qualitative dissociation energy curves for the R�X bond in

a polar solvent, along with the reactivity parameters of the VBSCD for the

cation�anion recombination process.
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One can use semiempirical VB theory to derive the G value for these states
(see text). But one can do so by inspection of the wave function for R�. It is
seen that the AY moiety in this state is described in the second determinant
as pure triplet, while in the first determinant AY is neither a triplet nor a
singlet, but in fact an average of the singlet and triplet wave functions (with
MS=0). Therefore AY is 75% triplet in R�. This leads to the following G

expression:

G ¼ 0:75DESTðA�YÞ ð6:Ans:6Þ
which is nothing else but Equation 6.5 in the text.

Note that the wave functions in the above R and R� states share a common
determinant. If we now crudely normalize the wave functions using 2�1/2 as a
normalization factor (this means we are using a zero differential overlap
approximation), using the same approximation the overlap will be the
following:

hRjR�i¼ �1=2 ð6:Ans:7Þ
Since the two wave functions overlap, we can form from them two orthogonal
wave functions using the Graham�Schmidt orthogonalization procedure,
namely:

C1 ¼ CðRÞ andC2 ¼ CðR�Þ � hRjR�iCðRÞ ð6:Ans:8Þ

Thus, the new excited state C2 (which is unnormalized) becomes:

C2 ¼ CðR�Þ þ 0:5CðRÞ ð6:Ans:9Þ

which by using the expressions for R and R� gives:

C2 ¼ 0:5ðjxaȳj þ jxāyjÞ � jx̄ayj ð6:Ans:10Þ
In this wave function, the last determinant has a pure triplet AY moiety as
before in R�. However, now the first two terms are also a pure triplet AY (with
MS=0). As such, by using the orthogonalization procedure, we generated a
spectroscopic promoted state, where X� is coupled to a triplet AY to a total
doublet spin state; the spin pairing is 50% between X� and A� and 50%
between X� and Y�. The corresponding G expression becomes then:

G ¼ DESTðA�YÞ ð6:Ans:11Þ

as in Equation 6.6 in the text.
When the R� state is defined as a pure triplet connected to a distant radical,

it is important to construct a wave functionC(R�, P) that varies smoothly from
P to R�, so that a VBSCD can be calculated and generated. Such a wave
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function can be chosen as a linear combination ofC2 and C(P), with a variable
parameter l:

CðR�;PÞ ¼ ljxaȳj þ ð1� lÞjxāyj � jx̄ayj ð6:Ans:12Þ
With l=0 the above wave function corresponds to C(P), while when l=0.5,
this wave function becomes the spectroscopic state expressed in C2 above.
Thus, letting l vary between zero (at the geometry corresponding to P) and 0.5
(at the geometry corresponding to R), the wave function C(R�, P) will vary
smoothly from C(P) to C2 above.

Exercise 6.4 Based on the analysis of the barrier for radical exchange
reactions, we can use the relationship G= 2DHX for the promotion gap. If we
assume only linear transition states, we can use the relationship B=0.5DHX

given in Equation 6.19 (16). Combining the two expressions and the value
f=1/3, we get the following expression for the barrier (16):

DE 6¼ ¼ fG� B ¼ ð1=6ÞDHX ð6:Ans:13Þ

Of course, this is a very crude expression, but it should give reasonable trends for
reaction families, such as changes of X down the column of the periodic table.
Since theH�Xbond energy decreases down the column, wemay predict based on
the above expression that the identity barriers in the halogen exchange series will
vary in the order F>Cl>Br> I. For the same reason, we can predict that when
the X group is MH3 (M=C, Si, Ge, Sn, Pb), the barriers will vary in the order
CH3> SiH3>GeH3> SnH3>PbH3. Finally, for the series X=OH, SH, and so
on, we predict the same trends, namely the barriers decrease down the column.
The table below shows the barriers estimated with the above equation and
computed by the CCSD(T) method. Similar trends are obtained for the other
series. The semiempirically estimated barriers are generally higher than ab initio
computed ones, but all the series show that the identity barrier for H abstraction
decrease asX changes down the columnof the periodic table.All these trends (not
the absolute values of the barriers) are in accord with experiment.

The H�X Bond Energies and Barriers for X� +H�X!X�H+ �X

X DHX (kcal/mol)a DE6¼ (CCSD(T))a DE6¼ (semiempirical)d

F 122.9 (137.1)b 20.9 20.5 (22.9)b

Cl 88.8 11.0 14.8

Br 75.4 8.0 12.6

I 68.3c 11.4

aData from Ref. (24). Bond energies calculated by BOVB.
bA CCSD(T) datum from Ref. (25).
cA VBCI datum from Ref. (12).
dUsing the equation derived above. For similar data see Ref. (16).
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Note, however, as discussed in this chapter, that when X has lone pairs,
the TS is bent, and the B value increases making the barrier smaller than the
simple prediction in Equation 6.Ans.13. The F�H�F transition state is bent
with an angle of 132.6
 and a barrier of 17.8 kcal/mol (UCCSD(T)/6-
311++G(3df,3pd)//RCCSD(T)/6-311++G(3df,3pd) (26). At the same level,
for the linear geometry the barrier is 20.9 kcal/mol, in accord with the
prediction in the table above. Using a UCCSD(T)/6-311++G�� bond energy
datum of the H�OH bond, the above equation predicts a barrier of 19.6 kcal/
mol for the linear HO . . .H . . .OH transition state, the calculated barrier is
15.6 kcal/mol. Similarly, at the same levels, the predicted barrier for X=SH
is 15.8 kcal/mol versus 11.0 computed one.

Exercise 6.5 Let us consider the general process X� +H�Y!X�H+ �Y,
with X=Y. At the transition state geometry, the ground state C 6¼ is the
normalized combination of the reactants’ and products’ wave functions, F1

and F2. To facilitate the derivation, let us write these two wave functions so
that their overlap is positive, that is,

F1 ¼ 1ffiffiffi
2

p ðjxhȳj � jxh̄yjÞ ð6:Ans:14Þ

F2 ¼ 1ffiffiffi
2

p ðjx̄hyj � jxh̄yjÞ ð6:Ans:15Þ

where x, h, and y stand for the active orbitals of the corresponding fragments
during the process.

The integrals S12, H12, and the quantity Eind are readily calculated:

B ¼ ½H12 � EindS12�=ð1þ S12Þ ¼ ð2bS� 0:5bSÞ=ð1þ 0:5Þ ¼ bS ð6:Ans:16Þ

Since DEST for a bond equals to 4bS (see Section 6.6.8), the expression for B
becomes:

B ¼ 0:25 DE0
STðH� XÞ ð6:Ans:17Þ

where the prime signifies that the value corresponds to the TS geometry.

Exercise 6.6

(a) With the shorthand notations, the singlet�triplet excitation becomes then,

DESTðH�XÞ ¼ ðlS þ lTÞ ð6:Ans:18Þ

(b) and the expressions for G and B read:

G ¼ 0:75 DESTðH�XÞ ¼ 0:75ðlS þ lTÞ ð6:Ans:19Þ
B ¼ 0:25 DE0

STðH�XÞ ¼ 0:25ðl0S þ l0TÞ ð6:Ans:20Þ
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The primes appearing in Equation 6.Ans.20 signify that these values
correspond to the TS geometry.
(c) At the crossing point the Lewis structure X� H�X has on one side a bond

with energy �l0S and half a repulsive interaction on the other side with
energy 0:5l0T. Thus the energy of the crossing point is given by,

EcðX�H�XÞ ¼ �l0S þ 0:5l0T ð6:Ans:21Þ

(d) With the crude assumption that l= l0, the height of the crossing point
becomes Equation 6.Ans.22:

DEc ¼ 0:5lT ð6:Ans:22Þ

This expression shows that the height of the crossing point depends on the
triplet repulsive interactions between the bonded atom in the center (e.g.,
H) and the two terminal groups X.
The f-factor becomes then Equation 6.Ans.23:

f ¼ DEc=G ¼ f2a=½3ð1þ aÞ�g a ¼ lT=lS ð6:Ans:23Þ

(e) Combining Equations 6.Ans.23, 6.Ans.22, 6.Ans.19, and 6.Ans.20, the
barrier expression becomes:

DE 6¼ ¼ 0:25 DEST½ða� 1Þ=ðaþ 1Þ� ð6:Ans:24Þ

It is seen from Equation 6.Ans.24 that the barrier is positive as long as
a> 1. When a< 1, the barrier becomes negative, and the delocalized
3-electron/3-center species XHX (or X�X�X) becomes a stable cluster.

The parameter a is the crucial quantity that determines the transition from
a saddle-point species to a stable cluster. From Equation 6.Ans.18 and the
expression for D (see Eq. 6.Ex.2) we can show that a determines the ratio of
the singlet�triplet excitation of the bond to its bond energy:

DEST=D ¼ ðlS þ lTÞ=lS ¼ 1þ a ð6:Ans:25Þ

All the X�H bonds in the previous exercise are typified by DEST/D>2, and
hence their a values are >1. These are the ‘‘strong binders’’. In contrast, in a
bond, such as Li2, DEST=32.9 kcal/mol and D=24.6 kcal/mol, and hence
a=0.3374. This is the class of ‘‘weak binders’’, in which the triplet repulsion
(lT) is significantly shallower than the bonding interaction (�lS). Equation
6.Ans.24 predicts that clusters of ‘‘weak binders’’ will be stable intermediates,
in contrast to clusters of ‘‘strong binders’’, which are transition states.

Equation 6.Ans.24 turns out to be useful also for calculating barriers, provided
the DEST and a quantities are available. A sample of these calculated barriers is
given in Table 6.Ans.1. The interested reader can further consult Ref. (16).
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Exercise 6.7

(a) The VBSCD for the alkoxyl radical decomposition is displayed in Fig.
6.Ans.4. In the case of P� we show the spin distribution in the carbonyl
moiety using the two determinants in the corresponding wave function.

(b) As can be seen from Fig. 6.Ans.5, part (1), substituting the leaving radical
S1 lowers R�, P� and P by the same quantity, relative to R. As a
consequence, the energy of the crossing point is lowered almost as much as
the product stabilization. The barrier follows the same tendency and will
be lowered significantly.

(c) As can be seen from Fig. 6.Ans.5, part (2), stabilizing the carbonyl product,
for example, by changing from H2C¼O to HMeC¼O or Me2C¼O,

TABLE 6.Ans.1. The DEST, a and Barriers (DE6¼) Calculated with Equation 6.Ans.24

for X� +H�X0 !X�H+ �X0

X DEST
a a DE6¼ (Eq. Ans.24)a DE6¼ [CCSD(T)]a

H 240.3 1.559 13.1 14.8

CH3 276.4 1.778 19.4 21.4

SiH3 224.2 1.622 13.3 14.7

GeH3 212.0 1.708 13.9 11.1

SnH3 187.5 1.671 11.8 10.2

PbH3 172.1 1.693 11.1 7.6

Lib 32.9 0.3374 �4.1 �3.8c

aIn kcal/mol from Ref. (16).
bThis corresponds to Li+Li-Li0 !Li�Li+Li0.
cThis is a VB datum from Ref. (15).

FIGURE 6.Ans.4 The VBSCD for the dissociation of a substituted alkoxyl

radical showing only the correlation of the VB structures. In some of the

structures, we do not use dots to indicate electrons. Instead we indicate electron

spins.
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FIGURE 6.Ans.5 Schematic representations of the energetic effect on the crossing

point of the diabatic curves, when the reaction endothermicity is diminished by

substituent effects. Full lines and a dotted crossing point represent the diabatic curves

for the parent reaction. Dashed lines and a cross represent the effect of substitutents on

the diabatic curves and their crossing point. (1) Changes due to substitution on the

leaving radical S1. (2) Changes due to substitution on the carbonyl.

stabilizes P owing to the p-donating character of the methyl groups and the
C+�O� polarity of the p CO bond. On the other hand, a methyl group on
the carbonyl moiety cannot stabilize R�, as its pseudo-p-orbital (highest
occupied orbital) overlaps only weakly with the singly occupied orbital of
the central carbon atom, which is pyramidal. By contrast, the P� state is
destabilized by a methyl group because the pseudo-p-orbitals of the
substituent maintain 3e Pauli repulsion with the p system of the carbonyl.
This extra Pauli repulsion is not compensated for by hyperconjugation for
reasons that will become clear with the example of HCH3C¼O. In the
absence of hyperconjugation, that is, if the methyl group is not involved in
conjugation with the CO p bond, the P� state is expressed as follows:

P� ¼ HCH
"#

3�C
"
�O

"
þHCH

"#
3�C

#
�O

"
ð6:Ans:26Þ

The first term has a triplet CO moiety, while the second exhibits spin
alternation on the carbonyl fragment. Since each interaction between two
electrons of the same spin account for one Pauli repulsion, there are two
Pauli repulsion in the first term of P� and only one in the second (the
interaction between the spins on CH3 and O has a longer distance and is
discounted). Hyperconjugation would have the effect of delocalizing the
pseudo--orbital of methyl on the neighboring carbon, or, equivalently of
adding the following two VB structures to P�:

P�ðhyperÞ ¼ HCH
"
3�C

"#
�O

"
þHCH

#
3�C

"#
�O

"
ð6:Ans:27Þ
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Here there are two Pauli repulsions in each of the two terms. Therefore,
hyperconjugation destabilizes the P� state that can only rise in energy
relative to R upon substitution of the carbonyl group.

(d) It follows from the preceding points that substituting the carbonyl group
lowers P and raises P� while leaving R� unchanged in energy relative to R.
As a consequence, as shown in part (2) of Fig. 6.Ans.5, the energy of the
crossing point, and consequently the barrier, is hardly lowered as the
products are stabilized by carbonyl substitution. In contrast, as demon-
strated above, stabilizing the leaving radical S1 leads to a barrier lowering
about as important as the lowering of the products. Hence, the dichotomic
relationship between the barrier and the endothermicity. Experimentally,
the two different behaviors are clear-cut and cover a number of different
reactions. (For more details, see Ref. (9).)

(e) Now, let us show that the use of the effective parameters of the VBSCD
(see Fig. 6.7 and Eq. 6.Ex.6) leads to the same predictions as the more
detailed considerations in (a�d). Consider Fig. 6.Ans.4 as a VBSCD with
a promotion gap, GR, between R and R�, a promotion gap GP between P
and P�, and reaction energy DErp. When the substituent S1 is made more
stable, this weakens the C�S1 bonding energy in the reactant state, and
since the promotion gap is given by GR� 2D(C�S1), stabilization of S1
will result in the lowering of both GR and DErp (making the reaction less
endothermic), thus having a strong barrier lowering effect (consult Fig.
6.7 and consider Eq. 6.Ex.6). In contrast, changes of S2 and S3 that are
not involved in the bond cleavage will leave GR unchanged, lower DErp

and increase GP, thereby causing a smaller effect on the barrier lowering.

Exercise 6.8 The answer to this question is rooted in the promotion energy
needed to generate the R� states for the two processes. These states and
corresponding promotion energies are illustrated pictorially in Fig. 6.Ans.6. It
is seen that in the case of the three ethylene molecules, we need to undo the
pairing of all the p-bonds to triplets and pair the three reactants across the
linkages leading to products (for simplicity, we use the spectroscopic state).
The triplet excitation energy of ethylene, calculated at the recommended paper,
is 101 kcal/mol. The total G for this trimerization reaction is then 303 kcal/mol.
By comparison, in the Diels�Alder reaction when we excite the diene portion,
one double bond is formed at the central C�C of the butadiene and the triplet
electrons are located on the termini of the molecule. Since these termini are far
away from each other, the triplet repulsion is small and the excitation energy of
the diene is only 78 kcal/mol, which together with the excitation of the ethylene
gives us a G value of 179 kcal/mol. This comparison of the two reactions is
interesting because it demonstrates that one reduces the value of G by a
significant extent (78 kcal/mol for butadiene instead of 202 kcal/mol for two
ethylenes), by linking the two double bonds together as in butadiene, compared
with the termolecular reaction where the three double bonds are separated and
each has to be promoted in the R� state.
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With a difference of 124 kcal/mol in the G values, the Diels�Alder
reaction will have a much smaller barrier. Using a value of f=1/3 as in
radical exchange, the G factors will contribute to a barrier difference of
41 kcal/mol in favor of the Diels�Alder reaction. However, the reaction
energy term DErp will offset some of this difference. Using Equation 6.11, the
reaction energy is weighted by a factor of 0.5. Since the reaction energies of
the two processes differ by 23 kcal/mol in favor of the trimerization of
ethylene, this will lower the energy barrier differences by �12 kcal/mol,
making the net difference only 29 kcal/mol. The ab initio calculated
difference is 27 kcal/mol.

Exercise 6.9 Let us assume that our series is a reaction family where the
dominant reactivity factor is G. The VBSCD for C�X activation by PdL2 is
shown in Fig. 6.8b. It is seen that in the R� state both the catalyst and the C�X
bond are unpaired to their triplet states and the electrons are newly paired
across the Pd�C and Pd�X bonds. In a series where there is a common
substrate, Ph�Cl, and a family of catalysts, L2Pd (L2=PPh2(CH2)nPPh2),
which vary in the bite angle of the diphosphine ligand, the only variable that
matters is the change in the singlet triplet excitation of the catalyst,
DEST(PdL2). Figure 6.Ans.7 shows a Walsh diagram for a d10 PdL2 complex
(the L orbitals are simplified to s-like orbitals). It is apparent that the natural
geometry of PdL2 is linear, in which there is a large HOMO�LUMO energy
gap, and hence a large DEST(PdL2) excitation energy. As we bend the L�Pd�L
angle, the HOMO is destabilized and the LUMO is stabilized, resulting in a
decrease of the DEST(PdL2) excitation as the angle shrinks. The bidentate
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CCC C
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C

C
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C

C
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G = 3∆EST G = ∆EST
(diene) + ∆EST

(ethene)

(a) (b)

FIGURE 6.Ans.6 Ground and promoted states of the reactants for the trimerization of

ethylene (left) and a Diels�Alder reaction (right).
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ligand PPh2(CH2)nPPh2 enforces on the palladium a bent P�Pd�P angle, and
the smaller the (CH2)n linker, the smaller the angle gets and the lower becomes
the DEST(PdL2) excitation energy. Thus, as the linker of the two phosphines
gets smaller, the barriers for C�Cl bond activation decreases [by 11 kcal/mol
(32) from n=6 to n=2].

Exercise 6.10 The ground and promoted states of the reactants, R and R� are
shown in Fig. 6.Ans.8 below using the FO�VB representation, which is the
simplest one for making predictions on stereochemistry. The electronic
structure of R� displays an electron transfer from the nucleophile to the C�C
bond. A transfer to the s-orbital is not relevant, as this would generate a closed-
shell cyclopropane that cannot form a bond with the oxidized nucleophile. It is
therefore the s� orbital that accepts the transferred electron, thus generating the
triplet ss� configuration of the C�C bond. Now, since R and R� differ by one-
electron shift from nNu to the s� orbital of the cation radical, the corresponding

FIGURE 6.Ans.7 A Walsh diagram showing the orbitals of PdL2 in a bent (C2v) and

linear geometries. The orbitals of the L ligands are simplified to s AOs.

ANSWERS 187



transition-state resonance energy will be proportional to the overlap of the two
orbitals (consult Rule 3), that is,

B / hnNujs�i ð6:Ans:28Þ

Considering the nodal properties of the s� orbital it is apparent that the
prediction is that nucleophilic cleavage of one-electron bonds will proceed with
inversion of configuration. (For more details consult Refs. (5,42,49).)

Exercise 6.11 Neglecting bS2 terms, the matrix elements between determi-
nants are as follows:

hjab̄c j jHeff jjabc̄ji¼ �2bbcSbc ð6:Ans:29Þ
�hjab̄cjjHeff jjab̄cji¼ þ2bacSac ð6:Ans:30Þ
�hjābcjjHeff jjabc̄ ji¼ þ2bacSac ð6:Ans:31Þ
hjābcjjHeff jjab̄cjiÞ ¼ �2babSab ð6:Ans:32Þ

hRjHeff jPi¼ Heff
RP ¼ �2babSab � 2bbcSbc þ 4bacSac ð6:Ans:33Þ

C C C C

R*R

C

C CH

R Ph

H

HR

σ*σ

Nu

Nu

nNu

Nu

*σ

σ
nNu

*σ

σ

Nu

FIGURE 6.Ans.8 Ground and promoted states of the reactants, R and R�, for the

nucleophilic cleavage of the one-electron s-bond in a substituted cyclopropane cation

radical. The FO�VB representation is used.
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For calculating the reduced Hamiltonian matrix element B, we
need the diagonal matrix elements Heff

RR and Heff
PP, and the overlap between R

and P:

Heff
RR ¼ �2babSab � 2bacSac þ 4bbcSbc ð6:Ans:34Þ

Heff
PP ¼ �2bacSac � 2bbcSbc þ 4babSab ð6:Ans:35Þ

SRP ¼ �1 ð6:Ans:36Þ
B ¼ Heff

RP � SRPðHeff
RR þ Heff

PPÞ=2 ¼ �babSab � bbcSbc þ 2bacSac ð6:Ans:37Þ

This term B is largest when the last term is negligible, which will correspond to
the collinear geometry. On the other hand, B falls to zero for a bending angle
of 60
, where all overlaps are equivalent, as well as all the corresponding b
integrals.

Exercise 6.12

(a) Neglecting terms of the type bS2 or bS3, the matrix elements between
determinants are as follows:

hjaābc̄jjHjjcc̄ab̄ji¼ babSbc þ bbcSab ð6:Ans:38Þ
�hjaābc̄jjHjjcc̄ābji¼ �bac þ babSbc þ bbcSab ð6:Ans:39Þ
�hjaāb̄cjjHjjcc̄ab̄ji¼ �bac þ babSbc þ bbcSab ð6:Ans:40Þ

hjaāb̄cjjHjjcc̄ābji¼ babSbc þ bbcSab ð6:Ans:41Þ

From the expressions of R and P in Equation 6.31, it follows (dropping
normalization constants):

hRjHeff jPi¼ 4ðbabSbc þ bbcSabÞ � 2bac ð6:Ans:42Þ

To express the reduced Hamiltonian matrix element B, we need the overlap
between R and P and their diagonal matrix elements:

hRjPi¼ �2Sac ð6:Ans:43Þ
hRjHeff jRi¼ �4babSab � 4bacSac þ 4bbcSbc ð6:Ans:44Þ
hPjHeff jPi¼ �4bacSac � 4bbcSbc þ 4babSab ð6:Ans:45Þ
B ¼ 4ðbabSbc þ bbcSabÞ � 2bac ¼ 8bS < 0 ð6:Ans:46Þ

It is clear from Equation 6.Ans.46 that B, the reduced matrix element
between R and P, is negative in the linear conformation.

(b) Dealing now with the collinear transition state [X�A�Y]� of an SN2
reaction, let us get the expression for B by replacing (Sab, bab) by (Sax, bax),
(Sbc, bbc) by (Say, bay) and (Sac, bac) by (Sxy, bxy) in Equation 6.Ans.46,

ANSWERS 189



leading to 6.Ans.47:

B ¼ 4ðbaxSay þ baySaxÞ � 2bxy � 16bxyS
2
xy ð6:Ans:47Þ

Recalling Equations 6.Ex.8 and 6.Ex.9, we have,

B ¼ �8bS > 0 ð6:Ans:48Þ

Since the matrix element is positive, the R�P combination is the ground
state, and the R+P combination is the first excited state.

Under mirror reflection passing through the bisecting plane, R and P are
transformed into �P and �R, respectively. Therefore, the ground state is
symmetrical (A0 symmetry), while the excited state is antisymmetrical (A00

symmetry).

(c) Owing to the rotation of the central fragment, the central a orbital now
overlaps positively with both x and y:

Say ¼ Sxa ¼ S S > 0 ð6:Ans:49Þ
bay ¼ bxa ¼ b b < 0 ð6:Ans:50Þ

B ¼ þ8bS < 0 ð6:Ans:51Þ

Since the matrix element is negative, the R+P combination is the ground
state, and the R�P combination is the first excited state, as in the H3

�

case. Under reflection with respect to the symmetry plane, R and P are
transformed into +P and +R, respectively, leading to an A0 ground state
and an A00 excited state. Note that the FO�VB representation in Exercise
6.13 and the corresponding answer leads to these conclusions in a rather
immediate manner.

Exercise 6.13
(a) Consider the twin states, C 6¼ and C� at the geometry of a slightly bent

transition state for the SN2 reaction, (X . . .CH3 . . .X)�, as in Fig. 22b. The
simplest way to view the VB wave functions of the two states is to use
FO�VB. This is done in the figure below (Fig. 6.Ans.9), by cutting the
XCH3X

� species into two fragments, one the central CH3, the other the
terminal atoms X . . .X. Two possible spin-pairing modes can be
considered: C 6¼, involves electron pairing of the electrons in the a and
the s FO, while two electrons are located in the s� FO. The symmetry of
the state with respect to the plane passing through CH3 is A

0 in the Cs point
group. On the other hand,C� involves singlet pairing of the electrons in the
a and s� FOs and an electron pair in s; the corresponding state symmetry
is A00. Note that since the a and s� FOs have different symmetries, the
singlet pairing does not stabilize the state, it is merely pairing of the spins to
singlet (drawn as such by a dashed line between the respective orbitals).C 6¼
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and C� are readily written as

C 6¼ ¼ js�s̄�as̄j � js�s̄� ¯̄asj ð6:Ans:52Þ
C� ¼ jss̄as̄�j � jss̄ās�j ð6:Ans:53Þ

Since the s and s� FOs are quasidegenerate in the collinear or slightly bent
conformation, the lowest state is the one that involves a stabilizing spin-
pairing of a with the X . . .X FO of the right symmetry, namely, the s FO.
As such, C 6¼ is the lowest state in the linear conformation, while C� is the
excited state.

(b) Inspection of the X . . .X moiety in both states reveals that this moiety is a
ground-state anion radical (X2

�) in C�, and an excited anion radical
(X2

��) in C6¼. As we further bend the X . . .X . . .X angle this shortens the
X . . .X distance and moves CH3 away. Consequently, the C

6¼(A0) state will
undergo destabilization and generate CH3

�/X2
��, while C�(A00) will

undergo stabilization and generate CH3
� and X2

�.

Exercise 6.14
(a) This is a classical problem in photochemistry and is associated with the

pioneering study of Oosterhoff who showed for the first time that the
important state in the photochemistry of butadiene is not the first excited
state, but rather the second excited state (of A1g symmetry, so called the
‘‘dark state’’ that is doubly excited in MO terms). In terms of the VBSCD,
this second excited state is nothing else but the ‘‘twin’’ excited state. Based
on the atom ordering depicted in the figure below (Fig. 6.Ans.10), the wave
functions for R and P are as follows:

R ¼ jab̄cd̄j � jab̄c̄dj � jābcd̄j þ jābc̄dj ð6:Ans:54Þ
P ¼ jabc̄d̄j � jab̄cd̄j � jābc̄dj þ jāb̄cdj ð6:Ans:55Þ

FIGURE 6.Ans.9 The VB�FO representation of the twin states, C 6¼ and C� obtained
after rotation of the methyl group at the collinear geometry for the SN2 reaction,

(X . . .CH3 . . .X).
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Each one of these wave functions is obtained, as explained in Chapter 3, as
a product of the corresponding bond wave functions. Thus, in R the bonds
are a-b and c-d, while in P these are b-c and a-d.

(b) If all orbital overlaps are neglected, the overlap between R and P is calcu-
lated very simply by considering only the determinants that are common to
both R and P. This overlap between the two unnormalized wave functions
is �2. Since the overlap is negative, the reduced Hamiltonian matrix
element between R and P will be proportional to �b, and is therefore
positive. It follows that the transition state, C 6¼, is the negative
combination R�P:

ðcÞ C6¼ ¼ 2jab̄cd̄j � jab̄c̄dj � jābcd̄j þ 2jābc̄dj � jabc̄d̄j � jāb̄cdj ð6:Ans:56Þ
The twin state is the positive R+P combination, given by:

C� ¼ �jab̄c̄dj � jābcd̄j þ jabc̄d̄j þ jāb̄cdj ð6:Ans:57Þ
(d) It can be easily shown that C� involves a-c and b-d couplings. You can

reconstruct the wave function that corresponds to the product of the a-c and
b-d bondwave functions, and verify that it is identical to the expression ofC�

above. Therefore, among the products of butadiene irradiation will be
cyclobutene and [1.1.0]-bicyclobutane (see R+P and P2 in Fig. 6.Ans.10). It
is important to recognize that the diagonal bond making of two bonds in
butadienemay not be synchronous, and therefore anothermode that leads to
crossing of the transition state and the twin excited state will generate the
methylene cyclopropyl diradical (seeP2

0) that will lead to a variety of products
(by H-abstraction etc.). The products of the photochemical reaction are
depicted in Fig. 6.Ans.10. An alternative (but related) way to predict these
products can be found in J. Phys. Chem. A 103, 2364 (1999).
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FIGURE 6.Ans.10 Products of the singlet photochemical excitation of butadiene (R).
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7 Using Valence Bond Theory
to Compute and Conceptualize
Excited States

Computation of excited states is not a simple matter in quantum chemistry. By
using MO theory, one has an arsenal of methods, starting from configuration
interaction with single excitations (CIS) (1) and going all the way to the more
elaborate CASPT2 or CASMP2 methods (2). The CIS method is not accurate
and does not handle doubly excited states, which are very important in a variety
of molecules (e.g., polyenes). The CASPT2/CAMP2 method is in principle very
accurate, but is still not sufficiently economical to apply widely and it is not a
black-box method. Density functional theory (DFT) offers a few economical
methods, chiefly the time-dependent DFT (TDDFT) method (3), which has
become extremely popular in recent time, and is available in most MO-based
software packages. However, the method does not handle doubly excited states
explicitly and has other problems. Therefore despite its success, it is still
questionable as a rigorous theory (4). Ab initio VB calculations for excited states
are possible, but have so far been rather rare (5,6), and are still not routinely
applicable. On the other hand, there are semiempirical VB methods, which are
suitable for the calculation of excited states in some restricted classes of
molecules (e.g., polyenes, aromatic molecules, polyenyl radicals, and related
organic molecules) (7–10). These semiempirical methods are remarkably
accurate at their computational domains, and lead to results at par with
CASPT2 (10). Some VB methods are currently under development (11), but the
performance and wide applicability of these methods is still not established.

One of the major problems in applying quantum chemical calculations to
excited states is the restricted ability to interpret the calculations in large CI
expansions, such as CIS and CASPT2. This limitation often does not exist in
VB theory, which in many cases can assign a few chemical structures to
describe a given excited state. As such, the major goal of this chapter is to teach
a conceptual VB approach to excited states, based on the qualitative VB theory
discussed throughout Chapters 1�6.

Scheme 7.1 shows a generic diagram of VB configurations for a molecule
having an average of one electron per atom. This can be the simple H2 or
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hydrogen halide molecules, a p-system; in olefins, in higher polyenes, in cyclic
systems, such as benzene and cyclobutadiene, in polycyclic systems, such as
napthalene and anthracene, or in polyenyls radicals, such as allyl and higher
members, Hn chains, and so on. The lowest energy configurations are the
covalent ones, Fcov,i, which include all the possible and non-redundant ways of
pairing the electrons on the various sites (e.g., the Rumer structure set
discussed in Chapters 3 and 4). Higher above in energy are the monoionic
structures, Fm

ion;i, in which one electron is transferred from one site to another
to form a single pair of positively and negatively charged atoms. Still higher are
multiply ionic configurations, ordered according to the rank of ionic pairs; the
uppermost block contains the polyionic structures, where all the electrons
(except for cases with an odd number) are paired in negatively charged sites.
The ground state of the system will originate from the covalent configurations.
As we will see later, the lowest energy excited states of the system will originate
partly from the covalent structures and partly from the ionic structures.

Next we discuss examples of the two types of excited states. To focus the
treatment we deal only with the excited states of the smallest spin eigenvalue
for a given system, that is, singlet states for a closed-shell molecule and doublet
states for radicals.

7.1 EXCITED STATES OF A SINGLE BOND

Let us take H2 as an example, and construct the molecular states from the
familiar minimal VB configuration set shown in Fig. 7.1a; these are the
covalent and two ionic structures. Since the molecule has left-right symmetry
we can instantly make two symmetry-adapted configurations from the two

 R1
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...

...

... Covalent Excited States

Ground State

... Monoionic Excited States

...
...F ion,i

poly

F ion,i
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Scheme 7.1
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ionic structures. The positive combination has a symmetry match (S
þ
g ) with the

covalent structure, and hence the two structures will mix leading to the ground
state, as well as the somewhat high-lying excited state, which is not going to
concern us any further. The negative combination of the ionic structures has
S
þ
u symmetry and cannot therefore mix with the covalent configuration. As

such, this resonating ionic state will be a pure state and become the first singlet
excited state of the molecule, C1(S

þ
u ).

One may wonder how this C1(S
þ
u ) VB-state relates to the more familiar sgsu

MO-excited state of H2, in Fig. 7.1b. This bridge can be made easily using the
MO�VB mapping technique discussed in Chapter 4 or by simple multiplication
of the diagonal term in the sgsu MO-state after expressing the MOs in terms of
the AOs. So doing will instantly demonstrate that the sgsu MO-excited state is
identical to the resonating ionic state, as shown in Fig. 7.1b.

Another question one may have is: Where do I see the antibonding character
in the C1(S

þ
u ) VB state? Here too, use of the semiempirical theory in Chapter 3

and the rules for taking matrix elements between VB determinants, will show
that the matrix element between the two ionic determinants is 2bS, where b and
S are the corresponding resonance and overlap integrals between the two AOs
of the H atoms. As such, the negative combination of the ionic configurations

FIGURE 7.1 (a) The VB structures and their mixing diagram leading to the states of

the H�H bond. (b) A Schematic MO representation of the first singlet excited state and

its correspondence to the VB representation.
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suffers from an antibonding interaction, much as the corresponding sgsu state
in the MO formulation. Of course, with a good basis set, the orbitals of this
excited state will try to minimize their antibonding interaction, and are
expected to be very different than those of the ground state. The example of H2

is an archetype for all homonuclear single bonds, such as Li2, the p-bond in
olefins, and so on. In all these cases, the singlet-excited state will be the
resonating ionic state in VB theory.

Now, let us consider a heteropolar bond A�X, in Fig. 7.2, where A can be a
hydrogen or an alkyl group, R3C, whereas X is an electronegative group, for
example, a halogen. Once again, the VB structure set involves the covalent and
two oppositely ionic structures; other structures, which involve distribution of
the lone-pair electrons on X are not considered. Now the ground state will be
nascent from the covalent structure, while the singlet excited state, S1, will be
dominated by the lowest energy ionic structure, Fion(X�). Here, the antibonding
interaction will involve the mixing with the covalent structure, whereas the
oppositely ionized structure will mix in to minimize this antibonding
interaction. These excited states are known for hydrogen halides (12), and
are responsible for the heterolytic cleavage of C�X bonds in solution
(via covalent�ionic crossing due to solvation, see Exercise 6.2) in the classical
SN1 mechanism (13).

7.2 EXCITED STATES OF MOLECULES WITH CONJUGATED BONDS

In conjugated molecules, there are a few covalent structures (see Scheme 7.1)
and in most cases, the lowest lying excited state, or one of the lowest lying ones,
is covalent. Among the most well-known covalent states are the so-called

A+     X– A  –   X+

Ψ1(S1)

A•—•X ••••

Φcov

Φion(X+)

Φion(X+)Φion(X-)

Φion(X-)

Φcov

Ψ0
 (S0)

FIGURE 7.2 The VB structures and their mixing diagram leading to the states of an

A�X bond (A=H, R3C, etc.; X=an electronegative group, for example., Cl, OH).
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‘‘dark’’ (or hidden) states of polyenes, having Ag symmetry (identical to the
symmetry of ground state), and being dipole forbidden (14,15). These states are
responsible for much of the photochemistry of polyenes (14). Similarly, the
dipole forbidden excited states of aromatics, of B2u symmetry (16�18), and of
polynuclear aromatics, and so on, are all covalent excited states (19). There are
of course also ionic states that will arise from the sea of ionic structures
(Scheme 7.1), for example, the Bþ

u states of polyenes, which are dominated by
monoionic structures (7,20). Here and thereafter, we will mention ionic states
in passing while focusing the discussion on the covalent excited states.

7.2.1 Use of Molecular Symmetry to Generate Covalent Excited States Based
on Valence Bond Theory

A convenient starting point for conceptualizing excited states is to begin with
those cases where molecular symmetry can assist us to generate the VB states.
Some examples are discussed below.

The Allyl Radical The case of allyl radical in Fig. 7.3, is the simplest example
of a p-system where the VB states can be generated by use of symmetry
considerations (21). Allyl radical has two VB structures that are labeled in
Fig. 7.3a as Kr and Kl, where K denotes a Kekulé structure (meaning a
structure with maximum pairing), while the subscripts signify the location of
the double bond on the right- and left-hand sides, respectively. The
corresponding wave functions are given in Equation 7.1a and 7.1b, where
normalization constants are dropped:

FðKrÞ ¼ jabc̄j � jab̄cj ð7:1aÞ
FðKlÞ ¼ jab̄cj � jābcj ð7:1bÞ

The a, b, and c terms in the determinants are the pp AOs of allyl in successive
order from left to right.

As shown in the VB mixing diagram (22) in the figure, the two structures
mix and lead to bonding and antibonding combinations. Since the two
structures are mutually transformable by the symmetry operations, sv and C2

of the molecular point group, the negative combination will transform as A2,
while the positive one is B1. Written as in Equation 7.1, it is seen that the
negative combination of the two Kekulé structures will be antisymmetric with
respect to the plane bisecting the CCC angle, and will lead to the 2A2 state,
while the positive combination is the 2B1 excited state. Based on Fig. 7.3a, the
2A2 is the ground state, while 2B1 is the excited state (6,21).

The rationalization of the state ordering in Fig. 7.3 can be achieved by
merely inspecting the wave function (one can always derive all the mixing
matrix elements and verify these qualitative arguments as done for the
isoelectronic problem of the H3

� species in Chapter 6). Let us write the wave
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function for the negative combination as follows:

Cð2A2Þ ¼ FðKrÞ �FðKlÞ ¼ �2jab̄cj þ jabc̄j þ jābcj ð7:2Þ

It is seen that the coefficient of the jab̄cj determinant, which is the spin-
alternant determinant [or the quasiclassical (QC) determinant discussed in
Chapters 3�5], is doubled compared with the other two. As such, using it once
with jabc̄j we account for pairing of the electrons in b�c, namely, a double
bond on the right-hand side, while using it the second time with jābcj gives rise
to the double bond across a�b, on the left-hand side. This is the delocalized

Ψ0 (2A2)

Ψ∗ (2B1)
+

+

Kr

Kr

(a)
a

b
c

Kl

(b)

Ψ0 (2A2)  =

Ψ∗(2B1)  =
=

Kl

–

– =

FIGURE 7.3 (a) Kekulé structures for allyl radical and their mixing diagram leading to

the ground and first covalent excited states. (b) Spin density distribution in the ground

and excited states.
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state of allyl radical in the ground state, as depicted in Fig. 7.3a and b. We can
further see by inspecting the wave function in Equation 7.2 that the spin
density distribution will be dominated by the spin-alternant determinant that
has the largest weight in this state. Therefore, the ground state will involve
positive spin density on the terminal atoms, a and c, and an excess of negative
spin density on the central carbon, b. This spin-density distribution conforms
with the experimental data based on electron spin resonance (EPR) coupling
constants (23). The solution of Exercise 7.1 demonstrates these trends in a
more quantitative manner.

The positive combination of the Kekulé structures, in Equation 7.1a and b,
leads to the 2B1 state with a wave function expressed by Equation 7.3:

Cð2B1Þ ¼ FðKrÞ þFðKlÞ ¼ jabcj � jabcj ð7:3Þ

It is seen that in this state the QC determinant jab̄cj vanishes from the wave
function, and we are left with a negative combination of the remaining two
determinants. We recall that the QC determinant is the one that enables the
pairing-up of the electrons with a and b spins in an alternating manner in the
ground state. Since this determinant vanishes at the excited state, we expect
that there will be changes in the bonding from the mode allowed by the QC
determinant. Inspection of the wave function shows that in the 2B1 state the
electrons on a and c are coupled to form a bond pair, and there remains a
single electron with spin a on atom b. Note that the VB structures of the 2A2

and 2B1 states of allyl radical are reminiscent of the resonant and antiresonant
states of H3

�, described in Chapter 6, Section 6.11.1. Thus, the 2B1 state is the
positive combination of the two Kekulé structures, but at the same time this
combination corresponds to a single structure as shown in Figure 7.3b. This
bonding feature of 2B1 will manifest in the photochemistry of allyl radical that
is expected to give rise to cyclopropyl radical (consult the related discussion of
photochemistry in Chapter 6).

As we move to the next member in the series, pentadienyl radical, the
ground and excited state properties will switch, in their symmetry and spin
density distribution. This example is treated in detail in Exercise 7.2, and the
switch is general throughout the series. Scheme 7.2 illustrates this switching
pattern for the series C2n-1H2n+1, by depicting the sites of the large positive
spin densities using arrows (neglecting the negative spin densities) in the
ground and excited states. It can be seen that all the polyenyl radicals with even
n will possess 2A2 ground states with large positive spin densities on the two
carbon atoms that flank the central atom, and 2B1 excited states with large spin
density on the central atom. In contrast, the radicals with odd n will possess
2B1 ground states with large positive spin densities on the central atom, and
2A2 excited states with large spin densities on the two carbon atoms that flank
the central atom. The spin densities and state ordering in allyl radical
correspond to the cases with even n (n=2), while the pentadienyl radical,
which is an archetype of the odd n members (n=3), is worked out in
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Exercise 7.2 and later also in Exercise 8.5 (where the spin densities are derived
in details). The detailed generalization of the treatment to the entire family of
the polyenyl radicals has appeared, and the interested reader may wish to
consult the original literature (21).

Benzene The patterns noted above for allyl radical are general for conjugated
systems with an average of one electron per site. In all these cases, we will find
that one of the combinations of the Kekulé structures corresponds to a third
and new structure (or to a set of different ones), and this arises from the fact
that the Kekulé structures of these systems share common determinant(s), the
QC ones, that are doubled in one combination and eliminated in the other, as
the two structures mix (recall Section 5.4 on aromaticity). As such, the two
combinations will possess different bond-pairing features, which in the case of
the excited-state combination will also indicate qualitatively the photochemical
products expected from the molecule.

Benzene is another molecule where molecular symmetry can be useful for
construction of the ground and covalent excited states (5,6,16,17,24). The
molecule possesses five covalent VB Rumer structures, two are the Kekulé
structures, and the three Dewar types, shown in Fig. 7.4a. It is seen that the
Kekulé structures are mutually transformable by the D6h point group
operations i, C2, and sv. Consequently, we can make two linear combinations;
the positive one is the totally symmetric A1g state, which gives rise to the
ground state, while the negative one is the B2u state, which corresponds to the
excited state. This is shown in the VB mixing diagram in Fig. 7.4b.

One can further consider the refinement of the picture by mixing in
the three Dewar structures, D1�3. The Dewar types remain unchanged
under the i symmetry operation, and hence will have a g symmetry and form
the A1g and E2g combinations, as shown in Fig. 7.4c; here the A1g combination
is the positive combination of all the Dewar structures, whereas, the E2g

n - even

Y ∗(2B1)

n -odd

Y0 (2B1)

Y ∗(2A2)

Y0 (2A2)

Scheme 7.2
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FIGURE 7.4 (a) Kekulé and Dewar structures of benzene, and their symmetry

properties. (b) A VB mixing diagram for Kekulé structures. (c) The symmetry adapted

combinations nascent from the Dewar structures. (d) The two QC determinants of

benzene and the carbon numbering system. (e) Bonding properties of the ground and

excited states of benzene.
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states are two combinations, D1�D3 and 2D2� (D1+D3). These three
combinations of the Dewar structures are related to one another by the C3

symmetry operation that rotates the benzene frame by 120
, and hence one
can generate the states precisely as one generates the Hückel MOs
of cyclopropenium cation. Since the E2g combinations have no symmetry
match with either of the combinations of the Kekulé structures, they will
give rise to the doubly degenerate covalent excited state, 1E2g. Thus, altogether
the covalent structures give rise to four covalent excited states; 1B2u

(nascent from the Kekulé structures), 1E2g and 1A1g (nascent from the Dewar
structures).

Before continuing with the discussion, it is instructive to relate these VB states
to those that arise from the MO picture of benzene. Benzene possesses
degenerate pairs of HOMOs and LUMOs, and hence the excitations from the
two HOMOs to the two LUMOs give rise to four singlet excited states of the
following symmetries: B2u, E2g, and B1u. As can be seen from Fig. 7.4a�c, the B2u

is the covalent state made from the Kekulé structures, while E2g is the covalent
state made from the Dewar structures. The B1u state is predominantly ionic,
made from the monoionic VB structures (see those in Chapter 5) (5). The excited
A1g state made from the Dewar VB structures (Fig. 7.4c) corresponds to higher
rank MO excitation.

Turning back to the covalent states, we note that the Dewar A1g combination
will mix into the ground-state combination of the twoKekulé structures; this will
stabilize the 1A1g ground state and will generate an antibonding A1g combination
dominated by the Dewar structures. As already shown, however, the use of CF
orbitals minimizes the mixing of the A1g combination of the Dewar types into the
Kekulé structures (5). Therefore, for qualitative purposes we will consider
henceforth only the Kekulé structures as constituents of the covalent ground and
first excited states.

Thus, as we did for the allyl radical case, here too the bonding
characteristics of the two covalent states of benzene can be deduced from the
respective wave functions. As discussed in Chapter 5, each Kekulé structure
can be generated by a product of the corresponding bond wave functions, each
having a spin factor a(1)b(2)-b(1)a(2). Each Kekulé structure possesses the
two spin alternant QC determinants, which are related to each other by a cyclic
permutation of the spins over the ring, and are shown in Fig. 7.4d. To illustrate
clearly the building blocks of the two Kekulé structures, we express them as a
sum of all the permutations of the QC determinants, as follows:

FðK1Þ ¼ ½1� ðP23 þ P45 þ P61Þ�� ðVQC �V
�
QCÞ ð7:4aÞ

FðK2Þ ¼ ½1� ðP12 þ P34 þ P56Þ�� ðVQC �V
�
QCÞ ð7:4bÞ

Here, the first QC determinant, VQC, is the spin-alternant determinant starting
with spin a on position 1 and ending with b on atom 6, while V

�
QC is the second

QC determinant; the two being related by a cyclic permutation of the spins, as
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indicated in Fig. 7.4d. The Pij terms are spin permutations of the spins in the
positions i and j. It is seen that both F(K1) and F(K2) involve the two QC
determinants and all the determinants that arise from the QCs by successive
permutations of spin along the perimeter of the molecule.

As we already argued, the ground state must conserve the QC determinants
due to their lower energies, and this is going to be the positive combination, as
shown in Fig. 7.4a and b and expressed in Equation 7.5:

CðA1gÞ ¼ FðK1Þ þFðK2Þ
¼ ½2� ðP12 þ P23 þ P34 þ P45 þ P56 þ P61Þ�� ðVQC �V

�
QC Þ

ð7:5Þ

One can see that all the permutations, which appear in Equation 7.5, are
successive transpositions of ab spins, and hence, the mixing of the QC
determinants with any one of the permuted ones will generate bonding across
the C�C periphery of benzene. This picture corresponds to the delocalized
benzene picture, in Fig. 7.4e, known to every chemist (note that we added in
the figure the Dewar structures alongside the bonding combination of the two
Kekulé structures).

In contrast, the excited state is the negative combination that eliminates the
two QC determinants, and is expressed as follows:

CðB2uÞ ¼ FðK1Þ �FðK2Þ ¼ ½ðP12 þ P34 þ P56Þ
� ðP23 þ P45 þ P61Þ�� ðVQC �V

�
QCÞ

ð7:6Þ

It is seen that this wave function retains only the permutations of the
QC determinants (i.e., PijVQC terms), and consequently the actual bonding in
the excited benzene will change and will not be represented anymore by the
alternating double bonds as in each Kekulé structure. Thus, since all the
permutations transpose the spins of two successive atoms, the permuted QC
determinants (e.g., P12VQC), in the B2u excited state, will possess some identical
neighboring spins along the benzene perimeter, thus contributing antibonding
interactions that thereby weaken the bonding across the circumference of the
molecule. Therefore, the bonding in the excited state will shift from being
around the perimeter to bonding interactions across the ring, resulting in equal
probabilities of finding a short bond between adjacent atoms or ones in a meta
position (1,3). Figure 7.4e shows these changes schematically as a series of
structures having spin pairing as in benzvalene (the more precise bonding
changes are worked out in Exercise 7.4). These bonding patterns will of course
manifest in the photochemistry of benzene (note that the spin pairing
of benzvalene in a planar structure corresponds to meta-diradical pairs that
will give rise to benzvalene and other products too) (25). Another property of
the B2u state that was discussed in Chapter 6 is the exalted frequency of the
mode b2u in the excited state (16,17,24). Recall that the b2u mode is the one
leading to crossing of the Kekulé structures in the VBSCD. Any mode that leads
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to crossing of VB structures will have a low frequency in the ground state and a

high one (exalted) in the excited state.

Cyclobutadiene The case of cyclobutadiene is analyzed in Fig. 7.5 (24). Here
(Fig. 7.5a) the two Kekulé structures are mutually transformable via C4, but are
symmetric with respect to the i and sv symmetry operations of the D4h symmetry
group. Accordingly, unlike benzene, here the ground state 1B1g is the negative
combination, while the excited state, 1A1g, is the positive combination (one can
verify that the matrix elements between the structures is positive, since it is
negatively signed). The corresponding VB mixing diagram is shown in Fig. 7.5a.
The resulting 1A1g/

1B1g states correspond to the covalent diradicaloid states of
cyclobutadiene, which arise from permuting the two electrons in the two
nonbonding MOs (’1 and ’2) of the molecule as shown in Fig. 7.5b. The third
state is the negative combination of the ’1

2 and ’2
2 configurations and it

corresponds to the combination of the diagonal ionic structures (26).
To deduce the bonding features of the covalent states, 1A1g and 1B1g, we

express as we did before for benzene, the Kekulé structures as follows:

FðK1Þ ¼ ½þ1� ðP23 þ P41Þ�� ðVQCÞ þV
�
QC ð7:7aÞ

FðK2Þ ¼ ½�1þ ðP12 þ P34Þ�� ðVQCÞ �V
�
QC ð7:7bÞ

where the QC determinants are shown in Fig. 7.5c. By using these expressions,
the ground state, the one that conserves the QC determinants in the
wave function, is now the negative combination, and is hence the 1B1g

state:

Cð1B1gÞ ¼ FðK1Þ �FðK2Þ ¼ ½2� ðP12 þ P13 þ P24 þ P34Þ�� ðVQCÞ þ 2V
�
QC

ð7:8Þ
Since the spin permutations are successive, the 1B1g state will possess
bonding across the C�C circumference (Fig. 7.5c). In contrast, the excited
state is the positive 1A1g combination, which eliminates the QC determinants:

Cð1A1gÞ ¼ FðK1Þ þFðK2Þ ¼ ½ðP12 þ P34Þ � ðP23 þ P41Þ�� ðVQCÞ ð7:9Þ
As shown in Fig. 7.5c, now the bonding across the circumference is phased out
and is replaced by diagonal 1,3 and 2,4 bonding. Exercise 7.3 works out these
bonding changes. This change of bonding will manifest in the photochemistry
of cyclobutadiene. As in the case of benzene here too, one mode, the b1g mode,
leads to crossing of the Kekulé structures in the VBSCD, and hence its
frequency increases in the 1A1g excited state (in the ground state this frequency
is imaginary, while in the 1A1g excited state it becomes 2089 cm�1) (24).
The above trends are general for aromatic and antiaromatic systems with one
electron per site.
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Naphthalene, Anthracene, and Linear Polyacenes Linear polyacenes possess
two low-lying excited states, which in the Platt notation used in spectroscopy,
are labeled as 1La and

1Lb; the former is 1B1u and the latter is 1B2u (7,19). The
1B1u state is a monoionic state, while 1B2u is a covalent excited state, which as
in benzene, is dipole forbidden, but can be accessed by two photon
spectroscopy. In naphthalene and anthracene, 1B2u is the second excited state,
but in higher acenes, 1B2u becomes the first excited state (16,19). We will now
show how to construct and conceptualize this excited state. Already at the outset,
we encounter here a problem of choice, namely, that the set of covalent Rumer
VB structures involves many structures (e.g., 42 in naphthalene), and one has to
restrict the VB structure set in order to understand the constitution of these

FIGURE 7.5 (a) Kekulé structures of cyclobutadiene, their symmetry properties, and

their VB mixing, yielding the covalent ground and excited states. (b) The diagonal MOs

of cyclobutadiene and the corresponding ground and excited covalent states in the MO

representation. (c) The two QC determinants of cyclobutadiene, the carbon numbering

system, and the bonding properties of the covalent ground and excited states.
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states. As in the case of benzene, here too, the covalent space involves a few lower
energy Kekulé structures, and many higher ones with long bonds (as in the
Dewar types). Our natural choice is to focus on the Kekulé structures, and this is
justified because these structures dominate the VB wave function when CF
orbitals are used (27).

Figure 7.6 shows the three Kekulé structures of naphthalene. Two of them
are designated as Kl and Kr (where l and r signify the location of the benzene
ring with sextet), and represent the annulenic resonance along the perimeter of
the naphthalene. The third Kekulé structure is labeled as Kc to signify that it
has a double bond in the center. Pairing Kc with any one of the Kl;r subset will
account for resonance in the left- or right-hand benzene ring of naphthalene.
The Kl and Kr structures are mutually interchangeable by the i, C2, and sv

symmetry operations of the D2h point group of naphthalene. A positive
combination therefore transforms as Ag, whereas a negative one transforms as
B2u. Figure 7.6b shows the mixing of these symmetry-adapted wave functions
with Kc to yield the final states. Based on symmetry-match, Kc can mix only
with the positive combination, leading to the ground state, C0(

1Ag), and a high
lying covalent excited state of the same symmetry. In contrast, the negative
combination of Kl and Kr does not find a symmetry match and remains
unchanged as the first-excited covalent state of naphthalene with B2u

symmetry.
Figure 7.6c shows that the vibrational mode b2u interchanges the Kekulé

structures Kl and Kr. Since the excited state is made only from these Kekulé
structures, then by analogy to benzene, one will expect that the frequency of this
mode will be larger in the B2u excited state than in the Ag ground state, which is
indeed what is observed by two-photon spectroscopy (16,24). Another analogy

KrKl

Kl Kr

Kc (Ag)

Kl - Kr (B2u)

Kl + Kr (Ag)

Ψ∗ (11B2u)

(a)

(b)

Kc

Ψ0 (11Ag)

(c)
b2u

FIGURE 7.6 (a) Kekulé structures of naphthalene. (b) The corresponding VB mixing

diagram. (c) The b2u mode that interchanges Kl andKr in the VBSCD.
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to benzene concerns the bonding characteristics of this excited state. Thus, since
this excited state will eliminate the QC determinants in its wave function, it will
no longer involve annulenic conjugation, and its spin pairing will involve remote
carbons (e.g., meta carbons), which will be expressed in the photochemical
products of the molecule.

Figure 7.7a shows the four classical Kekulé structures of anthracene
(16,19,24). Two of the structures involve resonance in the central benzenic ring
and are therefore labeled as K1B and K2B. The other two involve annulenic
resonance along the molecule perimeter, and are labeled accordingly as K1A

and K2A. The structures of the types A and B form two symmetry subsets, and
within each subset, the two structures are mutually transformable by the D2h

symmetry operations (i, C2, and sv). Therefore, as shown in Fig. 7.7b, within
each subset there will be a positive combination that transforms as Ag and a
negative one that transforms as B2u.

Figure 7.7c shows how the K1,2B and K1,2A structures spread into the
symmetry adapted combinations; in each subset the lowest combination is
the positive combination, which lies below the corresponding negative

Ag: B2u:K1A + K2A K1A - K2A

K1B + K2B

K1B K2B

K1A K2A

≡

K1B

KA

≡         KB K1B - K2B

≡

≡ KB

KA

Ψ*

KA  KB

KA KB

(S2)

(S0)

K1A K2A K2B, , ,

Ψ0 (Ag)

,

,

(a)

(b)

(c)

(B2u))

FIGURE 7.7 (a) Kekulé structures of anthracene. (b) Symmetry adapted combinations

of the Kekulé structures. (c) The VB mixing of the symmetry adapted VB combinations

and the resulting covalent ground and excited states.
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combination. This is so because the positive combination involves bonding
either along the perimeter (set A) or in the central benzenic moiety (set B),
while the negative combinations contain antibonding in the same correspond-
ing regions. In the next step in Fig. 7.7c, we mix the positive Ag combinations,
leading to the ground state, which will be given by Equation 7.10, dropping the
normalization constant:

C0ð1AgÞ ¼ FðK1AÞ þFðK2AÞ þFðK1BÞ þFðK2BÞ ð7:10Þ

There will be a corresponding antibonding combination of the same
symmetry, which will be a high lying covalent excited state. Similarly, we
mix the two B2u combinations, and the bonding combination becomes the first
covalent excited state of the molecule (the S2 state (16,19,24)), with a wave
function expressed as:

C�ð1B2uÞ ¼ FðK1AÞ �FðK2AÞ þFðK1BÞ �FðK2BÞ ð7:11Þ

Since the ground state and the 1B2u excited state are made from two sets of
Kekulé structures that are interchanged by two b2u modes, one will expect to
find in the spectrum of the B2u state two b2u modes with exalted frequencies
as shown in Fig. 7.8. As can be seen in the figure, one of these modes is
benzenic, the other is annulenic. These two exalted modes are indeed observed
in the B2u spectrum of anthracene (16,19). The bonding features of the B2u

state are expected to involve spin pairing between nonconsecutive carbons

K1B K2B

K1A K2A

b2u(B)

b2u(A)

FIGURE 7.8 The b2u mode that interchanges K1B and K2B and K1A and K2A for

anthracene in the corresponding VBSCDs.
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(e.g., meta) which will manifest in the product of the photochemistry of the
molecule.

Naphthalene and anthracene are archetypes of the even and odd members of
the polyacene series. In each subseries, one can start by classifying the classical
Kekulé structures by using the symmetry operations i, C2, and sv of the D2h

point group. Then one can form symmetry-adapted linear combinations of the
mutually transformable Kekulé structures and deduce their bonding char-
acteristics. Finally, these 1Ag and 1B2u symmetry-adapted combinations are
allowed to mix and form the states of interest, the ground and first covalent
excited states (16).

7.2.2 Covalent Excited States of Polyenes

As already mentioned, polyenes possess covalent excited state of Ag symmetry,
which are dipole forbidden, and hence are called the ‘‘dark’’ (hidden) states.
These states play a major role in the photochemistry of polyenes (25), and
hence, one would like to derive these states and understand their features. In
MO theory, these states involve double excitation from the HOMO-1 to the
LUMO and simultaneously from the HOMO to the LUMO+1 (14,20). In VB
theory, the same excitations can be described simply, as done throughout this
chapter, in terms of the covalent VB structures. The following treatment is
based on a recent quantitative semiempirical calculations of a long series of
polyenes (10). At the outset, we recognize that one basic difference compared
with the cyclic systems is that polyenes possess a single Kekulé structure (the
classical perfectly paired structure), while all the other structures in the
covalent structure set involve long bonds. One of these long-bond structures,
where the long bond is across the two termini of the polyene, corresponds to
the Kekulé structure of the corresponding ring. This Kekulé-type long-bond
structure is an important constituent of the ‘‘dark’’ state. Therefore, if we wish
to understand the ‘‘dark’’ state, now we must consider also the long-bond
structures along with the perfectly paired structure, as is done in the following
two examples.

Butadiene and Hexatriene The two covalent VB structures for butadiene are
depicted in Fig. 7.9a as R1 and R2. Under the symmetry operations of the point
group, the two structures transform as Ag (since both are unchanged by i), and
will therefore mix to give rise to two states of the same symmetry. The
corresponding wave functions are written in Equations 7.12a and b, with
normalization constants that neglect all overlap terms between orbitals on
atoms a�d.

FðR1Þ ¼ 0:5ðjab̄cd̄j þ jābc̄dj � jābcd̄j � jab̄c̄djÞ ð7:12aÞ
FðR2Þ ¼ 0:5ðjabc̄d̄j þ jāb̄cdj � jab̄cd̄j � jābc̄djÞ ð7:12bÞ
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Since R1 and R2 possess two common determinants, in their corresponding
wave functions, they overlap and their overlap integral is �1/2, as shown in
Fig. 7.9a. The negative sign of the overlap means that the two resonance
structures will possess an effective mixing matrix element that will be negatively
signed, and therefore, the lowest state due to their mixing will be a negative
combination of the two structures, while the antibonding state will be the
positive combination; both transforming as Ag.

The corresponding VBmixing diagram in Fig. 7.9b expresses this information
in a perturbative manner (work out Exercise 7.6 for a full quantitative solution).
Thus the 11Ag state is the negative combination, where R1 mixes some of R2.
This mixing accounts for some resonance stabilization of the ground state of
butadiene. In contrast, the 21Ag excited state is generated from R2 mixed with
some of R1 in an antibonding fashion. As such, the hidden excited state has a
large character of the 1,4-diradical with a double bond in the middle C�C
linkage, as shown in Fig. 7.9c. This description already gives us some idea that
upon excitation of butadiene, we expect to obtain cyclobutene as one of the
products. In addition, if the terminal double bonds are substituted so they have
cis and trans isomers, the isomeric identity will be scrambled in the 21Ag state,
and upon decay to the ground state will give rise to a mixture of cis and trans

dienes. However, as discussed in Chapter 6, and especially in Exercise 6.14, the
expected set of photoproducts can be deduced from the electronic structure of
the conical intersection between R1 and R2. In the conical intersection (25), the
‘‘excited state’’ is an equal mixture of the two structures (i.e., R1+R2) and the
corresponding wave function is dominated by diagonal bonding as discussed
above for cyclobutadiene.

R1 R2

R1

R2

(a) (b)

E

11Ag = R1
 - c R2

21Ag = R2 + c' R1

(c)

~ 21Ag

a
b c d

S12 = 〈R1R1〉 = – 1
2

FIGURE 7.9 (a) Covalent resonance structures for butadiene and their

overlap integral. (b) A VB mixing diagram of the resonance structures yielding the

covalent ground and excited states. (c) The major 1,4-biradical character of the 21Ag

state.
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Hexatriene, like benzene, has five covalent structures, which are organized
in order of increasing energy in Fig. 7.10a. The lowest one, R1, is the perfectly
paired structure; the others R2-R5 have one and two long bonds, and
are therefore higher in energy than R1. The VB structure R4 is analogous to
the second Kekulé structure in benzene, and hence is also labeled as Rk.
Note that R1 and Rk have opposite bond alternation propensities due to the
location of the double bonds. Therefore, the energy of Rk will be considerably
lowered when the geometric bond alternation that stabilizes R1 reverses its
sense.

R1

R5

R2

R3

+

R2,3 (Ag)

R2,3 (Ag)

R2,3 (Bu)

R4 ≡ Rk

R2, R3

(a)

R4 ≡ Rk (Ag)

(b)

(c)

Ψ2 (21Ag) = a2Rk – b2R1 + c2R5 – d2R2,3

a1 > b1 > c1 > d1 > 0

Ψ1(11Ag) = a1R1 – b1R2,3 + c1Rk

R1 (Ag)

R5 (Ag)

FIGURE 7.10 Covalent resonance structures for hexatriene. (b) Generation of

symmetry adapted combinations of R2 and R3. (c) A VB mixing diagram of the

symmetry adapted VB combinations yielding the covalent ground and excited states.
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Structures R2 and R3 are mutually transformable by the symmetry
operations i, C2, and sv, and can therefore be symmetry adapted, as shown in
Fig. 7.10b, into the positive combination of symmetry Ag and a negative one
of symmetry Bu. Although the Bu combinations gives rise to one of the excited
states of the hexatriene (1Bu

�) (7,8,10), we will not deal with it anymore and
focus on the dark state, 21Ag. To this end, we show in Fig. 7.10c the VB
mixing diagram of all the VB structures that give rise to the Ag states. The
ground state is nascent from R1 that mixes the Rk structure and R2,3

+

combination in a bonding fashion. The negative sign of R2,3
+ mixing can be

deduced from the overlap with R1, as well as by analogy to butadiene, since
both R2 and R3 are related to the dienic moieties of R1 as the corresponding
long-bond structure that mixes in a negative sign (Fig. 7.9b). Similarly, the
positive sign of Rk mixing in the ground state can be thought of by analogy to
the mixing of the two Kekulé structures in the ground state of benzene (Fig.
7.4). The 21Ag excited state, on the other hand, is nascent from Rk with a
negative combination with R1 and smaller contributions from the other Ag

combinations. Thus, the hidden state of hexatriene is an analogue of the B2u

excited state of benzene. This analogy carries over to vibrational modes of the
two states, and as in benzene, one also finds here a C¼C stretching mode (this
time ag) that has a low frequency in the ground state and a high frequency in
the hidden state. However, one must remember not to overstretch this
analogy, since the 21Ag state in the linear polyene is predominantly the
1,6-diradicaloid Rk structure. As such the 11Ag � 21Ag transition is simply a
shift of all the double bonds from their positions in the ground state to the
erstwhile single bonds. This also means that the ground state and the hidden
excited state exhibit opposing bond alternation; the long bonds in the ground
state become short in the excited state and vice versa (8,10). In fact, as shown
by the VB calculations (10), the picture obtained for hexatriene
can be generalized for longer polyenes; the ground state of a polyene will
be dominated by R1, whereas the covalent excited state by Rk. Therefore, the
geometries of the ground state and excited state will exhibit opposite bond
alternation, and the frequency of the C¼C stretching mode will undergo
exaltation in the excited state. This topic and others related to the
photochemistry and photophysics of polyenes are discussed in more detail
in the original lliterature (10).

7.3 A SUMMARY

This chapter focused on a special class of excited states of organic molecules
hoping to provide a conceptual qualitative frame that would allow thinking
about these excited states and discussing some of their features from the
bonding characteristics of the VB wave function. One general rule is already
apparent from the treatments of the various molecules: In all annulenes, the
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excited covalent state changes the bonding from a delocalized-perimeter mode
to a 1,3-cross bonding form whereas in n-polyenes, the bonding mode will
become 1,n-type. This can be called ‘‘the 1,3-bonding and 1,n-bonding rules in

covalent excited states’’. While the topic of excited states is much broader than
we can cover in a chapter of a textbook, still together with the topic of the twin
states discussed in Chapter 6 this chapter demonstrates that VB theory can be a
powerful conceptual tool in this area, as has been recognized since the
pioneering studies in photochemical reactivity and spectroscopy (7,28,29).
Chapter 8 discusses some of the same problems and related ones, using an
approach that originates from Physics (spin-Hamiltonian theory). It will be
shown that while the approaches in Chapters 7 and 8 use different languages,
they are in fact very similar.
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EXERCISES

7.1. Normalize the wave functions of the 2A2 and 2B1 states of allyl
radical (Eqs. 7.2 and 7.3 in the main text) by assuming zero-overlap
between AOs. Then calculate the weights of each determinant by
squaring their coefficients. From these reproduce quantitatively the
spin density distribution for both states, given qualitatively in
Fig. 7.3b.

7.2. Express the VB wave functions for the ground state (2B1) and first
covalent excited state (2A2) of the pentadienyl radical in terms of Kekulé
structures. Deduce the qualitative spin distribution change upon excita-
tion. Hints: For the excited-state case, you will need to express the Kekulé
structures in terms of determinants. For the ground state, you may express
the wave function as the spin alternant determinant, plus some minor
contributions of the two determinants that exhibit a single spin frustration
(two identical neighboring spins). You may consult ChemPhysChem. 5, 515
(2004).

7.3. Write the wave function for the 1A1g excited state of cyclobutadiene
in terms of AO-based determinants. Show the transformation in
bonding features as cyclobutadiene is excited to its 1A1g state (see
Fig. 7.5c).

7.4. The aim of this exercise is to compare the bonding features of the
ground versus first excited states of benzene, with a method different
from that of the preceding exercise. The bond index for an r�s bond will
be taken as the probability of finding a spin alternation from r to s in
the wave function. Thus, the r�s bond index can be estimated by
summing up the squares of the coefficients of the determinants
displaying an r-s spin alternation, in the wave function of the state
under consideration.

a. Write the wave function C0 for the ground state of benzene (1A1g), in
terms of AO-based determinants. Calculate the bond index for short
bonds (1,2 bonds), meta bonds (1,3) and para bonds (1,4).

b. Do the same for the 1B2u excited state C�.
7.5. Use the Kekulé structure set to construct the ground and covalent

excited states for pentalene. You may consult Chem. Rev. 101, 1501
(2001).

7.6. Use the semiempirical theory in Chapter 3 to obtain quantitative
expressions for the energies and wave functions of the 11Ag and 21Ag

states of butadiene. Hint: Express the energies of the two Rumer structures
relative to the QC determinant (the spin alternant determinant). Deduce
the matrix element between the structures keeping only the close neighbor
2bS term (for simplicity define l=�2bS). Neglect overlap in the
normalization constant.

EXERCISES 215



Answers

Exercise 7.1 The spin density distribution in a state C is given by the
expectation value, hCjSrrrjCi, where rr is a local excess spin density operator
on site r, with local expectation value of +1 for spin a and �1 for spin b. Thus,
for a VB wave function given as a linear combination of determinants with
coefficients Ci, the spin density in site r will be

< rr >¼ N2
X
i

C2
i dir; dir ¼ þ1 or �1 ð7:Ans:1Þ

Normalizing the wave function for the 2A2 ground state of allyl, we get

Cð2A2Þ ¼ 6�1=2ð�2jab̄cj þ jabc̄j þ jābcjÞ ð7:Ans:2Þ

Therefore, the spin densities on atoms a, b, and c of allyl will be the following:

< ra >¼ 1=6½4þ 1� 1� ¼ 2=3 ð7:Ans:3aÞ
< rb >¼ 1=6½�4þ 1þ 1� ¼ �1=3 ð7:Ans:3bÞ
< rc >¼ 1=6½4þ 1� 1� ¼ 2=3 ð7:Ans:3cÞ

It is seen that in the ground state the terminal carbon atoms a and c will involve
a positive excess spin density of +2/3, while the central carbon b a negative
spin density of �1/3. This spin polarization is close to the experimentally
deduced value. Of course, one cannot expect full accuracy using covalent only
structures.

The wave function for the excited state is

Cð2B1Þ ¼ 1=
ffiffiffi
2

p
ðjābcj � jabc̄jÞ ð7:Ans:4Þ

The corresponding spin densities are

< ra >¼ 1=2½1� 1� ¼ 0 ð7:Ans:5aÞ
< rb >¼ 1=2½1þ 1� ¼ þ1 ð7:Ans:5bÞ
< rc >¼ 1=2½�1þ 1� ¼ 0 ð7:Ans:5cÞ

Exercise 7.2 The pentadienyl radical is an odd member of the C2n�1H2n+1

polyenyl radicals (n=3). It possesses three Kekulé-type resonance structures,
shown in Fig. 7.Ans.1a. One resonance structure has a radical at the central
carbon and is labeled Rc, the other two place the radical either on the right- or
left-hand carbon atoms and are labeled accordingly as Rr and Rl, respectively.
There are other structures with long bonds, but we are going to neglect them in
this treatment. This will affect the calculated values of the spin density, and
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therefore, the advanced reader is advised to consult Exercise 8.5 for a full
quantitative treatment.

The Rc structure transforms as B1 (in C2v), while Rr and Rl are mutually
transformable via the sv and C2 symmetry elements, and therefore their linear
combinations transform as B1 and A2. Part (b) shows the VB mixing diagram

FIGURE 7.Ans.1 (a) Resonance structures of pentadienyl radical and their symmetry

properties. (b) The VB mixing of the resonance structures. (c) The quasiclassical (spin

alternant) determinant that dominates the ground-state wave function, and the

corresponding secondary determinants, and the resulting spin density distribution (r)
in the ground state. (d) The spin distribution in the covalent excited state.
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leading to the ground state C0(
2B1) and excited state C1(

2A2), and the
corresponding wave functions are:

C0ð2B1Þ ¼ N½lFðRcÞ þ mFðRrÞ þ mFðRlÞ� ð7:Ans:6Þ
C1ð2A2Þ ¼ 2�1=2½FðRrÞ �FðRlÞ� ð7:Ans:7Þ

The values of the coefficients l and m in Equation 7.26 depend on the geometry
of the hexatriene (the length of the various C�C bonds in the molecule). Thus,
since the coefficients l and m are not known precisely, the easiest way is to
deduce the spin density pictorially from the spin alternant determinant, DQC in
part (c) of the figure. It is seen that DQC predicts the mode of spin polarization
in the ground state. Addition of the determinants with a single spin frustration,
DR and DL, which have smaller weights due to the Pauli repulsion in the spin
frustrated sites, will increase the spin density in the middle carbon and will
decrease it on all other carbons.

The spin density distribution in the 2A2 excited state requires the derivation
of all the contributing determinants as done for allyl radical. A full treatment is
given in Exercise 8.5, while here we provide an approximate description.
Already at the outset one can recall that the coefficient of the QC determinant
in the excited state’s wave function is zero, and we therefore expect very
different spin density distribution than in the ground state. To proceed, we first
express the resonance structures as products of the bonds and the odd electron.
Thus

FðRrÞ ¼ jðab̄� ābÞðcd̄ � c̄dÞej ð7:Ans:8Þ
FðRlÞ ¼ jaðbc̄� b̄cÞðdē� d̄eÞj ð7:Ans:9Þ

Expanding these expressions and taking the negative combination, as required
by the above expression for the 2A2 excited state, and normalizing it leads to

C1ð2A2Þ ¼ 6�1=2ð�jābcd̄ej � jab̄c̄dej þ jābc̄dej � jabc̄dēj þ jab̄cdēj þ jabc̄d̄ejÞ
ð7:Ans:10Þ

By using this expression, the expectation value of the spin density can be
determined immediately and is shown in part (d) of the figure. The
distribution is very different than in the ground state. Note that absolute
values of the spin are identical on all carbons since we neglected the long-
bond structures. When these are added in the computations, the spin
distribution on the terminal carbons decreases and on the internal carbons it
increases. The middle carbon retains a spin density of �1/3. More details are
given in Exercise 8.5.

Exercise 7.3 Labeling as a, b, c, and d the p AOs along the ring, the
respective unnormalized wave functions for the Kekulé structures K1 and K2 of

218 USING VALENCE BOND THEORY TO COMPUTE AND CONCEPTUALIZE



cyclobutadiene can be obtained by the product of the bond wave functions
along the perimeter (e.g., Fa�b= jab̄j � jābj):

FðK1Þ ¼ jðbc̄� b̄cÞðdā� d̄aÞj ¼ �jābc̄dj þ jāb̄cdj þ jabc̄d̄j � jab̄cd̄j
ð7:Ans:11Þ

FðK2Þ ¼ jðab̄� ābÞðcd̄ � c̄dÞj ¼ jābc̄dj � jab̄c̄dj � jābcd̄j þ jab̄cd̄j ð7:Ans:12Þ

The wave function of the 1A1g excited state is the sum of F(K1) and F(K2) and
is given as:

Cð1A1gÞ ¼ FðK1Þ þFðK2Þ ¼ þjabc̄d̄j � jab̄c̄dj � jābcd̄j þ jāb̄cdj ð7:Ans:13Þ

It is easy to verify that this wave function corresponds to coupling of the
diagonal carbon atoms, that is a-c and b-d, by writing this wave function and
showing its identity to F(K1)+F(K2):

FðKa�c;b�dÞ ¼ jðac̄� ācÞðbd̄ � b̄dÞj ¼ jabc̄d̄j � jab̄c̄dj � jābcd̄j
þ jāb̄cdj ¼ FðK1Þ þFðK2Þ

ð7:Ans:14Þ

Exercise 7.4 By labeling the p AOs along the ring as a, b, c, d, e, and f, the
respective unnormalized wave functions for the ground and excited states of
benzene can be obtained as in the preceding exercise by the product of the bond
wave functions along the perimeter. After expanding the product, the wave
function for the ground and the excited state of benzene will be described by
the following collection of VB determinants:

C0 ¼ 2jab̄cd̄ef̄ j � jab̄cd̄ēf j � jab̄c̄def̄ j þ jab̄c̄dēf j � jāb̄cdef̄ j þ jābcd̄ēf j
þ jābc̄def̄ j � 2jābc̄dēf j þ jabc̄dēf̄ j þ jābc̄d̄ef j � jabc̄d̄ef̄ j
þ jāb̄cdēf j � jab̄cdēf̄ j � jāb̄cd̄ef j ð7:Ans:15Þ

C� ¼ �jab̄cd̄ēf j � jab̄c̄def̄ j þ jab̄c̄dēf j � jābcd̄ef̄ j þ jābcd̄ēf j
þ jābc̄def̄ j � jabc̄dēf̄ j � jābc̄d̄ef j þ jabc̄d̄ef̄ j � jāb̄cdēf j
þ jab̄cdēf̄ j þ jāb̄cd̄ef j ð7:Ans:16Þ

The normalized r�s bond indices giving probabilities of having an r�s bond
are summarized in Table 7.Ans.1.

It is seen that, in the ground state C0, the indices are 0.8 for short bonds,
0.6 for bonds between carbons in para positions, and 0.4 for bonds between
meta carbon atoms. On the other hand, in the excited state the indices for
all short and meta bonds are the same, while the para bonds have a lower
index.
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Exercise 7.5 Pentalene has two Kekulé structures, which are depicted in
Fig. 7.Ans.2. As can be seen, the two structures remain unchanged by the i

symmetry element, but are mutually transformable via C2 and sv. As such, the
positive linear combination will be A1g, while the negative one will be B1g. As
we argued in Chapter 5, the ground state of antiaromatic molecules is the
negative combination, because it is the one that conserves the lowest energy QC
determinants. Based on that we can construct a VB mixing diagram and assign
the ground state as 1B1g and the covalent excited state as 1A1g. Note that the
mode that interchanges the two Kekulé structures in the VBSCD is b1g and
therefore, this mode has an imaginary frequency in the ground state and a real
one with a high value (2506 cm�1) in the covalent excited state.

Exercise 7.6 The two covalent VB structures for butadiene are depicted in
Fig. 7.9a as R1 and R2. The corresponding normalized wave functions are
written below:

F1 ¼ 0:5ðjab̄cd̄j þ jābc̄dj � jābcd̄j � jab̄c̄djÞ ð7:Ans:17Þ
F2 ¼ 0:5ðjabc̄d̄j þ jāb̄cdj � jab̄cd̄j � jābc̄djÞ ð7:Ans:18Þ

TABLE 7.Ans.1 Indices for the r�s Bond in the Ground and Excited States of
Benzene

a�b a�c a�d a�e a�f b�c b�d b�e b�f c�d c�e c�f d�e d�f e�f

C0 0.8 0.4 0.6 0.4 0.8 0.8 0.4 0.6 0.4 0.8 0.4 0.6 0.8 0.4 0.8

C� 0.4 0.4 0.2 0.4 0.4 0.4 0.4 0.2 0.4 0.4 0.4 0.2 0.4 0.4 0.4

K2K1

Ψ0 (K1 - K2)

Ψ∗ (K1 + K2)

D2h

K1 K2
C2, σv Κ1 + Κ2 = A1g

Κ1 − Κ2 = B1g

y

x

FIGURE 7.Ans.2 Pentalene, its Kekulé structures, and their VB mixing to produce the

ground state and covalent excited state.
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Since R1 possesses two bonds and a nonbonding interaction between the bonds,
its energy relative to the energy of the spin alternant determinant, taken as the
zero:

EðF1Þ ¼ �2lþ 0:5l ¼ �1:5l ð7:Ans:19Þ

Note that l is �2bS.
The VB structure R2 has only one bond and two nonbonding interactions,

leading to the same energy as the spin-alternant determinant:

EðF2Þ ¼ �lþ 2� 0:5l ¼ 0 ð7:Ans:20Þ

F1 and F2 have two determinants in common, and their overlap is S12 =�0.5.
Remembering that the energy of the spin-alternant is taken as zero, and that

determinants interact only if they differ by only one spin permutation between
adjacent atoms (in which case their matrix element is l), the Hamiltonian
matrix element between the two Rumer structure is

hF1jHjF2i ¼ 1:5l ð7:Ans:21Þ

Given these matrix elements one can diagonalize the Hamiltonian and find the
energies (E0 and E�) and the wave functions (C0 and C�) of the ground and
excited states, respectively

E0 ¼ �1:732l E� ¼ 1:732l ð7:Ans:22Þ
C0 ¼ 0:82F1 � 0:30F2 C� ¼ 0:82F1 þ 1:12F2 ð7:Ans:23Þ
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8 Spin Hamiltonian Valence
Bond Theory and its Applications
to Organic Radicals, Diradicals,
and Polyradicals

There are additional brands of VB theory that originate in physics and are
based on definitions of phenomenological model Hamiltonians (1) designed to
treat special classes of materials. For example, the Hubbard Hamiltonian (2),
often used to treat conducting materials, is based on two effective parameters,
the transfer integral, which is the b resonance integral, and the on-site
repulsion integral. Matsen has shown how the Hubbard Hamiltonian can be
used to formulate a VB theory for molecules and to bridge between VB theory
and Hückel MO theory (3). Another class of phenomenological Hamiltonians
are called magnetic- or spin-Hamiltonians or simply Heisenberg Hamiltonians
(4), and are designed to treat the spin states of species having an average of one
electron per site or orbital; such species are, for example, neutral p-systems or
the spin states of transition metal complexes. There are other model
Hamiltonians, which are related to one another and these relationships are
reviewed and explained by Klein (5). Because of the clear insight provided by
these model Hamiltonians, and because of their relationships to the qualitative
VB theory, introduced in Chapter 3, we focus this chapter on the Heisenberg
VB Hamiltonian and its application to radicals, diradicals, and polyradicals.
The Heisenberg spin-Hamiltonian approach, first presented as a phenomen-
ological tool, has been given a firm theoretical basis by Anderson (6), and later
extented and extensively applied by Malrieu and co-workers (7–10), and Klein
and co-workers (5,11). Wu et al. demonstrated that the same problem can be
reformulated using the approach discussed and employed in Chapter 3, in
which case one can obtain the states of a molecule by solving a Hückel matrix
of a molecule having the same connectivity as the VB mixing problem (12).

Unlike the theory discussed in Chapter 3, which relies on VB structures that
are eigenfunctions of both the Sz and S2 operators, Heisenberg�Hamiltonian
theory uses, as basis functions, VB determinants that are eigenfunctions of
the Sz operator only. The reader has by now some background on the VB
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determinants of a bond, and on spin-alternant determinants that can be used to
define the nonbonding reference energy for VB structures, and so on. In fact,
Chapters 5 and 7 showed that using the spin-alternant VB determinants provides
profound insight into aromaticity and antiaromaticity in benzene and
cyclobutadiene and their analogues, as well as into properties of polyenyl
radicals, in the ground and excited states. As such, the spin-Hamiltonian VB
theory is best suited for homonuclear assemblies with one electron per site, that
is, typically conjugated molecules, and essentially deals with neutral states. In its
qualitative version (topological Hamiltonian), it is as simple to use as Hückel
MO theory. Based on the molecular graph alone, this theory leads to deduction
of qualitative rules, related to ground-state properties, such as spin multiplicity
of diradicals or polyradicals, spin distribution in free radicals or high-spin states,
and isomerization energies. This theory also possesses a quantitative none-
mpirical version (10), which has proven itself to be accurate for predicting
ground state equilibrium geometries, rotational barriers, geometry relaxation in
some excited states, and vertical as well as adiabatic transition energies.

The spin-HamiltonianVB theory rests on the same principles as the qualitative
theory presented in Chapter 3, with some further simplifying assumptions. This
chapter describes the method and focuses on its qualitative applications.

8.1 A TOPOLOGICAL SEMIEMPIRICAL HAMILTONIAN

A difference between the qualitative VB theory, discussed in Chapter 3, and the
spin-Hamiltonian VB theory is that the basic constituent of the latter theory is
the AO-based determinant, without any a priori bias for a given electronic
coupling into bond pairs like those used in the Rumer basis set of VB structures.
The bond coupling results from the diagonalization of the Hamiltonian matrix in
the space of the determinant basis set. The theory is restricted to determinants
having one electron per AO. This restriction does not mean, however, that the
ionic structures are neglected since their effect is effectively included in the
parameters of the theory. Nevertheless, since ionicity is introduced only in an
effective manner, the treatment does not yield electronic states that are ionic in
nature, and excludes molecules bearing lone pairs. Another simplification is the
zero-differential overlap approximation, between the AOs.

Let us now briefly describe the principles of the method and the rules for the
construction of the Hamiltonian matrix. For the sake of consistency, rather
than the original formulation (7–10), here we use a formulation that is in
harmony with the VB theory in Chapter 3. The method can be summarized by
the following principles: (a) All overlaps between AOs are set to zero. (b) The
energy of a VB determinantVi is proportional to the number of Pauli repulsions
that exist between electrons with identical spins, which occupy adjacent AOs:

EðViÞ ¼
X
r"; s"

grs ð8:1Þ
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Here, grs is a parameter that is quantified either from experimental data, or is
calculated by an ab initio method as one-half of the singlet�triplet excitation
energy gap of the r—s bond. In terms of the qualitative theory in Chapter 3, grs
is therefore identical to the key quantity �2brsSrs. This empirical quantity
incorporates the effect of the ionic components of the bond, albeit in an implicit
way. (c) The Hamiltonian matrix element between two determinants differing
by one spin permutation between orbitals r and s is equal to grs. Only close
neighbor grs elements are taken into account; all other off-diagonal matrix
elements are set to zero. An example of a Hamiltonian matrix is illustrated in
Scheme 8.1 for 1,3-butadiene.

As a rule, diagonalization of the Hamiltonian matrix provides the energy of
the ground state relative to the nonbonding state (the spin-alternant
determinant), and in addition leads to the entire spectrum of the lowest neutral
excited states. Figure 8.1 shows these states for the simple case of ethylene. It can
be seen that the spin-Hamiltonian model generates a ground state with a p-bond
and a singlet spin quantum number with energy �g, and an excited state with a
triplet spin quantum number with energy +g. This figure also shows its
relationship to the qualitative VB theory in Chapter 3, in which the singlet state
of the p-bond is stabilized by 2bS, while the triplet state is destablized by the
same quantity with a negative sign, �2bS, the corresponding energy gap being
2g and�4bS in the respective approaches. Based on Fig. 8.1 and Scheme 8.1, it is
clear that all the information needed for a calculation of the neutral electronic
states of polyenes is contained in the ethylene molecule. This property can also
be exploited below to build a nonempirical geometry-dependent spin-
Hamiltonian (10), or the equivalent qualitative theory of Chapter 3 (12).

As already reasoned throughout this book, the lowest energy determinants
are those possessing maximum spin-alternation. In a linear polyene or any

Scheme 8.1
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alternant hydrocarbon, this determinant is the quasiclassical state (see
definition in Chapters 3, 5 and 7), but in nonalternant hydrocarbons there
will always be at least one interaction with identical spins (so-called ‘‘spin
frustration’’). Hence, the more general name for this determinant is the ‘‘most
spin-alternant determinant’’ (MSAD). As a consequence of its low energy, the
MSAD will have the largest coefficient in the wave function and will play the
major role in the electronic structure. Thus, using determinants, a molecule can
be viewed as a collective spin-ordering: The electrons tend to occupy the
molecular space (i.e., the various atomic centers) in such a way that an electron

of a spin will be surrounded by as many b spin electrons as possible, and vice

versa. This property leads to some qualitative rules that are outlined below.

8.2 APPLICATIONS

8.2.1 Ground States of Polyenes and Hund’s Rule Violations

A simple principle of the spin-Hamiltonian VB theory, first formulated by
Ovchinnikov (13), applies to alternant conjugated molecules, that is, those
molecules that possess fully spin-alternant determinants. The rule is stated as
follows:

Ovchinnikov’s Rule The lowest state of an alternant conjugated molecule will

have the multiplicity associated with the Sz value of its MSAD, that is, it will be a

singlet if na¼ nb in the MSAD, a doublet if na¼ nbþ 1, a triplet if na¼ nbþ 2, and

so on.

MSAD

Ψ0 (S = 0)

Ψ* (S = 1)
+g  ≡ -2βS

–g  ≡ +2βS

0

• •

• •

• •

FIGURE 8.1 Energies of the singlet (C0) and triplet excited (C�) states of ethylene

relative to the most spin-alternant determinant (MSAD).
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To apply the rule, take, for example, the MSAD of o-xylylene, 1, p-xylylene,
2 and m-xylylene, 3, in Scheme 8.2. Both 1 and 2 have Sz=0, while 3 has
Sz=1. It follows that o- and p-xylylenes will have singlet ground states, while
m-xylylene will possess a triplet ground state. The prediction is correct, but not
particularly surprising, since 1 and 2 can each be described by a perfectly
paired Kekulé structure, while 3, which cannot, is a diradical species that can
be reasoned to have a triplet spin based on Hund’s rule.

More intriguing are the predictions of Hund’s rule violations in Scheme 8.3.
Let us consider, for example, 2,3-dimethylene-butadiene and 1,3-dimethylene-
butadiene, 4 and 5. These are two species that do not have a perfectly paired
Kekulé structure, and that are therefore diradicaloids. Now, according to
Ovchinnikov’s rule, the MSADs of these two species have different Sz values,
Sz=0 for 4 versus Sz=1 for 5. In this case, the spin-Hamiltonian theory
predicts 4 to be a singlet diradicaloid (in violation of Hund’s rule) and 5 to be a
triplet, in accordance with Hund’s rule; both predictions being in agreement
with experiment. Another famous Hund’s rule violation, the singlet state of
square cyclobutadiene, is also immediately predicted by the model. Note that
monodeterminantal MO calculations predict all these diradicaloids to have
triplet ground states, and only after CI is the correct assignment achieved.
Within MO�CI theory, violations of Hund’s rule can be explained by a
phenomenon called dynamic spin-polarization. The violations are predicted to
take place when the degenerate singly occupied MOs form a disjointed set
(14,15). In such a case, the exchange integral between the two disjointed
orbitals is very small and the advantage of the triplet over the singlet is very
weak at the monodeterminantal level. Therefore, the application of CI, which
generally stabilizes the singlet more than the triplet, reverses the singlet�triplet
ordering. In comparison, the Ovchinnikov rule is a simpler predictor, which is
physically intuitive, and independent of any numerical calculation.

•

•
1 2 3

Sz = 0 Sz = 1

MSAD(1)

Sz = 0

MSAD(2) MSAD(3)

Scheme 8.2
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Polyradicals 6�8 in Scheme 8.3 further show the utility of the Ovchinnikov
rule. For example, 2,4-dimethylenepentadienyl, 6, is immediately seen to have
a quadruplet ground state, as well as 1,3,5-trimethylenebenzene, 7, while
tripropadienemethyl, 8, is a quintuplet (Scheme 8.3). Many other examples are
offered in Exercise 8.1.

While the singlet�triplet ordering of diradicaloids can be found without any
numerical calculations, quantitative singlet�triplet energy differences can be
obtained through diagonalization of the spin-Hamiltonian matrix. Doing so
(16), and comparing the results with those of full CI calculations in the p space
in the framework of PPP theory (17), led to agreement that is not only
qualitative, but also quantitative with a linear relationship between the two sets
of calculated transition energies (notable exceptions were benzene and
cyclobutadiene, for which higher order cyclic terms had to be included in the
spin-Hamiltonian theory).

8.2.2 Spin Distribution in Alternant Radicals

As the MSADs have the largest coefficients in the ground-state wave function,
one may expect that for alternant free radicals or polyradicals, the dominant

positive spin density will be largest on the atoms that bear an alpha spin in the

MSAD. An example that was analyzed in Chapter 7 is the allyl radical, where
the MSAD predicts positive spin densities at positions 1, 3 and a negative
density at position 2. Similarly, the MSAD of benzyl radical predicts positive
spin densities on the benzylic carbon and on the ortho and para positions.

More subtle predictions can be made by considering not only the MSAD,
but also the second most alternant determinant(s). Let us illustrate the
reasoning by considering again the benzyl radical (9) in Scheme 8.4, using its
MSAD (10) and the second most alternant determinant (11). Knowing that 10
has a larger coefficient than 11, a qualitative spin distribution can be deduced

•

• •

• • •

•

• •

• •

•

•
•

MSAD(4) MSAD(5) MSAD(6) MSAD(8)MSAD(7)

Sz = 0 Sz = 1 Sz = 3/2 Sz = 3/2 Sz = 2

87654

Scheme 8.3
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quite easily and is shown in 12, using plus signs to indicate excess spin a and
minus signs for excess spin b. Thus, the benzylic carbon has a large positive
density, while the ortho and para positions have a smaller positive density, and
the meta positions have small negative densities, in agreement with experiment.
The same type of reasoning applies to other examples that are treated in
Exercise 8.3.

To get accurate numerical results, the spin densities can be deduced from the
diagonalization of the spin-Hamiltonian matrix (9). To calculate the spin
density of a given atom, one only has to sum up the weights (in this case, the
squared coefficients) of all determinants, in which this atom is occupied by an a

spin, while subtracting the weights of determinants in which this atom has a b

spin (consult the case of allyl radical in Exercise 7.1).

8.2.3 Relative Stabilities of Polyenes

Subtle predictions can be made regarding the relative energies of two isomers
having comparable Kekulé structures, like the linear s-trans and branched
isomers of hexatriene, 13 and 14, in Scheme 8.5. The total p energy for each of

•

10 11 12

+ +
+

+

+_

_

9

_

Scheme 8.4
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Scheme 8.5
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these isomers can be evaluated as a sum of perturbations on the energy of the
corresponding MSADs, 15 for the linear isomer and 16 for the branched one,
by less ordered determinants, for example, 17 and 18 (Scheme 8.5). Each of the
latter determinants is generated from the corresponding MSAD by the
transposition of two spins along a given linkage (e.g., linkage b�c in 17 vs. 15
in Scheme 8.5), while keeping the total Sz constant. According to the above
rules, the Hamiltonian matrix element between 15 and 17 is the integral gbc,
and the energy of 15 relative to 17 is gab+ gcd, since the spin reorganization
introduces two Pauli repulsions along the a�b and c�d linkages.

More generally, the number of Pauli repulsions that one introduces, relative
to the MSAD, by inverting the spins in a linkage r�s is equal to the number of
linkages that are adjacent to r�s. Thus, assuming that all the g integrals are the
same for the sake of simplicity, the energy of a determinant Vrs that is
generated by spin inversion relative to a MSAD V, is given by Equation 8.2:

EðVrsÞ � EðVÞ ¼ g� naðrsÞ ð8:2Þ

where na is the number of linkages that are adjacent to r�s. Now, if we
consider all determinants, Vrs, displaying a spin transposition between two
adjacent atoms with respect to the MSAD (labeled as V), all the Vrs�V

matrix elements will be the same and all equal to the g integral, so that the total
p energy that arises from a second-order perturbation correction (PT2) will be
given by Equation 8.3:

EðPT2Þ ¼
X
rs

g2

g� naðrsÞ ¼ g
X
rs

1

naðrsÞ ð8:3Þ

where the E(PT2) energy is calculated relative to the MSAD. Therefore, it
appears that the energy of a polyene is a simple topological function, related to
the shape of the molecule and to the way the various linkages are connected to
each other (7). Calculating the energies of the two isomers of hexatriene, 13
and 14, is thus a simple matter. In Scheme 8.6, each linkage in 19 and 20 is
labeled by the number of bonds that are adjacent to this linkage. From these
numbers, the expressions for the total energies of each isomer are immediately
calculated. The result in Scheme 8.6 clearly shows that the linear isomer is more
stable than the branched one, in agreement with experimental facts.

1 2

2 2
1

2 3

3
1

1

E(PT2) = − (2/1 + 3/2)g
            = − 3.5g

E(PT2) = − (2/1 + 1/2 + 2/3)g
             = − 3.17g

19 20

Scheme 8.6
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8.2.4 Extending Ovchinnikov’s Rule to Search for Bistable Hydrocarbons

Extension of the Ovchinnikov rule to nonalternant systems (e.g., systems
displaying odd-membered rings) leads to an interesting category of molecules,
which display at least one Kekulé structure, but for which the MSAD has an
Sz value >0, for example, 21�23 in Scheme 8.7, where the corresponding
MSADs have Sz=1. In such a case, the prediction of the ground-state
multiplicity faces a dilemma of choice. On the one hand, the existence of a
Kekulé structure is generally taken as an indication that the ground state
would have the singlet state since Kekulé structure possess strong local pairings
of electrons of opposite spin, as one indeed finds in alternant hydrocarbons. On
the other hand, an Sz value of, for example, 1 for the MSAD is an argument in
favor of a triplet ground state according to the spin-Hamiltonian VB theory.
The possibility of these two conflicting tendencies, the most stable MSAD with
a triplet spin vis-à-vis spin-paired Kekulé structure, might be the sign of the
existence of two local minima of different multiplicities, which are sufficiently
separated on the potential surface so that each state is the ground state in its
own equilibrium geometry (18).

An extensive search for bistable singlet�triplet hydrocarbons (18) revealed
that the singlet ground state is generally the unique minimum in most cases (e.g.,
of 21�23). However, interesting results were obtained by devising hydrocarbons
in which the diradical structure can assume aromaticity in some parts of the
molecule, while the Kekulé structures cannot. This extra stabilization of the
triplet state may indeed lead to a stable triplet ground state, separated from an
alternative singlet ground state by a nonnegligible barrier. Compound 24 in
Scheme 8.8 is an example of such a bistable hydrocarbon, with a barrier of
0.14 eV between the two minima. Other candidates to bistability have been
proposed on the basis of similar qualitative reasonings (18).

MSAD(21) MSAD(22) MSAD(23)

Sz = 1

232221

Sz = 1 Sz = 1

Scheme 8.7
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8.3 A SUMMARY

The spin-Hamiltonian VB theory is a very simple and easy-to-use semiempi-
rical tool that is based on the molecular graph. It is consistent with the VB
theory described in Chapter 3, albeit with some simplifying assumptions and a
more limited domain of application. Typically, this theory deals with the
neutral ground or excited states of conjugated molecules or other homonuclear
assemblies with one electron per site. For large systems, it reproduces the
results of PPP full CI, while dealing with a much smaller Hamiltonian matrix.

This theory also possesses an ab initio based quantitative version (10,19), in
which the parameters are geometry dependent and fitted on accurately
calculated potential surfaces of ethylene. Despite its simplicity, the spin-
Hamiltonian theory has proven itself to be accurate for predicting ground
state, as well as excited state, properties and transition energies.
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of Hund0s Rule in Non-Kekulé Hydrocarbons: Theoretical Prediction and

Experimental Verification.

15. W. T. Borden, in Encyclopedia of Computational Chemistry, Vol. 1, P. v. R. Schleyer,

N. L. Allinger, T. Clark, J. Gasteiger, P. A. Kollman, H. F. Schaefer, III, P. R.

Schreiner, Eds. John Wiley & Sons, Inc., Chichester, 1998, p. 708.

16. D. Maynau, J. P. Malrieu, J. Am. Chem. Soc. 104, 3029 (1982). A Valence Bond

Effective Hamiltonian for Neutral States of p-Systems. 2. Results.
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EXERCISES

8.1. Use Ovchinnikov’s rule to predict the preferred multiplicities for
the ground states of the hydrocarbon diradicaloids displayed in
Scheme 8.Ex.1

8.2. Write the Heisenberg Hamiltonian of allyl radical and diagonalize it.
Then write the wave functions for the ground and first neutral excited
state. Show that the excited state has a positive a spin density on the
central atom, as discussed in Chapter 1.

8.3. Predict the qualitative spin densities distribution in the free radicals 18
and 19 displayed in Scheme 8.Ex.2
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8.4. Show that the p system of o-xylylene is slightly lower in energy than
that of p-xylylene (cf. 1 and 2 in Scheme 8.2).

8.5. (For advanced students.) This exercise is related to the discussion of
pentadienyl radicals in Exercise 7.2. Enumerate the determinants of
pentadienyl radical and calculate their energies in g units. Write the
Heisenberg Hamiltonian and diagonalize it. It is easier to diagonalize
the Hamiltonian with the help of a standard Hückel program that
calculates the MOs of conjugated molecules based on the connectivity
between carbon atoms or heteroatoms. To do this, proceed in the
following way: (a) Position the various determinants Vi on a circle and
indicate their energies in terms of the g parameter. (b) Relate all
determinants that maintain between them a coupling matrix element g
by a connecting line. The so-obtained graph will be analogous to an
imaginary conjugated molecule, where the atomic connectivity is
identical to the ‘‘connectivity’’ of the Vi determinants. (c) Specify the
diagonal and off-diagonal Hückel parameters in b units. The energies
of the atoms in the Hückel matrix will be the energies of the Vi

determinants (beware that since b is negative while g is positive, ng
corresponds to �nb). (d) Express the wave functions of the ground and
first excited states. Calculate their spin densities.

Answers

Exercise 8.1 Compounds 1, 3, 7, 8, 11, 12, 15, and 16 have a fully alternant
MSAD with Sz=0, and therefore have a singlet ground state. The other ones,
having a MSAD displaying an excess of two a spins (Sz =1), have a triplet
ground state.

Exercise 8.2 Let us label the three p atomic orbitals of allyl radical as shown
in Scheme 8.Ans.1. by a, b, and c.

The corresponding Heisenberg Hamiltonian derives from the connectivity of
the allyl structure and is shown in the scheme below the structure. This matrix

a

b
c

 0 g g

g 0

g

abc abc abc

Scheme 8.Ans.1
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can be diagonalized with a simple Hückel program. The two lowest solutions
are C and C� below (as indeed shown in Exercise 7.1):

C ¼ 6�
1
2 �2jabcj þ jabcj þ jabcj� � ð8:Ans:1Þ

C� ¼ 2�
1
2 jabcj � jabcjð Þ ð8:Ans:2Þ

The weights of the three determinants of C� are 0.5 each. It follows that the
a spin density of the central atom, b, is +1.

Exercise 8.3 Combining the MSAD with a minor second most alternant
determinant leads to the qualitative spin multiplicities displayed in Scheme
8.Ans.2

Exercise 8.4 Scheme 8.Ans.3 shows the number of close neighbors for each
linkage in the twomolecules. Accordingly the energies of the p systems of the two
xylylenes can be calculated using second-order perturbation correction (PT2). The
results are seen to slightly favor the ortho isomer over the para one.

Exercise 8.5 The 10 determinants,V1�V10, are represented in Scheme 8.Ans.4.
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E(PT2) = − (5/2 + 2/3 + 1/4)g
            = − 3.42g
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E(PT2) = − (4/2 + 4/3)g
            = − 3.33g
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Their energies are obtained by counting the number of spin frustrations,
giving

EðV1Þ ¼ 0 ð8:Ans:3aÞ
EðV3Þ ¼ EðV5Þ ¼ EðV7Þ ¼ EðV8Þ ¼ g ð8:Ans:3bÞ
EðV2Þ ¼ EðV6Þ ¼ EðV10Þ ¼ 2g ð8:Ans:3cÞ
EðV4Þ ¼ EðV9Þ ¼ 3g ð8:Ans:3dÞ

The connecting lines between the Vi determinants, each representing a matrix
element g, are depicted in the drawing along with the self-energies of the
determinants (in g units in parentheses).

To use a Hückel program for calculating the wave functions, one only has to
replace all off-diagonal matrix elements in the graph in Scheme 8.Ans.4 by -b and
the energy of each fictitious atom by �nb, which is simply the energy of the
corresponding Vi determinant in ng units, relative to the MSAD V1, given in
the graph within parentheses. The diagonalization leads to the ground state
C(2B1):

Cð2B1Þ ¼ þ 0:67V1 � 0:23 ðV1 þV10Þ þ 0:23 ðV3 þV8Þ
� 0:05 ðV4 þV9Þ � 0:38ðV5 þV7Þ þ 0:20V6

ð8:Ans:4Þ

Scheme 8.Ans.4
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and to the first excited stateC�(2A2):

C�ð2A2Þ ¼ 0:22ðV10 �V2Þ þ 0:53ðV3 �V8Þ
þ 0:16ðV9 �V4Þ þ 0:38ðV7 �V5Þ

ð8:Ans:5Þ

The spin densities are deduced from the weights (here the squared coefficients)
of the determinants for the ground and excited states. They are indicated in
Fig. 8.Ans.1 (bold numbers). The spin densities arising fromaVBDFTcalculation
(Ref. 21 of Chapter 7) are depicted in italics on the same figure. The agreement
between both sets of calculated values is seen to be very good.
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0.56
0.56 -0.32

-0.33
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0.49

-0.31
-0.29 0.57
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FIGURE 8.Ans.1 Calculated spin densities for the ground state (2B1) and the first

excited state (2A2) of pentadienyl radical (bold numbers). The numbers in italics are

those arising from the VBDFT(s) calculations.
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9 Currently Available Ab Initio
Valence Bond Computational
Methods and Their Principles

9.1 INTRODUCTION

The previous chapters emphasize the qualitative and semiquantitative aspects
of VB theory. However, the success of VB theory will ultimately depend on the
availability of quantitative methods and program packages that are widely
accessible and user-friendly, and that enable one to carry out ab initio VB
computations to test the qualitative VB concepts and assess the native VB
quantities, for example, resonance energies, weights of resonance structures,
and diabatic energy curves. The goal of this chapter is to provide a snapshot of
the ab initio VB methods currently available for use by chemists. There are
plenty of semiempirical VB methods, which we do not review here. Some of
these were mentioned in Chapters 7 and 8. Thus, this chapter will provide a
brief description of the principles of the ab initio methods, while the appendix
will provide a short list of general-purpose VB programs that chemists can use
for conducting VB computations (1).

Compared with MO theory, the development of ab initio VB methods has
been delayed by some 20 years, owing to the computational difficulty
associated with the nonorthogonality of orbitals, often called the
‘‘N! problem’’ (N being the number of electrons) that in a strict sense means
that one has to compute all the N! permutations in the VB determinant.
However, since the 1980s, much methodological progress has been made by a
few groups (2–10) in such a way that the so-called ‘‘N! problem’’ has become a
misnomer, since the difficulty due to nonorthogonality does not imply any more
that the computational effort required to perform a nonorthogonal config-
uration interaction scales as N!. As a matter of fact, in actual modern
implementations (11), the calculation of Hamiltonian matrix elements between
nonorthogonal determinants scales as N4. These modern methods, together
with the exponential increase of the computer power, allow us to perform
rigorous ab initio VB calculations, in which overlap integrals are explicitly
considered and all one- and two-electron integrals are precisely evaluated. An
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additional reason for the blooming of ab initio VB calculations is the
appearance of new VB methods (see below), which allow one to perform a
variety of different calculations; of diabatic states, weak interactions free of
basis-set superposition errors, assessment of hybridization, quantification of
resonance energies, and so on. On one hand, the growing number of such
quantitative applications shows that VB theory is slowly recovering its role as
a computational method tailor-made for chemistry; one that is able to
offer clear interpretation of the wave function. On the other hand, as the
following survey will illustrate, there are many ways to do VB computations,
unlike the situation in MO theory where one can follow a canonical route,
startingwith themonodeterminantMOwave function andgradually improving it
by means of CI.

Historically, the first ab initio VB calculations were performed by using the
orbitals of the free atoms. This crude approximation, which ignored the
considerable rearrangements in size and shape that an AO undergoes when
fragments assemble to a molecule, resulted in poor accuracy, and is no longer
in use. Accordingly, the variational optimization of the orbitals that are used
for the construction of the AO or FO determinants is an important feature of
all modern ab initio methods. The orbitals that result from such an
optimization process have, as a rule, a strongly local character and remain
nonorthogonal in all ab initio VB methods. However, the degree of
delocalization that these orbitals are allowed to have varies from one method
to another. As has been shown in Chapter 3 with the H2 example, both
localized and semilocalized approaches have their specific advantages.
Localized AOs provide a very clear understanding of the nature of chemical
bonding, but the number of VB structures that are necessary to take into
account will become large if many bonds have to be described in a VB manner.
On the other hand, semilocalized orbitals provide extremely compact wave
functions, but this compact nature obscures the classical interpretation of
covalent and ionic structures. This fundamental difference between methods
using localized orbitals and those using semidelocalized ones will define two
distinct categories of VB methods, based on semilocalized and localized
orbitals. These two classes are described in the following sections.

9.2 VALENCE BOND METHODS BASED
ON SEMILOCALIZED ORBITALS

All the VB methods that deal with semilocalized orbitals use a generalization of
the Coulson�Fischer idea (12), whereby a bond is described as a singlet
coupling between two electrons in nonorthogonal orbitals that possess small
delocalization tails resulting from the variational orbital optimization. Albeit
formally covalent, this description implicitly involves some optimal contribu-
tions of ionic terms, as a decomposition of the wave function in terms of pure
AO determinants would show (see Eqs. 3.5 and 3.6). For a polyatomic
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molecule, the Coulson�Fischer orbitals can be generalized in the following two
ways:

1. One may allow the orbitals to delocalize freely over the entire molecule,
and write the wave function either as a single, and formally covalent, VB
structure (known as the perfect-pairing approximation, to be discussed
later), or as a linear combination of several VB structures that represent
all the possible pairing schemes between a given number of electrons and
orbitals (e.g., 14 possible pairing schemes for a single configuration of
methane with eight electrons in eight orbitals). The orbitals that emerge
from such a procedure are called ‘‘overlap-enhanced orbitals’’ (OEOs).
Most of the time, the OEOs appear to be fairly localized, but
nevertheless, the shape of these orbitals, or their degree of delocalization,
is an important feature to be taken into account when one interprets the
wave function in terms of Lewis structures.

2. In a more restrictive definition of the CF orbitals, each orbital is allowed to
delocalize onlyonto theatom towhich it is bonded in theVBstructureunder
consideration; such orbitals are called ‘‘bond-distorted orbitals’’ (BDOs).

The BDOs have the advantage of allowing an unambiguous correspondence
between the mathematical expression of a VB structure and the associated
Lewis structure. On the other hand, owing to the delocalization tails in these

orbitals, neither OEOs nor BDOs allow the distinction to be made between the

covalent and ionic components of the bonds.

9.2.1 The Generalized Valence Bond Method

The generalized valence bond (GVB) method was the earliest important
generalization of the Coulson�Fischer idea to polyatomic molecules (13,14).
The method uses OEOs that are free to delocalize over the whole molecule
during orbital optimization. Despite its general formulation, the GVB method
is usually used in its restricted form, referred to as GVB�SOPP, which
introduces two simplifications. The first one is the perfect-pairing (PP)
approximation, in which only one VB structure is generated in the calculation.
The wave function may then be expressed in the simple form of Equation 9.1,
as a product of so-called ‘‘geminal’’ two-electron functions:

CGVB ¼ j w1aw̄1b � w̄1aw1bð Þ w2aw̄2b � w̄2aw2bð Þ��� wnaw̄nb � w̄nawnbð Þj ð9:1Þ

Each geminal function is a singlet-coupled GVB pair (wia, wib) that is associated
with a particular bond or lone pair in the molecule. For example, CH4 will have
the familiar Lewis structure and its wave function will involve a product of four
geminal functions, each corresponding to a C–H bond.

The second simplification, which is introduced for computational conve-
nience, is the strong orthogonality (SO) constraint, by which all the orbitals in
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Equation 9.1 are required to be orthogonal to each other unless they belong to
the geminal pair, that is,

hwiajwib 6¼ 0i ða�b pairedÞ ð9:2aÞ
hwijwj ¼ 0i otherwise ð9:2bÞ

This strong orthogonality constraint, while seemingly a restriction, is usually
not a serious one, since it applies to orbitals that are not expected to overlap
significantly. On the other hand, the orbitals (wia, wib) that are coupled together
in the same GVB pair, of course, display a strong overlap. The term
SOPP�GVB then describes a perfectly paired GVB wave function generated
under the constraint of zero-overlap between the orbitals of different pairs.

For further mathematical convenience, each geminal function in Equation
9.1 can be rewritten, by simple orbital rotation, as an expansion in terms of
natural orbitals, in Equation 9.3:

jwiaw̄ibj � jw̄iawibj ¼ Cijfi

�
fij þ C�

i jf�
i

�
f
�
i j ð9:3Þ

This alternative form of the geminal contains two closed-shell terms. The
natural orbitals fi and f�

i , in Equation 9.3, have the shapes of localized MOs,
respectively bonding and antibonding, which are orthogonal to each other. The
natural orbitals are connected to the GVB pairs by the simple transformation
below:

wia ¼
fi þ lf�

i

1þ l2
� �1=2 wib ¼

fi � lf�
i

1þ l2
� �1=2 l2 ¼ �C�

i

Ci

ð9:4Þ

The great computational advantage of using natural orbitals, rather than
GVB pairs, in the effective equations that are solved for self-consistency, is that
all the natural orbitals are orthogonal to each other. A GVB�SOPP
calculation is thus nothing else but a special case of a truncated MCSCF
calculation, with all the advantages brought by the MO-based formulation. In
addition, the transformed GVB�SOPP wave function, using Equation 9.4, has
the VB advantage of interpretability as a collection of two electron bonds, in a
manner close to the chemist’s conception of molecules. Of course, it is
straightforward to include a ‘‘core’’ of doubly occupied orthonormal orbitals,
like the set of s MOs for conjugated molecules.

As long as the molecule being considered consists of clearly separated local
bonds and is in its equilibrium geometry, the perfect-pairing and strong-
orthogonality constraints do not lead to great loss of accuracy, and at the same
time result in considerable computer-time saving. On the other hand, it is clear
that these restrictions would be inappropriate for delocalized electronic
systems, such as benzene, whose description requires VB applications beyond
the PP approximation, that is, by inclusion of all possible pairing schemes.

VALENCE BOND METHODS BASED 241



Since the GVB wave function takes care of the left�right electron
correlation for each local bond, it incorporates a good deal of nondynamical
correlation and can serve as a basis for calculations of dynamic correlation.
This has been done by Carter and Goddard in their Correlation�Consistent
Configuration Interaction (CCCI) method (15). The method starts from a
GVB�SOPP wave function and subsequently incorporates a small set of single
and double excitations that are chosen so as to include all the electronic
correlation involving the orbitals that change significantly during bond
breakage or formation. The method that was aimed at providing accurate
bond dissociation energies, using simple wave functions, proved to be
successful for describing the dissociation of single and double bonds (15). To
date, GVB is the most accessible and user-friendly VB method available in
most standard program packages.

9.2.2 The Spin-Coupled Valence Bond Method

The spin-coupled (SC) method, developed by Gerratt and co-workers (16–18),
differs from the GVB�SOPP method in the sense that it removes the
orthogonality and perfect-pairing restrictions. The method still relies on a
single set of orbitals (i.e., a single-configuration type), but all the modes of spin
pairing are included in the wave function, and the orbitals are allowed to
overlap with each other without restrictions. Both orbitals and coefficients of
the various spin-pairing modes are optimized simultaneously. Thus the method
imposes no constraints, neither on the spin-coupling schemes, nor on the
shapes of the orbitals; these features are determined by the variational principle
alone. As such, the SC method represents the ultimate level of accuracy
compatible with the orbital approximation that describes the molecule as a
single configuration with fixed-orbital occupancies.

The SC wave function provides a correlated and nevertheless a lucid
description of bonding in molecules. The shapes of the SC orbitals, and their
variations with nuclear geometry, provide insight into the spatial arrangements
of the electronic clouds, the hybridization of the atoms, and the processes of
bond making and breaking throughout the course of a reaction. The spin-
coupling coefficients constitute quantitative descriptors of the relative
importance of the different spin-coupling modes. It is clear that the degree
of delocalization of the SC orbitals is a crucial parameter for the achievement
of an unambiguous association of a spin coupling form with a specific Lewis
structure; the more localized the orbitals, the easier the interpretation of the
wave function in terms of traditional chemical concepts. This is not a priori

guaranteed. Nevertheless, a typical outcome of SC calculations is a set of OEOs
mostly localized on atoms, but distorted (in other words slightly delocalized)
toward all neighboring atoms, and especially so in the direction of bonds in the
classical Lewis structure. The number of dominant spin-coupling modes
generally remains very small; for molecules such as methane, the SC wave
function is dominated by the GVB�PP structure (19), which is the chemist’s
classical structure, while for example, for benzene, the wave function is
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dominated by two major Kekulé structures and three much less important
Dewar structures (20).

Like GVB, the SC method also uses a wave function that can serve as an
appropriate basis for subsequent CI and inclusion of dynamic correlation.
Subsequent CI on the SC wave function is performed in the spin-coupled
valence bond (SCVB) method, which is an extension of the SC method. At the
simplest level, the CI includes all the configurations that can possibly be
generated by distributing the electrons within the set of the active orbitals that
were optimized in the preliminary SC calculation; both formally ‘‘covalent’’-
and ‘‘ionic’’ type configurations are considered. A higher level of SCVB theory
includes additional excitations, for example, from the orbitals of the core, if
any (e.g., excitations from the s orbitals when the SC orbitals are only those of
p type), or to orbitals that are virtual in the one-configuration calculation. To
preserve the VB character of the wave function, the virtual orbitals are made to
be localized as much as possible by some appropriate technique (1,18). The
final energy value is determined by nonorthogonal CI in the so-generated
configuration space. From experience, the excited configurations generally
bring very little stabilization in ground-state calculations; this is easily
explained by the fact that the orbitals are optimized precisely so as to
concentrate all the important physical effects in the reference SC configuration.
On the other hand, excited configurations are important for satisfactory state
ordering and electronic transition energies to excited states (21). SC
calculations can be performed with the TURTLE module, now implemented
in GAMESS-UK, or with the XMVB package (see below).

9.2.3 The CASVB Method

It is known that, in the MO framework, the nondynamical electron correlation
is accounted for by means of a so-called CASSCF calculation, which is nothing
else than a full CI in a given space of orbitals and electrons, in which the
orbitals and the coefficients of the configurations are optimized simulta-
neously. If the active space includes all the valence orbitals and electrons, then
the totality of the nondynamical correlation of the valence electrons is accounted
for. In theVB framework, an equivalentVB calculation, definedwith pureAOsor
purely localized hybrid atomic orbitals (HAOs), would involve all the covalent
and ionic structures thatmaypossibly be generated for themolecule at hand.Note
that the resulting covalent�ionic VB wave function would have the same
dimension as the valence�CASSCF one (e.g., 1764 VB structures for methane,
and 1764 MO SCF configurations in the CASSCF framework).

The GVB and SC methods provide wave functions that are, of course, much
more compact than the corresponding valence�CASSCF one (e.g., only 14
spin-coupling modes for methane with the SC method, and a single one with
the GVB method). Owing to this difference in size, the GVB and SC methods
cannot be expected to include the totality of the nondynamical correlation,
even if these two methods treat well, by definition, the left�right correlation for
each bond of the molecule. Physically, this is because the various local ionic
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situations are not interconnected with these methods. For example, the two
ionic situations 1 and 2 in Scheme 9.1 are found to have equal weights at the
GVB or SC levels, while CASSCF would differentiate their weights, 2 being
more important than 1, as expected on a physical basis.

Despite these restrictions, the GVB and SC methods generally provide
energies that are much closer in quality to CASSCF than to Hartree�Fock
(19), and wave functions that are close to the CASSCF wave function having
the same number of electrons and orbitals in the active space. This property
has been used to devise a fast method to get approximate SC wave functions.

Since a CASSCF calculation is faster than a direct SC calculation, owing to
the advantages associated with orbital orthogonality in CASSCF, it is practical
to extract an approximate SC wave function (or another type of VB function,
e.g., a multiconfigurational one) from a CASSCF wave function. The
conversion from one wave function to the other relies on the fact that a
CASSCF wave function is invariant under linear transformations of the active
orbitals. Based on this invariance principle, two different procedures were
developed and both share the same name ‘‘CASVB’’. Thus, CASVB is not a
straightforward VB method, but rather a projection method that bridges
between CASSCF and VB wave functions.

In the CASVB method of Thorsteinsson et al. (22,23), one transforms the
canonical CASSCF orbitals so that the wave function (which we recall, is kept
unchanged in this process) involves a dominant component of a VB-type wave
function, CVB, which is chosen in advance and may be single- or multi-
configuration, as in Equation 9.5:

CCAS ¼ SVBCVB þ 1� S2VB
� �

C?
VB ð9:5Þ

Here C?
VB is the orthogonal complement of CVB to the CASSCF wave

function, and SVB is the overlap between CCAS and CVB. To ensure that the so-
obtained VB function is as close as possible to the starting CASSCF wave
function, the procedure transforms the orbitals in a manner that maximizes the
overlap SVB. An alternative procedure is one that minimizes the energy of
the VB function CVB. This latter procedure is, however, more expensive than
the first one. As the two methods generally yield similar sets of orbitals, the
method of SVB maximization is generally preferred (23). The SVB based CASVB
method is implemented in the MOLPRO and MOLCAS packages.

The CASVB method developed by Hirao et al. (24) differs from the previous
one in the requirement that the final CASVB wave function, obtained after the
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Scheme 9.1

244 CURRENTLY AVAILABLE AB INITIO VALENCE BOND COMPUTATIONAL



transformation of the CASSCF canonical orbitals, is strictly equivalent to
the starting CASSCF wave function. The price of this strict equivalence is that
the orbitals that are used to construct the ‘‘VB structures’’ remain more or less
delocalized, however, these VB-type delocalized orbitals are localized as much
as possible following various localization procedures (1,24,25).

9.2.4 The Generalized Resonating Valence Bond Method

Multiconfigurational extensions of the GVB method have been specifically
devised for delocalized electronic systems, like benzene, which require the use
of two, or more, resonance structures, and for which the one-structure VB
representation (e.g., as GVB�PP) is not appropriate. This situation is
widespread and includes a wide variety of open-shell electronic states, as, for
example, allyl radical and its analogues, pentadienyl anion and its analogues,
transition states of chemical reactions, core-ionized diatomic molecules, n�p�

excited molecules containing two equivalent carbonyl groups, n-ionized
molecules having equivalent but remote lone pairs, and so on. In the general
case, one-configuration-based methods will yield poor energies for a
delocalized system that requires at least two structures (e.g., transition state
of a reaction) relative to parts of the potential surface that are well described by
a single VB structure (e.g., reactants or products). In some of these species, for
example, core-ionized diatomic molecules, the use of a single-configuration
method leads to the so-called ‘‘symmetry dilemma’’ (26). The symmetry
dilemma was analyzed in VB terms by McLean (27), and shown to arise from a
competition between two effects. One is the familiar resonance effect by which
a mixture of two resonance structures is lower in energy than either one taken
separately. The second is the so-called ‘‘orbital size effect’’, whereby a specific
VB structure gains stabilization if it can have its own particular set of optimal
orbitals. The two effects cannot be simultaneously taken into account in any
one-configuration based theory, be it of VB or MO type, because such a theory
employs a single set of orbitals. In the (most frequent) case where the orbital-
size effect is more important than the resonance effect, the wave function will
take more or less the form of one particular VB structure leading thereby to a
nonphysical symmetry breaking of the wave function.

Within the MO formalism, the symmetry-breaking phenomenon can be
remedied by MCSCF-type calculations or a CI procedure within the set of
symmetry-broken solutions. Thus, Jackels and Davidson (28) eliminated the
problem in the NO2 radical by using a symmetry-adapted combination of two
symmetry-broken Hartree�Fock wave functions, by means of a 2� 2
nonorthogonal CI. Similarly, within the VB framework, elimination of
artificial symmetry-breaking can be achieved by allowing different orbitals
for different VB structures in the course of the orbital optimization. Voter and
Goddard employed this idea in the GVB method (29–31). Considering an
electronic state as a superposition of two possible VB structures A and B (the
generalization to multiple terms is trivial), the total wave function is written as
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a linear combination of two symmetry-broken subwave functions FA and FB

of the GVB type, one for each VB structure:

C ¼ CAFA þ CBFB ð9:6Þ

Of course, FA and FB are nonorthogonal wave functions.
In a preliminary version of the method (29), called ‘‘Resonating-Generalized

Valence Bond’’ (RGVB), each symmetry-broken sub-wavefunction is opti-
mized separately, and the orbitals are not reoptimized in the presence of
resonance between the wave functions. This may lead to underestimation of the
resonance energy since the orbital optimization only takes care of the orbital-
size effect, while not optimizing the resonance energy. To remove this defect,
Voter and Goddard subsequently improved their method by allowing the sub-
wavefunctions to be optimized in the presence of each other, leading to the
final GRVB method (30,31). The quality of such a simple wave function and
the usefulness of the method can be appreciated by the results of the difficult
test case of the HF+D!H+FD exchange reaction. In a basis set of
double-zeta+ polarization quality, the GRVB method yields a barrier of
47.7 kcal/mol, in very good agreement with higher level calculations using the
same basis set. In contrast, a simple one-configuration GVB calculation leads
to a much higher barrier of 69.5 kcal/mol (30).

9.2.5 Multiconfiguration Valence Bond Methods with Optimized Orbitals

The Valence Bond Self-Consistent Field (VBSCF) method has been devised by
Balint-Kurti and van Lenthe (32), and was further modified by Verbeek (6,33)
who also developed an efficient implementation in a package called TURTLE
(11). Basically, the VBSCF method is a multiconfiguration SCF procedure that
allows the use of nonorthogonal orbitals of any type. The wave function is
given as a linear combination of VB structures, FK (Eq. 9.7).

C ¼
X
K

CKFK ð9:7Þ

Unlike the SC method that has a single configuration, the VBSCF method has
no restrictions upon the number of configurations and the orbital occupancy.
In addition, the VBSCF wave function can use an arbitrary number of spin-
coupling modes. Both the orbitals and coefficients of VB structures are
optimized simultaneously, by means of a Super CI algorithm (34). The
bottleneck of this algorithm is the evaluation of the nonorthogonal matrix
elements, however, a number of improvements for speeding up this evaluation
have been implemented (33), and can be found in the TURTLE package.

The VBSCF method permits complete flexibility in the definition of the
orbitals used for constructing the VB structures, FK. The orbitals can be
allowed to delocalize freely during the orbital optimization (resulting in
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OEOs), thereby performing GVB or SCVB calculations. The orbitals can also
be defined by pairs that are allowed to delocalize on only two centers (BDOs),
or they can be defined as strictly localized on a single center or fragment (see
below). The VBSCF method is implemented in the TURTLE module (now
being a part of GAMESS�UK) and in the XMVB package.

Other multiconfiguration VB methods have also been devised, like the
biorthogonal valence bond method of McDouall (35,36) or the spin-free
approach of McWeeny (37). For an overview of these methods, the reader is
advised to consult a recent review (1).

9.3 VALENCE BOND METHODS BASED ON LOCALIZED ORBITALS

Quantitites such as resonance energies, covalency and ionicity, which are native
to VB theory, are not treated properly by all the above methods that rely on
semilocalized orbitals. The calculation of these quantities requires ‘‘pure’’ VB
methods with orbitals that are strictly localized on a single atom or fragment.
However, as these orbitals are allowed to hybridize from the AOs of a given
atomic center, it is customary to use the descriptive term ‘‘hybrid atomic
orbitals’’, to qualify these local orbitals. The advantage of the ‘‘pure’’ VB
method is that it allows a clear distinction between covalent structure (where
the fragments A and B each bear a singly occupied orbital) and ionic ones (one
fragment orbital is doubly occupied, the other is empty). In this framework, the
accurate description of the A–B bond requires taking into account the covalent
and ionic VB structures, as has been seen in Chapter 3 with the example of the
H2 molecule.

In the case where the fragments A and B are polyatomic (e.g.,
A=B=H3C, in H3C–CH3) and only the A–B bond is being described in a
VB manner, the orbitals that are used to construct the determinants may be
FOs that have tails on the adjacent atoms (e.g., the H atoms of a given CH3

group), but remain localized in the sense that an orbital of fragment A has no
coefficient on B, and vice versa. In such a case, the description of the A–B
bond will still require explicit consideration of ionic and covalent components,
and the so-defined FOs will be considered throughout the text as a particular
case of localized orbitals.

9.3.1 Valence Bond Self-Consistent Field Method with Localized Orbitals

The flexibility of the valence bond self-consistent field (VBSCF) method can be
exploited to calculate VB wave functions based on orbitals that are purely
localized on a single atom or fragment. In such a case, the VBSCF wave
function takes a classical VB form, which has the advantage of giving a very
detailed description of an electronic system, as, for example, the interplay
between the various covalent and ionic structures in a reaction. On the other
hand, since covalent and ionic structures have to be explicitly considered for
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each bond, the number of VB structures that have to be taken into account
grows rapidly with the number of bonds. Therefore, this method would not be
practical for the VB description of large electronic systems, not only because of
the large number of structures, but primarily because the interpretability of the
wave function becomes somewhat cumbersome. Fortunately, the ‘‘reacting
part’’ of a molecular system is often small in most elementary reactions, and
this allows the definition of an active and a spectator part in the electronic
system, which can be treated at different levels. Practically, the usual way of
using VBSCF is to define an active part involving only those orbitals and
electrons that undergo significant changes during the process, like bond
breaking and/or formation; the remaining orbitals and electrons form the
spectator part. While the active system is subject to a detailed VB treatment
involving the complete set of chemically relevant Lewis structures, the
spectator part is treated, at the MO level, as a set of doubly occupied MOs.
Of course, all orbitals, including those of the spectator part, are optimized
during the VBSCF procedure. As such, the VBSCF method is a close analogue
of the CASSCF procedure in MO-based theory.

Consider, for example, the dissociation of an A–B bond, where A and B are
two polyelectronic fragments. Including the two HAOs that are involved in the
bond in the active space, and the adjacent orbitals and electrons in the
spectator space, the VBSCF wave function reads as follows:

CVBSCF ¼ C1 jcc̄xax̄bj � jcc̄x̄axbjð Þ þ C2jcc̄xax̄aj þ C3jcc̄xbx̄bj ð9:8Þ

where xa and xb are the active orbitals, common to all the structures, and c is a
generic term that represents the product of spectator orbitals.

For a typical elementary reaction, such as SN2, consisting, for example, of
the breaking of a C–F bond followed by the formation of a new C–Cl bond
(Eq. 9.9),

Cl�+CH3 ---- F !½Cl ...CH3 ... F�� ! Cl ---- CH3 þ F� ð9:9Þ

the active system is made of the four electrons and three orbitals involved in the
C–F bond and in the attacking lone pair of Cl�. At any part of the potential
surface, this electronic system is rigorously described at the VB level by a set of
six VB structures (3�8), depicted in Scheme 9.2. On the other hand, three lone
pairs of fluorine, three other lone pairs of chlorine, and three C–H bonds of
carbon remain unchanged during the reaction and will form the ‘‘inactive’’
system. The active electrons are thus explicitly correlated (by Coulomb
correlation), while the inactive electrons are not. One expects that the lack of
Coulomb correlation in the inactive subsystem will result in a constant error
throughout the potential surface, and therefore just uniformly shift the
calculated energies relative to the fully correlated surface. Note that in this
model all the occupied orbitals, active and inactive, are affected by the progress of
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the reaction, and thereby rearrange and adapt themselves to the local charges
of the VB structures and to their mixing at all points of the reaction coordinate.

The above definitions of active�inactive subsystems are of course not
restricted to the study of reactions, but can be generalized to all species whose
qualitative description can be made in terms of resonating Lewis structures,
such as conjugated molecules and mixed-valence compounds. Note that while
all the VB structures FK in Equation 9.8 differ from one another by their
orbital occupancies, they still share the same set of orbitals. If a complete set of
VB structures (covalent and ionic) is generated for a given electronic system,
the resulting VBSCF wave function would be equivalent to a full-valence
CASSCF wave function, and thereby accounting for all the nondynamic
electronic correlation. Of course, as in CASSCF, here too the dynamic
correlation (the definition of which will become clear in the next section) is still
missing at this level, with the consequence that the calculation of bonding
energies or reaction barriers is sometimes only semiquantitative. Due to the
rapid progress in method development, together with the current capabilities of
the XMVB package, one can carry out calculations of fairly large systems, for
example, the spin states of an iron�oxo complex, (NH3)5Fe¼O2+. Thus,
VBSCF calculations are becoming practical in areas that were completely off-
limits a few years ago.

9.3.2 The Breathing-Orbital Valence Bond Method

The breathing-orbital valence bond (BOVB) method (38–40) was devised as an
improvement of the VBSCF method, by providing the VB structures the very
best possible orbitals that minimize the energy of the final multistructure state.
This improvement is achieved by introducing an extra degree of freedom in the
orbital optimization process: Instead of dealing with a common set of orbitals
for all the VB structures, as done in VBSCF, a key specificity of the BOVB
method is that the orbitals are variationally optimized with the freedom to be
different for different VB structures. It is important to note that during this
optimization process, the different VB structures are not optimized separately, but

rather in the presence of each other, so that the orbital optimization not only
lowers the energies of individual VB structures, but also maximizes the
resonance energy resulting from the VB mixing.
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The difference between the BOVB and VBSCF wave function can be
illustrated on the simple example of the description of the A–B bond, where A
and B are two polyelectronic fragments. While the VBSCF wave function reads
like Equation 9.8, the BOVB wave function takes the following form:

CBOVB ¼ B1 jcc̄xax̄bj � jcc̄x̄axbjð Þ þ B2jc0c̄0x0ax̄
0
aj þ B3jc00c̄00x00bx̄

00
bj ð9:10Þ

Logically, one expects the x0a and x00b orbitals to be more diffuse than xa and xb,
since the former are doubly occupied while the latter are only singly occupied.
Similarly, the spectator orbitals in the different structures should have different
sizes and shapes depending on whether they reside on cationic, neutral, or ionic
fragments. This qualitative difference between VBSCF and BOVB wave
functions is illustrated in Scheme 9.3 in a qualitative manner for the example of
the F2 molecule. Here, the VBSCF wave function is seen to have identical
orbitals in all three VB structures (9�11). By contrast, the orbitals of the ionic
structures 13 and 14 in the BOVB wave function are represented as bigger or
smaller than those of the neutral structure 12, depending on whether they are
attached to an F+ or F� fragment. Thus, all the orbitals, active or spectators, are
allowed to breath and adapt themselves to the local fields of the VB structures,
as well as to the VB mixing of these structures, hence the name Breathing-
Orbital. This instantaneous adaptation,which ismissing at theVBSCF,GVB, SC,
and CASSCF levels, results in better accuracy, as shown in benchmark
calculations of bond dissociation energies and reaction barriers (39,41).

The BOVB method has several levels of accuracy. At the most basic level,
referred to as L-BOVB, all orbitals are strictly localized on their respective
fragments. One way of improving the energetics is to increase the number of
degrees of freedom by permitting the inactive orbitals to be delocalized. This
option, which does not alter the interpretability of the wave function, accounts
better for the nonbonding interactions between the fragments and is referred to
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as D-BOVB. Another improvement can be achieved by incorporating radial
electron correlation in the active orbitals of the ionic structures, by allowing the
doubly orbitals to split into two singly occupied ones that are spin paired. This
splitting is pictorially represented in 15 and 16 (Scheme 9.4), which improve the
descriptions of 13 and 14. This option carries the label ‘‘S’’ (for split), leading
to the SL-BOVB and SD-BOVB levels of calculation, the latter being the most
accurate one.

The BOVB method has been successfully tested for its ability to reproduce
dissociation energies and/or dissociation energy curves, close to the results (or
estimated ones) of full CI or to other highly accurate calculations performed
with the same basis sets. A variety of two-electron and odd-electron bonds,
including difficult test cases as F2, FH, and F2

� (38,42), and the H3M–Cl series
(M=C, Si, Ge, Sn, Pb) (39,43,44) were investigated.

It is interesting to interpret the improvement of BOVB with respect to a
CASSCF, GVB, or SC calculation of a two-electron bond. These four methods
account for all the nondynamic correlation associated with the formation of
the bond from separate fragments, but differ in the content of their dynamic
correlation. With a medium-sized basis set, say 6�31+G(d), CASSCF, GVB,
and SC account for less than one-half of the bonding energy of F2, 14�16 kcal/
mol (38). On the other hand, an SD-BOVB calculation yields a bonding energy
of 36.2 kcal/molz versus an experimental value of 38.2 kcal/mol (39). Thus, the
BOVB method brings in just what is missing in the CASSCF calculation, that
is, dynamical correlation, not all of it but just that part that is associated with the

bond that is being broken or formed. In other words, the BOVB method takes
care of the differential dynamic correlation.

The importance and physical nature of dynamic correlation is even better
appreciated in the case of 3e bonds, a type of bond in which the electron
correlation is entirely dynamic, since there is no left-right correlation associated
with odd-electron bonds. As noted earlier, the Hartree�Fock and simple VB
functions for 3e bonds (hence, GVB, SC, or VBSCF) are nearly equivalent and
yield about similar bonding energies. Taking the F2

� radical anion as an
example, it turns out that, compared to the experimental bonding energy of

F F F F
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Scheme 9.4

zNote that this bonding energy is overestimated with respect to a full CI calculation in the same

basis set, which is estimated as close to 30 kcal/mol. The SD-BOVB systematically overestimates

bonding energies relative to full CI, and yields values that are intermediate between full CI and

experiment, a ‘‘fortunate’’ systematic error that compensates for basis set insufficiency.
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30.3 kcal/mol, the calculated value is exceedingly small (only 4 kcal/mol), at the
spin-unrestricted Hartree�Fock (UHF) level, and even worse at the restricted
open-shell Hartree�Fock (ROHF) level. In contrast, the SD-BOVB calcula-
tion, which involves only two VB structures (17, 18) with breathing orbitals, as
in Scheme 9.5, yields an excellent bonding energy of 28.0 kcal/mol.

The BOVB method is implemented in the XMVB package and also in the
TURTLE module in GAMESS�UK.

9.3.3 The Valence Bond Configuration Interaction Method

In the same spirit as BOVB, the valence bond configuration interaction
(VBCI) method (45,46) aims at retaining the conceptual clarity of the
classical VBSCF method, while improving the energetic aspect by introdu-
cing further electron correlation. This accuracy-compactness combination is
achieved by augmenting the VBSCF calculation with subsequent configura-
tion interaction and then condensing the final CI space into a minimal
number of VB structures.

In a first step, all the fundamental VB structures are involved, and a VBSCF
wave function is calculated and taken as a zeroth-order wave function.

CVBSCF ¼
X
K

CSCF
K F0

K ð9:11Þ

As in the original VBSCF method, the occupied orbitals that constitute the F0
K

VB structures may be constrained to be block-localized. The blocks can be
defined as atoms, fragments, a pair of atoms, and so on, depending on whether
HAOs, BDOs, or other type of orbitals are required for the particular
application. Then, for each occupied orbital in the VBSCF wave function, a
projector is used to define a set of virtual orbitals, each being strictly localized
on precisely the same block as the corresponding occupied orbital. These
virtual orbitals are used to create excited VB structures in the following way:
Given a fundamental VB structure F0

K , an excited VB structure Fi
K is built by

replacing one or more occupied orbital(s) by the same number of virtual
orbitals located on the same block. This way, the excited VB structure Fi

K

retains the same electron-pairing pattern and charge distribution as F0
K . In

other words, both F0
K and Fi

K describe the same ‘‘classical’’ VB structure.
A subsequent VBCI calculation will involve all the fundamental and excited
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VB structures in Equation 9.12:

CVBCI ¼
X
K

X
i

CKiF
i
K ð9:12Þ

where the coefficients CKi and the final energy are determined by solving the
secular equations without further orbital optimization.

The CI space can be truncated following the usual CI methodology. The
starting point always involves single excitations, that is, VBCIS. This can be
followed by VBCISD, VBCISDT, and so on, where D stands for double and T
for triple excitations. Practical experience with the method shows that going
beyond double excitation is usually not necessary (41). The method was also
augmented by second-order perturbation theoretic (PT2) treatment, so that the
role of higher excitation can be taken into account; for example, VBCISPT2
accounts for doubles using PT2, and so on.

Since the virtual orbitals conserve the nature of the fundamental VB
structures, the entire VBCI wave function can be rewritten in a compact form,

CVBCI ¼
X
K

CCI
K FCI

K ð9:13Þ

where the VB structure FCI
K is of the form of Equation 9.14, which collects all

the VB functions that belong to the same structure in terms of spin pairing and
charge distribution:

FCI
K ¼

X
i

C0
KiF

i
K ð9:14Þ

VBCI is implemented in the XMVB package.

9.4 METHODS FOR GETTING VALENCE BOND QUANTITIES
FROM MOLECULAR ORBITAL-BASED PROCEDURES

This section describes methods that do not follow a straightforward VB
manner, but still yield VB-type information.

9.4.1 Using Standard Molecular Orbital Software to Compute Single Valence
Bond Structures or Determinants

This technique utilizes an option, offered by most ab initio standard
programs, to compute the energy of any guess function even if the latter is
based on nonorthogonal orbitals. The technique orthogonalizes the orbitals
without changing the Slater determinant, and then computes the expectation
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value of the energy by use of Slater’s rules. This expectation value appears as
the energy at iteration zero in the course of the SCF procedure of optimizing
the Hartree�Fock orbitals. If the guess determinant is made of localized
bonding orbitals that correspond to a specific VB structure, then the
expectation energy of this wave function at iteration zero defines the energy
of this VB structure at the Hartree-Fock level. Practically, the localized
bonding orbitals that are used to construct the guess determinant can be
determined by any convenient means. A method of this type has been used
by Kollmar to construct a reference Kekulé structure for conjugated
molecules (47). For example, a Kekulé structure of benzene displays a set of
three two-centered p-bonding MOs, which can arise from the Hartree�Fock
calculation of an ethylene molecule (47,48). In a VBSCD calculation, the
energy of the crossing point will be the energy of a guess function made of
the orbitals of the reactants, but in the geometry of the transition state,
without further orbital optimization. The zero-iteration technique has also
been used to estimate the energy of spin-alternant determinants [the
quasiclassical (QC) determinant] (49,50). A sample of inputs for getting
the energy of the guess for a Kekulé structure of benzene and its QC
determinant is given at the end of this chapter.

9.4.2 The Block-Localized Wave Function and Related Methods

The Block-Localized Wave Function (BLW) method is primarily aimed at
evaluating the electronic delocalization and charge-transfer effects in
molecules, for the computational cost of a simple Hartree�Fock calculation.
It is related to the preceding technique, but unlike the latter, the BLW
method performs the calculations to self-consistency, while keeping the
orbitals block localized. As this ab initio method deals with nonorthogonal
orbitals, it can be considered as a VB-type method. The basic principle
consists of partitioning the full basis set of orbitals into subsets each centered
on a given fragment, which can be an atom or a group of atoms. The MOs
are then optimized in a Hartree�Fock way, with the restriction that each
orbital is expanded only on its own fragment. The MOs of a given fragment
are orthogonal among themselves, but the orbitals of different fragments
have finite overlaps. Thus, the block-localized wave function can be
constructed so as to represent a diabatic state that can serve as a localized
reference against which the energy of the fully delocalized wave function can
be compared.

Although the theory behind BLW is more general, a typical application of
the method is the energy calculation of a specific resonance structure in the
context of resonance theory. As a resonance structure is, by definition,
composed of local bonds plus core and lone pairs, a bond between atoms A
and B will be represented as a bonding MO strictly localized on the A and B
centers, a lone pair will be an AO localized on a single center, and so on.
With these restrictions on orbital extension, the SCF solution can be
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decomposed to coupled Roothaan-like equations, each of which corresponds
to a block. The final block-localized wave function is optimized at the
constrained Hartree�Fock level and is expressed by a Slater determinant.
Consequently, the energy difference between the Hartree�Fock wave
function, where all electrons are free to delocalize in the whole system,
and the block-localized wave function, where electrons are confined to
specific zones of the system, is defined generally as the electron delocalization
energy. Further extensions of the BLW method allow us to calculate the
electronic coupling energy resulting from the mixing of two, or more,
diabatic states (1). The BLW method is implemented in the XMVB and
GAMESS�US packages.

The BLW method can be considered as an extension of the orbital
deletion procedure (ODP) (51,52), a simpler method that can only be
applied to carbocations (52) andboranes (51). TheODP consists of representing a
resonance structure displaying an electronic vacancy (Lewis acid character) by
deleting the primitive basis functions corresponding to the empty site before
launching the SCF calculation.As a typical example, theODPhas been applied to
calculate the resonance energy of the allyl cation (52).

A related method, specifically devised for weak interactions, is the SCF�MI
method (self-consistent field for molecular interactions) (53,54), which aims at
avoiding the basis set superposition error (BSSE) in an a priori fashion. Like the
preceding method, SCF�MI partitions the full basis set of orbitals into subsets
each centered on a given fragment, and optimizes the fragment orbitals at the
constrained Hartree�Fock level. As each orbital is expanded only on its own
fragment, the calculated interaction between the fragments avoids the BSSE
right at the outset. This Hartree�Fock-like zeroth-order wave functionmay then
serve as a basis for either perturbation theory or configuration interaction
approaches to account for electron correlation (1). Because of the strictly
partitioned nature of the basis set of orbitals, charge transfer is not formally
included in the above approach. Therefore, the SCF�MI method is more
appropriate for weak interactions rather than for charge- or resonance-assisted
hydrogen bonds.

9.5 A VALENCE BOND METHOD WITH POLARIZABLE
CONTINUUM MODEL

The valence bond method with polarizable continuum model (VBPCM)
method (55) includes solute�solvent interactions in the VB calculations. It uses
the same continuum solvation model as the standard PCM model implemented
in current ab initio quantum chemistry packages, where the solvent is
represented as a homogeneous medium, characterized by a dielectric constant,
and is polarizable by the charge distribution of the solute. The interaction
between the solute charges and the polarized electric field of the solvent is taken
into account through an interaction potential that is embedded in the

A VALENCE BOND METHOD WITH POLARIZABLE CONTINUUM MODEL 255



Hamiltonian and determined by a self-consistent reaction field (SCRF)
procedure.

In its actual implementation, the VBPCM method is based on the VBSCF
method (see above). Thus, the wave function is expressed in the usual manner
as a linear combination of VB structures, Equation 9.8, but now these VB
structures are optimized and interacting with one another in the presence of a
polarizing field of the solvent, by a self-consistent procedure. Within this
model, the interaction between solute and solvent is represented by an
interaction potential, VR, which is treated as a perturbation to the Hamiltonian
H
 of the solute molecule in vacuum. The Schrödinger equation for the VB
wave function now reads

H
 þ VRð ÞCVBPCM ¼ ECVBPCM ð9:15Þ

Equation 9.15 is solved iteratively; the interaction potential VR for the ith
iteration is given as a function of electronic density of the (i� 1)th iteration
and is expressed in the form of one-electronic matrix element that is
computed by a standard PCM procedure. The detailed procedures are as
follows:

1. A VBSCF procedure in a vacuum is performed (see above), and the
electron density is computed.

2. Given the electron density from Step 1, effective one-electron integrals
are obtained by a standard PCM subroutine.

3. A standard VBSCF calculation is carried out with the effective one-
electron integrals obtained from Step 2. The electron density is computed
with the newly optimized VB wave function.

4. Steps 2 and 3 are repeated until the energy difference between the two
iterations reaches a given threshold.

By performing the above procedures, the solvent effect is taken into account
at the VBSCF level, whereby the orbitals and structural coefficients are
optimized till self-consistency is achieved. Like VBSCF, the VBPCM method is
suitable for diabatic states, which are calculated with the same solvent field as
the one for the adiabatic state. Thus, it has the ability to compute the energy
profile of the full state as well as that of individual VB structures throughout
the course of a reaction, and in so doing to reveal the individual effects of
solvent on the different constituents of the wave function. In this spirit, it has
been used to perform a quantitative VBSCD analysis of a reaction that exhibits
a marked solvent effect, the SN2 reaction Cl�+CH3Cl!CH3Cl+Cl� (55).

The VBPCM procedure is not, in principle, restricted to the VBSCF
method; it has the potential ability to be implemented to more sophisticated
methods like BOVB, VBCI, or other methods. The method is implemented in
XMVB.
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APPENDIX

9.A.1 SOME AVAILABLE VALENCE BOND PROGRAMS

Other than the GVB method that is now implemented in many packages, here
we offer brief descriptions of the main VB softwares that we are aware of and
with which we had some experience to varying degrees.

9.A.1.1 The TURTLE Software

TURTLE is a general program (56) that is designed to perform multi-
structure VB calculations. It can execute either nonorthogonal CI, or
nonorthogonal MCSCF calculations with simultaneous optimization of
orbitals and coefficients of VB structures. Complete freedom is given to the
user to deal with HAOs, BDOs, or OEOs, so that calculations of the VBSCF,
SCVB, BLW, or BOVB can be performed. Currently, TURTLE involves
analytical gradients to optimize the energies of individual VB structures or
multistructure electronic states with respect to the nuclear coordinates (57).
A parallel version has been developed and implemented using the message-
passing interface (MPI), for the sake of making the software portable.
Because of the structure of the Super-CI optimization method, 99 % of the
program could be parallelized (58).

9.A.1.2 The XMVB Program

The XMVB software (59) enables us to perform the VBSCF, SCVB, BLW,
BOVB, and VBCI calculations with optimized orbitals defined in any form
according to requirements. Particularly, the four ‘‘pure’’ VB methods, VBSCF,
BOVB, VBPCM and VBCI, described in Section 9.3 are implemented as
standard methods in the package and can be easily performed by specifying
appropriate keywords in the input file. In this sense, XMVB is a fairly user-
friendly package applicable to a variety of chemical problems, even to small
organometallic complexes. The XMVB is a stand-alone program, but for
flexibility, it can be interfaced to most QM softwares, for example, GAUSSIAN
and GAMESS�US. In addition, it is also feasible to combine XMVB with ab

initioMOpackages to perform hybrid VBmethod calculations, such as VB-DFT
and VBPCM. The parallel version of XMVB, based on the Message Passing
Interface, is also available (60). Most recently XMVB has been incorporated also
into GAMESS�US (see Chapter 10 for input file for the interfaced XMVB).

9.A.1.3 The CRUNCH Software

The CRUNCH (Computational Resource for Understanding Chemistry) has
been written originally in Fortran by Gallup (61), and recently translated into
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C (62). This program can perform multiconfiguration VB calculations with
fixed orbitals, plus a number of MO-based calculations like RHF, ROHF,
UHF (followed by MP2), Orthogonal CI, and MCSCF.

9.A.1.4 The VB2000 Software

VB2000 (63) is an ab initio VB package that can be used for performing
nonorthogonal CI, multistructure VB with optimized orbitals, as well as
SCVB, GVB, and CASVB calculations in the spirit of Hirao’s method (24) (see
Section 9.2.3).

9.A.2 IMPLEMENTATIONS OF VALENCE BOND METHODS
IN STANDARD AB INITIO PACKAGES

. XMVB can be used as a stand-alone program that is freely available from
the author (email: weiwu@xmu.edu.cn; website: http://ctc.xmu.edu.cn/
xmvb/). It can also be used as a plug-in module in GAMESS(US) (64).

. VB2000 can be used as a plug-in module for GAMESS(US) (64) and
Gaussian98/03 (65) so that some of the functionalities of GAMESS and
Gaussian can be used for calculating VB wave functions. GAMESS also
provides interface (option) for the access of VB2000 module. The
Windows version of GAMESS (WinGAMESS) has VB2000 module
compiled in, that is WinGAMESS is VB2000 ready, although it requires a
license to use VB2000 legally.

. TURTLE used to be freely available as a stand-alone program. But now
it is implemented in the GAMESS�UK program (66), which has to be
purchased and licensed.

. The CASVB method of Thorsteinsson et al. (22) is incorporated in the
MOLPRO (67) and in the MOLCAS (68) packages. In addition to the
features of the original CASVB method, the CASVB code also permits
fully variational VB calculations, which can be single- or multiconfigura-
tional in nature.

. The BLW and SCF�MI methods are implemented in the GAMESS�US
package.
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Gaussian Input 9.1

These two inputs will yield the energy of a Kekulé structure of benzene.
The first input performs a standard RHF calculation of the ground state of

benzene, and saves the MOs in the %chk file:

The second input uses the MOs saved in the %chk file as a guess function,
while the pMOs of this guess function are modified so as to represent a Kekulé
structure. The new p MOs arise from a separate calculation of ethylene at the
same C–C distance as in benzene and are given at the end of the input.
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After this second calculation is completed, the energy of the Kekulé structure is
read in the output as the RHF energy at iteration zero.
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Gaussian Input 9.2

These two inputs will yield the energy of a spin-alternant determinant of
benzene.

The first input makes a standard UHF calculation of the ground state of
benzene, and saves the a� and b� molecular spin-orbitals in the %chk file:

The second input uses the spin-orbitals saved in the %chk file as a guess
function, but the p MOs of this guess function are replaced by one-centered
AOs of alternate spins so as to represent a spin-alternant determinant. These
AOs are all the same and can be taken, as done here, as the constituting AOs of
an ethylenic p MO. Alternatively, the p AOs can arise from a separate
calculation of planar CH3.
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After this second calculation is completed, the energy of the spin-alternant
determinant is read in the output as the UHF energy at iteration zero.

Reference to GAUSSIAN 98: Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.;
Scuseria, G. E.; Robb, M. A.; Cheeseman, J. R.; Zakrzewski, V. G.;
Montgomery, J. A. Jr.; Stratmann, R. E.; Burant, J. C.; Dapprich, S.;
Millam, J. M.; Daniels, A. D.; Kudin, K. N.; Strain, M. C.; Farkas, O.;
Tomasi, J.; Barone, V.; Cossi, M.; Cammi, R.; Mennucci, B.; Pomelli, C.;
Adamo, C.; Clifford, S.; Ochterski, J.; Petersson, G. A.; Ayala, P. Y.; Cui, Q.;
Morokuma, K.; Malick, D. K.; Rabuck, A. D.; Raghavachari, K.; Foresman,
J. B.; Cioslowski, J.; Ortiz, J. V.; Baboul, A. G.; Stefanov, B. B.; Liu, G.;
Liashenko, A.; Piskorz, P.; Komaromi, I.; Gomperts, R.; Martin, R. L.; Fox,
D. J.; Keith, T.; Al-Laham, M. A.; Peng, C. Y.; Nanayakkara, A.; Gonzalez,
C.; Challacombe, M.; Gill, P. M. W.; Johnson, B. G.; Chen, W.; Wong, M. W.;
Andres, J. L.; Head-Gordon, M.; Replogle, E. S.; Pople, J. A., Gaussian, Inc.:
Pittsburgh, PA, 1998.
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10 Do Your Own Valence Bond
Calculations—APractical Guide

10.1 INTRODUCTION

As noted in previous chapters, the reemergence of VB theory is characterized,
among other things, by the development of a growing number of ab initio

methods that can be applied to chemical problems of interest. This chapter is
intended to guide the reader in the use of some of these VB methods in order to
run meaningful calculations. To that aim, we plan to calculate the energy and
wave function of a simple molecule, F2, at various computational levels, we will
also have a look at the shape of the orbitals and assess the accuracy of the
various methods by calculating the bond dissociation energy (BDE) of the
molecule. The reason for this choice is that the BDE of F2 is known to be a
difficult test case; the Hartree�Fock method finds the molecule to be unbound
(negative BDE), many of the higher level methods are quantitatively inaccurate
and dynamic electron correlation appears to be particularly important. The
know-how established here for this example may be useful for more complex
tasks like generation of a VBSCD for chemical reactions. We will comment on
such calculations as well.

10.2 WAVE FUNCTIONS AND ENERGIES FOR THE GROUND
STATE OF F2

All the calculations of F2 are carried out with a simple basis set of double-zeta
polarization type, the standard 6-31G(d) basis set, and are performed at a fixed
interatomic distance of 1.44 Å, which is approximately the optimized distance
for a full CI calculation in this basis set. Only the s bond is described in a VB
fashion, and the corresponding orbitals are referred to as the ‘‘active orbitals’’,
while the orbitals representing the lone pairs, so-called ‘‘spectator orbitals’’,
remain doubly occupied in all calculations. A common point to the various VB
methods we use, except the VBCI method, is that at the dissociation limit, the
methods converge to two F

�
fragments at the restricted-open-shell

Hartree�Fock (ROHF) level.
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10.2.1 GVB, SC, and VBSCF Methods

As discussed in Chapter 9, the GVB and SC methods describe the F�F bond
with a single formally covalent structure that links two orbitals of the
Coulson�Fischer type (overlap-enhanced orbitals, OEOs). On the other
hand, one can use purely localized orbitals as in the VBSCF method and
describe the bond by three VB structures, one covalent and two ionic
(Fa���Fb, Fa

�Fb
þ, Fa

þFb
�). The VB calculations will adjust the proportions

of the covalent versus ionic structures as a balance between the tendency to
minimize the Coulomb repulsion between the electrons as in the covalent
structure, on one hand, and on the other, to maximize the covalent�ionic
resonance interaction by incorporating the ionic structures. This adjustment
is called nondynamic correlation or left�right correlation. The GVB, SC, and
VBSCF methods take care of much of this nondynamical correlation energy
of the valence electrons. In MO-based terms, this quantity is defined as the
difference between the Hartree�Fock energy and the energy of a CASSCF
calculation involving all valence MOs and all valence electrons. In the case of F2,
the corresponding valence�CASSCF involves 14 electrons, 7 occupiedMOs and
1 virtual MO, and is referred to as CAS(14,8) in standard program packages.

GVB Calculations of F2 The GVB method is available in most standard
ab initio program packages. In the case at hand, only the s bond will be
described in a GVB way, while the other valence orbitals, which represent the
six lone pairs, will form a core of doubly occupied MOs. Such a calculation is
exactly equivalent to a CAS(2,2) calculation involving two electrons and two
MOs, namely, the s bonding orbital (f) and the corresponding antibonding
one (f�), also called natural orbitals (see Section 9.2.1). The calculation is fairly
automatic, and one has only to ascertain that the correct occupied and virtual
MOs are placed in the active space. This is usually done using an appropriate
choice of the guess function, which is illustrated in Input 10.1. Thus, as can be
seen, the guess function arising from a former Hartree�Fock calculation is
rearranged by switching the MOs 5 and 9, so that the s-bonding and s-
antibonding valence MOs become the frontier orbitals. Then, the keyword
‘‘CAS(2,2)’’ would automatically select the highest lying MO and the lowest
vacant one to construct the active space.

The GVB results are normally presented in the form of an MO�CI wave
function (recall Section 9.2.1), that is a linear combination of MO-based
configurations constructed with natural orbitals (NOs), as in Equation 10.1:

CGVB ¼ 0:96142 ccff
�� ��� 0:27507 ccf�f��� �� ð10:1Þ

Here, c represents the core of doubly occupiedMOs, whilef andf� are theNOs,
that are displayed in the two right-hand columns in Table 10.1, which is extracted
from the corresponding output.
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The GVB wave function can also be expressed in its VB form, Equation
10.2:

CGVB ¼ ccwawb

�� ��� ccwawb

�� �� ð10:2aÞ
wa ¼ za þ ezb0 ð10:2bÞ
wa ¼ zb þ eza0 ð10:2cÞ

The orbitals wa and wb are the OEOs, which are seen in the equation to be
coupled in a singlet manner and are called a ‘‘GVB pair’’. The za, za

0, and zb,
zb

0 are the pure AOs located, respectively, on atoms Fa and Fb. These wa and
wb orbitals are given in the last two columns in Table 10.1. It can be seen that

TABLE 10.1 Active Orbitals for the GVB Description of the s Bond of F2, in the
Natural Orbital (NO) and in the GVB Pair Representations

Basis Functions a

Natural Orbitals GVB Pair

f f� wa wb

Fa 2S 0.03461 �0.08824 �0.0111 0.07214

2PX 0.00000 0.00000 0.00000 0.00000

2PY 0.00000 0.00000 0.00000 0.00000

2PZ 0.45756 0.60997 0.69116 0.11577

3S 0.08514 �0.15729 0.00089 0.14926

3PX 0.00000 0.00000 0.00000 0.00000

3PY 0.00000 0.00000 0.00000 0.00000

3PZ 0.28298 0.30254 0.39222 0.10683

4D0 �0.02891 0.01722 �0.01737 �0.03361

4D+1 0.00000 0.00000 0.00000 0.00000

4D�1 0.00000 0.00000 0.00000 0.00000

4D+2 0.00000 0.00000 0.00000 0.00000

4D�2 0.00000 0.00000 0.00000 0.00000

Fb 2S 0.03461 0.08824 0.07214 �0.0111

2PX 0.00000 0.00000 0.00000 0.00000

2PY 0.00000 0.00000 0.00000 0.00000

2PZ �0.45756 0.60997 �0.11577 �0.69116

3S 0.08514 0.15729 0.14926 0.00089

3PX 0.00000 0.00000 0.00000 0.00000

3PY 0.00000 0.00000 0.00000 0.00000

3PZ �0.28298 0.30254 �0.10683 �0.39222

4D0 �0.02891 �0.01722 �0.03361 �0.01737

4D+1 0.00000 0.00000 0.00000 0.00000

4D�1 0.00000 0.00000 0.00000 0.00000

4D+2 0.00000 0.00000 0.00000 0.00000

4D�2 0.00000 0.00000 0.00000 0.00000

aThe 2S and 2P basis functions are more compact than the 3S and 3P ones.
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each OEO is mostly concentrated on a single center, with the delocalization
on the other center being minor, albeit nonnegligible.

This ‘‘GVB pair’’ is provided by some program packages, but not in
others. When the GVB pair is not provided, the transformation from
NOs to GVB pairs is readily done through Equation 9.4. Note that in
Equation 10.2, the primed atomic orbitals za

0 and zb
0 are not exactly

equivalent to the unprimed ones, za and zb, in terms of diffuseness and
hybridization. This nonequivalence comes from our use of a nonminimal
basis set (being of double-zeta + polarization type), and is related to the
shape of the NOs. Indeed, it can be seen in Table 10.1 that the AOs that
constitute the bonding combination f are less hybridized and more diffuse
than the AOs of f�. This latter feature can be appreciated by looking at the
3PZ/2PZ ratio, 0.62 in the bonding combination versus only 0.49 in the
antibonding one. This difference in AO shapes will be shown below to have a
slight energy lowering effect.

As long as the lone pairs are kept in the form of a core of doubly occupied
orbitals, the SC wave function of F2 is practically similar to the GVB one. The
only difference is that the OEOs that describe the s bond are not restricted any
more to be orthogonal to the other orbitals. Nevertheless, the energies of the
GVB and SC wave functions are identical up to the fifth digit.

The BDEs provided by the various VB methods are displayed in
Table 10.2. Inspection of the first four entries shows that the HF method
has a large negative BDE, while the CAS and GVB methods lead to positive
BDEs. The full valence-CASSCF energy, in the second entry, is lower than

TABLE 10.2 Total Energies and Bond Dissociation Energies (BDEs) for F2
a

Entry Method Total Energyb BDEc

1 HF �198.66642 �33.9

2 CAS(14,8) �198.75016 18.6

3 CAS(2,2) �198.74601 16.0

4 GVB �198.74601 16.0

5 L-VBSCF �198.73599 9.7

6 D-VBSCF �198.74423 14.9

7 L-BOVB �198.76763 29.6

8 SL-BOVB �198.77088 31.6

9 p-D-BOVB �198.77092 31.6

10 p-SD-BOVB �198.77685 35.3

11 L-VBCISDd �198.93918 31.3

12 p-D-VBCISDd �198.94316 33.8

aA fixed interatomic distance of 1.44 Å is taken for F2. The 6-31G(d) basis set is used throughout.
bAbsolute energy in hartrees. E[F� (ROHF)� 2]=�198.72052.
cBond dissociation energy, in kcal/mol.
dEnergies including Davidson’s correction. The VBCISD reference energy for the atoms separated

by 20 Å is -198.88925 hartrees.
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the GVB energy of F2, as expected since the CASSCF wave function involves
10 symmetry-adapted configurations, nine of which represent excitations
from the lone pairs to the antibonding s MO. However, these configurations
have a rather weak stabilizing effect, so that the BDE calculated with GVB
energy is only 2.6 kcal/mol smaller than the CASSCF value. Still, in both
methods the BDE is no more than 18.6 kcal/mol. Thus, although posing a
great improvement compared with HF, still both the CASSCF and the GVB
methods greatly underestimate the BDE.

VBSCF Calculations of F2 AVBSCF calculation can easily be carried out with
the TURTLE or XMVB programs, by simply specifying the VB structures that
have to compose the wave function. The degree of localization�delocalization is
specified by providing, for each orbital of the VB structures, a list of basis
functions on which this orbital is allowed to expand. If all the orbitals, including
the active ones (s bond) or the lone pairs, are defined as single-centered hybrid
atomic orbitals (HAOs), the respective calculation is referred to as L-VBSCF (L
standing for ‘‘localized’’). An example of a complete procedure for running an L-
VBSCF calculation is shown in Input 10.2, which is taken from the stand-alone
XMVB package. In order not to confuse the reader hereafter we show only
XMVB inputs, since this program is freely available to users and is user-friendly.
As can be seen (from the third step of the input) L-VBSCF involves three VB
structures, one covalent and two ionics, and these structures are constructed
from a unique set of valence HAOs, labeled 1�8. The latter are in turn defined
over the basis functions of a single atom.

In principle, an L-VBSCF calculation for F2, explicitly involving one
covalent and two ionic VB structures, should yield an energy and a BDE close
to those of a GVB wave function, since the same amount of electron
correlation is taken into account. However, while the two methods would
indeed be exactly equivalent in minimal basis set, here it can be seen in
Table 10.2 (Entries 4 vs. 5) that L-VBSCF leads to a higher energy than GVB
and to a poorer BDE. One reason for this difference is the freedom given to the
GVB method to delocalize the spectator orbitals, here the lone pairs. It is,
however, very easy to apply the same freedom with the VBSCF method, by
letting the spectator orbitals delocalize while keeping the active orbital
localized, as shown in Input 10.3. This extra degree of freedom given to the
wave function does not alter the interpretation in terms of VB structures, and
generally results in some energy lowering, here 5.2 kcal/mol. As seen in Table
10.2, this level of calculation, referred to as D-VBSCF, yields a total energy value
very close to the GVB one and a very close BDE value. The remaining difference
is due to a subtle effect that appears if one expands the GVBwave functionCGVB

(Eq. 10.2) in AO-based determinants, as in Equation 10.3:

CGVB ¼ cc̄ zaz̄b � z̄a zbð Þj j þ e2 cc̄ za
0z̄b0 � z̄a

0zb0Þjðj
þe cc̄ zaz̄a

0 � z̄a
0zaÞj þ e cc̄ zbz̄b

0 � z̄b
0zbÞjðjðj ð10:3Þ
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The last two terms represent the ionic structures, in which the two active
electrons are placed in singly occupied orbitals (za 6¼ za

0 and zb 6¼ zb
0) that are

coupled to a singlet. In contrast, the ionic structures in the VBSCF calculation
are closed shell, and as can be seen in Equation 10.4 the expression forCVBSCF is
nothing else but Equation 10.3 with za=za

0 and zb=zb
0.

CVBSCF ¼ C1 cc zazb � zazbð Þ�� ��þ C2 cc zaza þ zbzbð Þ�� �� ð10:4Þ

It follows that the GVB calculation takes into account some radial correlation,
not present at the VBSCF level, hence the higher energy of the latter. Of
course, this is not a limitation of the VBSCF method, because one could have
started with ionic structures that match the ones embedded in the GVB wave
function.

10.2.2 The BOVB Method

To run a BOVB calculation smoothly, it is advisable to start from an appropriate
guess function, which may be, for example, a preliminary VBSCFwave function.
In the XMVB program, the BOVB procedure sets up automatically by coding
the keyword ‘‘bovb’’ in the input. As with the VBSCF method, the spectator
orbitals in the BOVB method may be defined as either localized or delocalized,
resulting in the L- and D-BOVB methods, respectively.

L-BOVB calculations of F2 First, let us consider an L-BOVB calculation of
the F2 molecule using the familiar 3-structure VB wave function, where all
orbitals are single-centered HAOs. However, now each VB structure has its
own specific set of orbitals, as in Equation 10.5:

CL�BOVB ¼ C1 cc z�az
�
b � z�az

�
b

� ��� ��þ C2 c0c0z�a z�a
��� ���þ C2 c}c}z�b z

�
b

�� �� ð10:5Þ

where c, c0, and c00 stand for the cores of doubly occupied spectator orbitals,
which are different for the three structures. The active orbitals are labeled with
the superscripts, which signify the local charge of the fragment, such that �, +,
and �, respectively, signify a neutral, cationic, or anionic fluorine atom.
Practically, the most straightforward way to do an L-BOVB calculation is to
modify Input 10.2 by simply replacing the keyword ‘‘vbscf’’ by ‘‘bovb’’. This
user-friendly option generates, in fact, a hidden input that is shown as Input 10.4,
which illustrates how one sets up the calculations and requires different orbitals
for different structures. Thus, orbitals 1�8 belong to the covalent structure
F���F, 9�15 belong to F�F+, and 16�22 to F+F�. The different numbering of
the orbitals ensures that the resulting VB wave function will have different
orbitals for different structures. Of course, the L-BOVB calculation could also
be performed by using Input 10.4 directly. A fragment of the output of the
L-BOVB calculation is Output 10.1, showing the Hamiltonian matrix, the
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overlap matrix between the VB structures, as well as their coefficients and
weights. It can be seen that we are still dealing with 3� 3 matrices and a
3-structure wave function, despite the use of 22 VB orbitals. As such, the VB
information at the L-BOVB level is as simple as in L-VBSCF.

How different are these BOVB orbitals from each other? Table 10.3 displays
some of these orbitals, chosen from the active set (z�a, z

�
a ) or from the spectator

set (e.g., x�a, xa
þ and xa

�, that represent lone pairs of p symmetries in the xz
plane). It can be seen (e.g., from the coefficients of the 3P vs. 2P basis
functions) that all the orbitals that are associated with an anionic fragment
(za

�, xa�) are more diffuse than those belonging to a neutral fragment (z�a, x
�
a).

Similarly, the spectator-orbital xa
þ of a cationic fragment is more contracted

than the other spectator orbitals. These variations in the orbital size make good
chemical sense, thereby demonstrating that BOVB describes the ionic VB
structures in a balanced way, relative to the covalent structure, by contrast to
the VBSCF level that forces the ionic structures to populate orbitals that are
optimized for an average neutral situation. This better description is reflected
in the significantly lower L-BOVB energy compared with the valence-CASSCF
limit (cf. Entries 2 and 7 in Table 10.2). Since these two computational levels
converge to the same dissociation limit, that is, twice the ROHF energy of an
F

�
radical, the L-BOVB value of the BDE of F2 is highly improved compared

with the full valence�CASSCF value.

SL-BOVB Calculations of F2 The L-BOVB wave function can be further
improved by incorporating radial electron correlation for the active electrons

TABLE 10.3 Some Optimized L-BOVB Orbitals for the Ground State of F2

Basis Functions

Active orbitalsa p Spectator orbitalsa

z�a z�a x�a x�a xþa

Fa 2S 0.05396 0.06635 0.00000 0.00000 0.00000

2PX 0.00000 0.00000 0.68144 0.62039 0.76344

2PY 0.00000 0.00000 0.00000 0.00000 0.00000

2PZ 0.73371 0.68133 0.00000 0.00000 0.00000

3S �0.01888 �0.03624 0.00000 0.00000 0.00000

3PX 0.00000 0.00000 0.46671 0.53281 0.36863

3PY 0.00000 0.00000 0.00000 0.00000 0.00000

3PZ 0.40379 0.46105 0.00000 0.00000 0.00000

4D0 0.02530 0.08397 0.00000 0.00000 0.00000

4D+1 0.00000 0.00000 0.00978 0.03158 �0.01083

4D�1 0.00000 0.00000 0.00000 0.00000 0.00000

4D+2 0.00000 0.00000 0.00000 0.00000 0.00000

4D�2 0.00000 0.00000 0.00000 0.00000 0.00000

aThe superscripts designate the nuclear charge of the fragment that bears the orbital: neutral (�),
anionic (�) or cationic (+).
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of the ionic structures. This is achieved by allowing the doubly occupied active
orbitals to split into two singly occupied ones that are spin-paired, much as in
the ionic structures in the GVB wave function as expanded in Equation 10.3
(see also Section 9.3.2). The corresponding calculation is referred to as SL-
BOVB (S for split, L for localized orbitals).

The improved electron correlation allows the active electrons of the ionic
structures to better avoid one another by locating into orbitals of different sizes,
that is, one electron in a compact orbital zca and the other in a more diffuse one zda,
and vice versa. The wave function now expresses as in Equation 10.6:

CSL�BOVB ¼ C1

���cc z
�
az

�
b � z�az

�
b

� ����þ C2 c0c0 zcaz
d
a � zcaz

d
a

� ���� ���
þ C2 c}c} zcbz

d
b � zcbz

d
b

� ���� ��� ð10:6Þ

As seen from Table 10.2 (Entries 8 vs. 7), the improvement of SL-BOVB
compared with L-BOVB amounts to 2 kcal/mol. Practically, the SL-BOVB wave
function can be calculated directly in the form of Equation 10.6, but an
alternative way may be preferred, for the sake of a faster convergence. Thus,
instead of using the open-shell formulation of the orbital splitting, the
calculations describe each ionic structure as a combination of two closed-shell
structures, as in Equation 10.7.

CSL�BOVB ¼ C1

���cc z
�
az

�
b � z�az

�
b

� ����þ C0
2 c0c0z0az0a
��� ���þ C2

� c0c0za�za�
��� ���

þ C0
2 c}c}z0bz

0
b

��� ���þ C2
� c}c}zb

�zb�
�� �� ð10:7Þ

After orbital optimization, the orbitals za
� and zb

� display a node, while the
z0a and z0b orbitals are nodeless, like z�a and z�b in Equation 10.5. Note that the
two sets of spectator orbitals, c0 or c00, are common to two ionic structures.
The SL-BOVB calculation is described in Input 10.5, which differs from Input
10.4 by having two supplementary ionic structures (see ‘‘nstruct’’ keyword) and
two more orbitals. The active orbitals 23 and 24 correspond to za

� and zb
�, and

it is noteworthy that the ionic structures 2 and 4 (3 and 5) share the same set of
spectator orbitals, respectively, 9�14 (16�21).

The wave functions in Equations 10.6 and 10.7 are exactly equivalent, and
the transformation from one to the other is achieved with the simple formulas
below, which are reminiscent of the transformation between the two forms of a
GVB wave function (GVB pair or natural orbitals):

zca ¼ Nðz0a þ lza
�Þ; zda ¼ N 0ðz0a � lza

�Þ; l2 ¼ �C2
�

C0
2

ð10:8Þ

where N and N0 are normalization constants, which are of no importance since
the program renormalizes the orbitals automatically. The practical advantage
of the formulation in Equation 10.7 is that the guess function is very easy to
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construct from the orbitals calculated at the L-BOVB level. To start the
calculation, z0a can be taken as z�a , while za

� will be the same orbital with a node
between the two most important basis functions. By experience, the
convergence of the 5-structure formulation (Eq. 10.7) is always very fast,
while formulation (Eq. 10.6) may be slower.

D-BOVB and SD-BOVB Calculations of F2 Like VBSCF, the BOVB method
is improved by allowing the spectator orbitals to be delocalized in the
so-called D-BOVB or SD-BOVB levels. As long as the spectator orbitals can be
distinguished from the active ones by symmetry, which is the case of the lone
pairs of p symmetry in the F2 molecule, delocalizing these orbitals is easily
done: The user has only to specify which basis functions the spectator orbitals
are allowed to be made of, much the same as in VBSCF. This is shown in Input
10.6 for a calculation of D-BOVB type, in which the p spectator orbitals are
allowed to delocalize.

The results of these calculations are shown in Entries 9 and 10 in Table 10.2,
where the methods are also signified with the letter p to stress that only
the p-type lone-pair orbitals undergo delocalization. It is seen that the
delocalization improves the BDE by 2 kcal/mol. The final BDE value of
35.3 kcal/mol is close to experimental value (38.3 kcal/mol) and at par with the
estimated value for a full CI calculation with the same basis set.

An additional 1 kcal/mol or so could be further gained by letting the 2s lone
pairs delocalize, but currently this cannot be done in the BOVB framework as
easily as with the VBSCF method, for symmetry reasons. As will be explained in
detail below, the localized nature of the active orbital is a requirement for a valid
BOVB calculation. Thus allowing the 2s spectator orbitals (having the same
symmetry as the bond orbitals) to delocalize in the course of orbital optimization
might lead to a switch between the 2s lone pairs and the active orbitals. This
might result in an effective delocalization of the active orbitals. The solution to
avoid this problem and still delocalize the 2s orbitals is a two-step procedure that
is detailed in the appendix. This refinement is, however, not really necessary,
since already at the p-SD-BOVB level, the calculated BDE of 35.3 kcal/mol
constitutes a significant improvement with respect to the valence�CASSCF
level, while keeping the simplicity of a 3-structure VB wave function.

Avoidance of Nonphysical Results in BOVB Calculations Of course, it would
be tempting to further lower the BOVB energies by allowing the active orbitals
to delocalize freely over the whole molecule. This, however, should never be

done, as the procedure would end with severely biased results. The following
cases are important to keep in mind:

1. VBSCF with Covalent and Ionic Structures and Delocalized Active Orbitals:
We recall that delocalizing the active orbitals in a unique formally covalent
structure is one way of introducing the ionic structures in an implicit way, as
done in GVB. On the other hand, explicitly introducing the ionic structures
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defined with localized orbitals, as is done in BOVB, is another way of
accounting for bond ionicity effects. Therefore, explicitly introducing the
ionic structures and letting the orbitals delocalize necessarily causes
redundancy (double counting effect). This redundancy of information has
no serious consequences at the VBSCF level. For example, a 1-structure
VBSCF calculation that uses delocalized active orbitals (OEOs) in a single
formally covalent VB structure (much in the GVB way) yields exactly the
same energy as a 3-structure calculation that uses the same type of orbitals
and includes one covalent and two ionic structures. However, while the
energy is not affected, the 3-structure wave function based on delocalized

orbitals is rather unreadable and, moreover, the structural weights are arbitrary,

making this type of calculation senseless.

2. BOVB with Covalent and Ionic Structures and Delocalized Active Orbitals: A
BOVB calculation that includes covalent and ionic structures explicitly and
uses delocalized active orbitals is not only useless, but also nonphysical and
misleading. In such a calculation, all the three structures would assume
delocalized orbitals, and each of the structures would resemble some kind of
a GVB wave function. In such a case, the freedom of each VB structure to
have orbitals different from those of the other structures is used by the
variational process to correlate the electrons of the spectator orbitals, while
this extra correlation is not present in the separate fragments. As such,
the calculated BDE increases steeply due to the imbalanced treatment of the
molecule and its fragments, rather than to a variational improvement of the
method. To demonstrate this imbalance, we performed a computational test
on the BDE of F2. Starting from an L-BOVB wave function and letting the
active orbitals delocalize leads to a BDE jump from 29.6 to a nonphysical
value of 51.5 kcal/mol, way too large relative to experiment. Worse, the
artifact associated with the delocalization of the active orbitals is even more
apparent if one starts from the SD-BOVB level and allows the active
orbitals to be delocalized. Now the BDE reaches a value of 102 kcal/mol,
more than 60 kcal/mol higher than the experimental BDE (38.3 kcal/mol).
Thus, using strictly localized active orbitals is a fundamental condition of

validity for BOVB calculations that includes the spectator orbitals in the

breathing orbital set.

10.2.3 The VBCI Method

As discussed in Chapter 9, the VBCI method provides results that are at par
with the BOVB method, the difference being that the electrons of the spectator
orbitals are correlated too in the VBCI method. The wave function starts from
a VBSCF wave function and augments it with subsequent local configuration
interaction that can be restricted to single excitations (VBCIS level), or single
and double excitations (VBCISD), or higher excitations. Here, we will consider
only the VBCISD level, which is a good compromise between accuracy and
cost efficiency.
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The VBCI method is implemented in the XMVB program and is fairly
straightforward. This is done in exactly the same way as in a VBSCF or BOVB
calculation. Thus, for a VBCISD calculation in which all the orbitals are
requested to be localized on their respective fragment, the input will simply be
Input 10.2 in which the keyword ‘‘vbscf’’ is replaced by ‘‘vbcisd’’. This
calculation will be referred to as L-VBCISD. Of course, it is also possible to
delocalize the p-spectator orbitals as has been done above in the BOVB
framework, which is accomplished by replacing ‘‘bovb’’ by ‘‘vbcisd’’ in Input
10.6. This latter level is referred to as ‘‘p-D-VBCISD’’ in Table 10.2.

The VBCI calculations require a guess function; in each case this guess is the
corresponding VBSCFwave function, obtained in a preliminary calculation. For
example, for L-VBCISD one uses an L-VBSCF guess, while the guess function
for a p-D-VBCISD calculation must come from a VBSCF calculation of
p-D-VBSCF type, and so on. The updated XMVB version also automatically
calculates the Davidson correction for the VBCISDwave function. The results of
some VBCISD calculations are displayed in Table 10.2, Entries 11 and 12. It is
apparent that the absolute energies are lower than those of the BOVB levels, as
expected since all electrons are correlated. Note that the reference for the
calculation of the bonding energy, that is, the energy of the two fluorine atoms at
infinite separation, cannot be taken as twice the energy of a single fluorine atom
as calculated at the VBCISD level, since it is known that CISD methods, in
general, are not size consistent. Note, however, that unlike the MO-based CISD
method, the VBCISD has very small size inconsistency that is easily removed by
the Davidson correction. Nevertheless, to avoid any size inconsistency, the
VBCISD energy of the reference structure is calculated here using an elongated
F..F system (e.g., with a distance of 20 Å). It can be seen that the VBCISD BDEs
are close to the BOVB ones, and that in both cases, delocalizing the p spectator
orbitals increases the BDE by �2 kcal/mol.

In the above examples, the VBCI calculations include 549 and 1089
configurations, respectively, at the L-VBCISD and p-D-VBCISD levels.
However, note that the VBCI outputs also provide the VB information in
condensed form, in terms of the three fundamental VB structures. This is
shown in Output 10.2 for the L-VBCISD calculation, which displays a 3� 3
Hamiltonian matrix, the corresponding overlap matrix between the funda-
mental VB structures (which are defined according to Eq. 9.14) and the weights
of these structures.

10.3 VALENCE BOND CALCULATIONS OF DIABATIC
STATES AND RESONANCE ENERGIES

One of the most valuable features of theoretical methods based on classical VB
structures is their ability to calculate the energy of a diabatic state. Contrary to
adiabatic states, a diabatic state is not an eigenfunction of the Hamiltonian.
Such a state can be a single VB structure, separate VB curves of covalent and

VALENCE BOND CALCULATIONS OF DIABATIC STATES 281



ionic structures, or a Lewis�VB curve in the VBSCD of a chemical reaction
(see Chapter 6). Diabatic states have many applications (e.g., in dynamics), but
their major impact is conceptual, since their use allows one to quantify
important concepts of organic chemistry, such as resonance energy, covalency
and ionicity of a bond. The following section defines diabatic states and
provides some guidelines for their calculations by means of VB theory.

10.3.1 Definition of Diabatic States

The concept of a diabatic state has different definitions. Strictly speaking, a
basis of diabatic states (q, q’. . .) should be such that Equation 10.9 is satisfied
for any variation @Q of the geometrical coordinates (Q).

< qj@=@Qjq0 >¼ 0 ð10:9Þ
However, it is impossible to fulfill this condition in the general case with more

than one geometric degree of freedom. Therefore, one has to search for a
compromise in the form of a function whose physical meaning remains as
constant as possible along a reaction coordinate. In this sense, a single VB
structure, that keeps the same bonding scheme irrespective of the geometry of the
system, is the choice definition for a general diabatic state (1). For example, if we
consider the F2 molecule in the VBSCF or BOVB framework, the ground state
(made of three VB structures) will be an eigenfunction of the Hamiltonian (i.e.,
an adiabatic state), while the three VB structures, respectively F���F, F+F�, and
F� F+, will be the diabatic states. Generally, however, a diabatic state can also
be a mixture of VB structures that represent a given bonding scheme. For
example, in the radical displacement reaction A�+B�C!A�B+C�, one
diabatic state could be the bonding scheme of the reactants, A� B�C, while the
other would represent the products, A�B C�. In this case, each diabatic state
would be made of three VB structures, respectively A� B���C, A� B+ C�, and A�

B�C+ for the reactant-like diabatic state (corresponding to the covalent and two
ionic components of B�C bond), and A���B C�, A+B� C�, and A�B+ C� for
the product-like one. Such diabatic states constitute the crossing curves of the VB
state correlation diagrams (VBSCDs).

10.3.2 Calculations of Meaningful Diabatic States

Having defined a diabatic state as a unique VB structure, or more generally as a
linear combination of a subset of VB structures leading to a specific bonding
scheme, the question is now: How do we calculate such a state in a meaningful
way?

The Nonvariational Method (Method I) An initial possibility is to keep the
same orbitals that optimize the adiabatic state for the diabatic state; something
that seems simple and appealing. In practice, this would be done as follows:

282 DO YOUR OWN VALENCE BOND CALCULATIONS—A PRACTICAL GUIDE



Once the orbitals have been determined at the end of a VBSCF or BOVB
orbital optimization process, the program constructs a Hamiltonian matrix in
the space of the VB structures. The adiabatic energies are calculated by
diagonalization of the Hamiltonian matrix (see, e.g., Outputs 10.1 and 10.2).
The energies of the diabatic states are just the respective diagonal matrix
elements of the Hamiltonian matrix. An example of a Hamiltonian matrix,
corresponding to an L-BOVB calculation of F2, is displayed in Scheme 10.1.
Thus, were we interested in the energy of the covalent structure alone, we
would have taken the first diagonal element of this matrix. In turn, to get a
value of the resonance energy between this covalent structure and the two ionic
structures, we would simply take the energy difference between the diabatic
(the diagonal covalent structure) and adiabatic states. This sounds straightfor-
ward, but there is a caveat.

The main problem with this diabatization procedure is that this does not
guarantee the best possible orbitals for the diabatic states, except for cases
where one uses a minimal basis set. Indeed, the BOVB orbitals are optimized so
as to minimize the energy of the multistructure ground state, and are therefore
the best compromise between the need to lower the energies of the individual
VB structures and to maximize the resonance energy between all the VB
structures. This latter requirement implies that the final orbitals are not the best
possible orbitals to minimize each of the individual VB structures taken
separately. It follows that the diabatic states calculated in this way will very
often possess very high energy and are not recommended.

The Quasi-variational method (Method II) An alternative approach, which we
recommend, consists of optimizing each diabatic state separately, in an
independent calculation. Consequently, the resulting orbitals of the diabatic
states are different from those of the adiabatic states, and each diabatic state
possesses its best possible set of orbitals. The diabatic energies are obviously
lower compared with those obtained by the previous method, and are therefore
quasi-variational. The diabatic energies of the covalent and ionic structures of
F2, calculated with Methods I and II in the L-BOVB framework, are shown in
Table 10.4. It is seen that the ionic structures have much lower energies in the
quasi-variational procedure, and as such, the procedure can serve a basis for
deriving quantities such as resonance energies (see below).

It might be argued that, in the limit of an infinite basis set, there would be
so many and so diverse polarization functions that the optimized orbitals
could not be considered to be localized anymore. Thus the diabatic state in the

         F•–•F            F– F+                  F+ F–

 –65.717367      24.257687      24.258857

   24.257687    –65.278968      –5.907975

   24.258857      –5.907975    –65.278966

Scheme 10.1
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quasi-variational procedure would converge to the ground state rather than to
a specific VB structure. In practice, however, one finds that the desired
quantities, such as resonance energies, are much less prone to basis set
dependencies in the quasi-variational procedure (2). Thus, for example, a few
tests on several molecules (protonated formyl fluoride, protonated formic acid
and protonated formamide) showed that, as long as standard basis sets are
used, for example, 6-31G(d) to 6-311G(2d,f), basis set dependency of diabatic
state remains marginal (3).

10.3.3 Resonance Energies

Many molecules are represented as a set of resonating structures. This is also
the case for all transition states of elementary reactions, which are represented
in a VBSCD as a superposition of two VB structures, one corresponding to the
reactants, the other to the products (see Chapter 6). The resonance energy (the
B parameter in a VBSCD) characterizes the stabilization arising from the
mixing of the two structures. Another resonance energy of interest is the energy
resulting from the mixing between the covalent VB structure and the ionic ones
in a single bond, so-called ‘‘covalent�ionic resonance energy’’ (RECS).

Calculations of RECS Although the chemical community is accustomed to the
idea of covalent�ionic superposition in the description of two-electron
bonding, the corresponding RECS quantities have never been determined. An
exception was Pauling’s attempt to define the RECS of heteronuclear bonds.
Thus, for an A�X bond, Pauling used the average of the BDEs of the
homonuclear bonds (A�A and X�X) to quantify the ‘‘covalent bond energy’’
of the A�X bond. The difference compared with the actual bond energy of
A�X was defined by Pauling as the covalent�ionic resonance energy of the
heteronuclear bond. In Pauling’s scheme, all homonuclear bonds have
RECS= 0 per definition, which is incorrect as will be seen immediately.

TABLE 10.4 L-BOVB/6-31G(d) Calculated Energies of the Ground State
and Diabatic States of the F2 Moleculea

Entry State Absolute Energyb Relative Energyc

1 Ground state �198.76763 0

2 F���F (Method I)d �198.65609 70.0

3 F���F (Method II)e �198.67608 57.4

4 F+ F� (Method I)d �198.21769 345.1

5 F+ F� (Method II)e �198.27027 312.1

aCalculated in 6�31G(d) basis set, with an F�F distance of 1.44 Å.
bAbsolute energy in hartrees.
cEnergy relative to the ground state, in kcal/mol.
dDiagonal element of the 3-structure Hamiltonian matrix.
eCalculated as an optimized single VB structure, independently of the ground state.
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Thus, an experimentally based method for determining the RECS is still highly
desirable. Recently, it was shown that RECS for hydrogen halides can be
quantified from the differences of the reaction barriers for H-atom transfer
between halogens vis-à-vis halogen atom transfer between hydrogen atoms (4).
Therefore, there is much interest to quantify these resonance energies for a
variety of bonds, including homonuclear ones (e.g., in F2).

In the general case, the resonance energy for a molecule is defined as the
difference between the energy of the ground state and the energy of its most
stable VB structure (the reference structure). In the F2 case, the covalent�ionic
resonance energy is defined as in Equation 10.10:

RECS ¼ EðF���FÞ � EðF�FÞ ð10:10Þ
where the last term of the equation corresponds to the energy of the
3-structure ground state, and the first one is the energy of the covalent
structure. As just discussed, here we have a choice between two methods
(Methods I and II) to calculate the energy of the covalent structure. It can be
seen from Entries 2 vs. 1 and Entries 3 vs. 1 in Table 10.4 that the LBOVB-
calculated covalent�ionic resonance energy of F2 amounts to 70.0 kcal/mol
with Method I, and to 57.4 kcal/mol with Method II. As expected, Method II
provides a smaller value than Method I. Recall, however, that the RECS

quantity has a very clear meaning; it characterizes the contribution of the two
ionic structures to the bond energy. As such, the only unique determination of
RECS is by reference to a quasi-variational covalent structure with the best

possible orbitals in its wave function, precisely as provided by Method II.
Thus, considering that the BDE is only 38 kcal/mol, the RECS value of

57.4 kcal/mol for F2 may appear as surprisingly large. In fact, F�F is an extreme
case for a homonuclear bond, and is the prototype of a specific category of bonds
that have been termed ‘‘charge-shift bonds’’ where the bonding is not
contributed by either the covalent or the ionic structures, but rather by the
resonance mixing of the two structures. There are many CS bonds and their
properties have a variety of chemical consequences (2,4). Traditional covalent
bonds exist too, but their RECS quantities are small (e.g., 11.7 kcal/mol for the
H�H bond), whereas the major bonding energy is contributed by the covalent
structure itself (2). Clearly, Pauling’s assumption that RECS= 0 for homo-
nuclear bonds is far from being true. Another issue concerning the calculations of
RECS is the temptation to allow the covalent structure to delocalize the active
orbitals. As repeatedly shown throughout this book, delocalization of the active
orbitals in a formally covalent wave function (as in GVB) implicitly introduces
the ionic structures (see, e.g., Eq. 10.3). Therefore, in such a case the calculation
of RECS becomes meaningless. Accordingly, the general method that we
recommend for calculating RECS quantities in the VBSCF or BOVB frameworks
consists of separate optimizations of the ground state and of the major VB
structure (the one that has the largest weight in the wave function), while using
strictly localized orbitals.
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Comments on the Calculations of RE of Conjugated Molecules The resonance
energies (RE) of molecules like benzene are extremely important and
continue to preoccupy chemical thought in parts of the chemical community,
and to generate controversies. The RE of a molecule like benzene is
well defined as the difference between the energy of a single Kekulé structure
and the fully delocalized state of benzene. If we focus on the vertical RE
(VRE), this quantity is calculated as the energy difference between benzene
and its Kekulé structure in a given geometry that corresponds to the
equilibrium structure of benzene, with identical C-C bond lengths. If we
are interested in the adiabatic RE (ARE), we should calculate the energy
difference between benzene and a Kekulé structure in its own optimized
geometry (alternating C�C and C¼C bonds of different lengths).
Similar considerations apply to the calculations of REs for any conjugated
molecule.

The main problem is the meaningful calculation of the Kekulé structure,
since in addition to the covalent structures there are plenty of ionic structures
that contribute to the double bond in the Kekulé structure. Of course, one
can carry out a quasi-variational calculation (Method II type) of the covalent
structure combined with the subset of ionic structures that contribute to the
Kekulé structure. The resulting energy can be compared to that of the
ground state involving the complete set of VB structures; this, however, is
tedious. A more economical and much easier way consists of calculating the
RE by using orbitals of Coulson�Fischer (CF) type. Thus, a single Kekulé
structure will display three bonds, which will be described by means of bond
distorted orbitals (BDOs) coupled in a pairwise manner. Such BDOs are
orbitals of the CF type, which restrict the delocalization tails of the orbitals
to the two atoms that are bonded in the Kekulé structure (see Input 10.7). As
shown repeatedly, this type of local GVB wave function implicitly involves
the two ionic structures that contribute to the bond. In a second calculation,
one can calculate benzene by including only covalent VB structures and use
CF orbitals that can have delocalization tails on all the carbon atoms.
This unrestricted calculation is equivalent to the use of the five covalent
structures (two Kekulé and three Dewar type) and the 170 ionic structures
of benzene. In fact, it can be verified in Table 10.5 that including the three
Dewar structures is not even necessary, as their effect can very well be
retrieved by the effect of orbital delocalization if one only includes the
two Kekulé structures (cf. Entries 2 and 3 in Table 10.5). The input for
the two-structure calculation of the ground state of benzene is displayed in
Input 10.8.

One can apply this method to other conjugated systems as well. In this
manner, the resonance energy is the difference between the variational energies
of the full state and the reference VB structure. As such, the resonance energy
itself is variational. Tests of these variational resonance energies show that they
reproduce experimentally determined values, for example, for benzene and
cyclobutadiene (5).
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10.4 COMMENTS ON CALCULATIONS OF VBSCDS AND VBCMDS

One of key developments of modern VB methods is the ability to compute
barriers for elementary reactions (6,7), sometimes with high accuracy (6).
Equally important is the current capability to analyze these barriers using the
VB diagrams, VBSCD or VBCMD, described in Chapter 6, and to compute
reactivity quantities like the promotion gap, G, and the resonance energy of the
TS, B. These are multi-layered calculations in which both the adiabatic and
diabatic curves are calculated variationally.

VBSCD Calculations Let us exemplify a VBSCD calculation for the
hydrogen-exchange reaction by reference to Fig. 10.1. As long as one uses a
moderate basis set, for example, up to 6-31++G��, one can simply calculate
each of the curves in the VBSCD using a variational procedure within the
subset of VB structures that define reactants or products. Thus, CR is
computed using a variational energy calculation of the covalent and two ionic
VB structures (1�3), describing the bonding in H�+H�H’, while CP is that
variational curve made from the covalent and ionic structures (4�6) describing
the bonding in the product, H�H/�H’. A more economical calculation will
generate the two curves using a single VB structure for each diabatic curve,
with BDOs that are allowed to delocalize only across the two bonded atoms.

Once the curves are calculated, one has the promotion energy, G, and the
height of the crossing point, DEc, which defines the f factor, f= DEc/G. In a
separate calculation, one uses the entire VB structure set, (1�8), and calculates
the adiabatic state, which is the curve in bold in Fig. 10.1. These calculations
provide the energy barrier and the resonance energy of the TS. For this
reaction, it was shown that the VBCISD//cc-pVTZ leads to an accurate barrier
(10 kcal/mol), and B and G values that match semiempirical estimates.

There are two caveats in these calculations, but none of them affects the
calculations of the crossing point or of B, but both concern the ability to
calculate G in fully variational procedures.

TABLE 10.5 Energies of a Single Kekulé Structure and of the Ground State
of Benzenea

Entry State Absolute Energyb Relative Energyc

1 Single Kekulé structure �230.65837 0

2 2-Structure ground stated �230.76765 �68.6d

3 5-Structure ground statee �230.76796 �68.8e

aCalculated by a GVB-type method in 6-31G(d) basis set, with a uniform R(C-C) distance of 1.40 Å.
bAbsolute energy in hartrees.
cEnergy relative to the Kekulé structure, in kcal/mol.
dWave function involving the two Kekulé structures. RE=68.6 kcal/mol.
eWave function involving the two Kekulé structures and the three Dewar structures. RE=68.8 kcal/

mol.
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The first caveat concerns variational collapse of the excited states in
the VBSCD. Thus, since the excited state (e.g., R� in Fig. 10.1), for
H-abstraction is not a spectroscopic state, then using large basis sets would
tend to mimic the corresponding ground state, and R� will tend to collapse to R.
To avoid this, one has to freeze the orbital of the unbound fragment, while
allowing the orbitals of the bound fragment to be optimized (6). Thus, for
example, in the calculations of the CR curve, this entails keeping the orbital of
the left-hand side H� as in the free fragment while allowing the orbitals in the
H��H’ fragment (the bonded one) to be optimized during the quasi-variational
procedure. For theCP curve, the H�0 is kept with frozen orbital while the H��H
fragment is allowed to undergo orbital optimization. In this manner, one
generates the entire R! R� and P! P� curves, as well as the corresponding G

value in good agreement with its estimated value (e.g., G=0.75DEST).
The second caveat concerns the limitation of the quasi-variational procedure

to produce an entire diabatic curve when there are low lying excited states that
cut through it. For example, in the case of H-abstraction by an electronegative
atom, or in SN2 reactions (7), the ionic structure of the bond lies below the R�
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FIGURE 10.1 A VBSCD for the exchange reaction H�+H�H’!H�H+H�0. The
parameter CR is a variational combination of VB structures (1�3), while CP is

made from (4�6). The adiabatic bold curve is a variational combination of all

structures, (1�8).

and P� image states in the VBSCD. Therefore, past the crossing point of the
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curves, instead of correlating to the image states, the curve will collapse to
the ionic structure, which is lower lying. Thus, in an SN2 reaction, for example,
Cl�+CH3�Cl’!Cl�CH3+Cl’�, the reactant curve made from the
covalent (Cl�/H3C����Cl’) and ionic (Cl� H3C

+ Cl’�) structures that describe
the right-hand side C�Cl’ bond will initially contain a mixture of the two
structures as it should, but at a very long distance between the two bonded
fragments it will collapse to the triple-ionic structure, instead of correlating to
the corresponding charge-transfer state. There is no good remedy for this
limitation of the quasi-variational procedure. In such a case, one simply
calculates the curves up to their crossing point, and then finds G by directly
calculating the excited state of the VBSCD [in this case, Cl

�
//(H3C;Cl’)�].

VBCMD Calculations In many cases, the most lucid insight into reactivity
is provided by calculating the many-curve VB diagram, called VBCMD.
For example, the hydrogen-abstraction reaction from hydrogen-halide
(X�+H�X) has a much lower barrier than the corresponding halogen
abstraction (H�+X�H), even though in both reactions one breaks and
makes the exact same bond (H�X) (4). The qualitative VBCMD, in Fig. 10.2,
gives a straightforward answer to this trend. Thus, it is apparent that in the
halogen abstraction reaction, the ionic structures are destabilized in the
region of the TS and thereby raise the barrier.

The calculation of the VBCMD is straightforward. One separately computes
the covalent structures, then the ionic structures; all in variational procedures
that optimize the orbitals for the individual structures. In this manner, the
answer is clear and is usually unique. Of course, with very large basis sets, the
VBCMD will suffer from the caveats mentioned above for single VB structures.

FIGURE 10.2 Qualitative VBCMDs for F�+H�F (a), and H�+F�H (b).
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For a given basis set, one has to ascertain that the VBCMD energy ordering
preserves the ordering of the structures, as reflected from their relative weights
in the adiabatic calculations.

APPENDIX

10.A.1 CALCULATING AT THE SD�BOVB LEVEL IN LOW
SYMMETRY CASES

This chapter considered molecules with high enough symmetry that can assist the
distinction between active and inactive orbitals. Such facility is not always
present in the general case, and this poses a danger that during the BOVB orbital
optimization there will occur some flipping between the sets of active and inactive
orbitals. This, however, depends on the BOVB level.

The simplest level, L-BOVB, presents no particular practical problem and is
an automatic process in all cases. Using the more accurate SL-BOVB level,
merely requires one to check that the orbital being split (in an ionic structure) is
indeed an active orbital, and does not end up belonging to the inactive space after
the optimization process. While this condition is generally met by the choice of
an appropriate guess function in high symmetry cases (e.g., F2), there is no
guarantee that, in the general case, the unwanted exchange between the active
and inactive spaces will not actually take place. For example, in a low symmetry
molecule, such as hydrazine (Scheme 10.2), the orbital optimization may lead to
1 instead of the correct structure 2.

To circumvent this difficulty, a general procedure was developed. After the
L-BOVB step, the orbitals are initially subject to localization1 using any
standard localization procedure, and then the active orbitals are split while the
inactive ones are kept frozen during the optimization process.

Delocalization of the inactive orbitals (D-BOVB or SD-BOVB) is important
for getting accurate energetics. Once again, it is important to make sure that
the orbitals that are delocalized are the inactive ones, while the active set
remains purely localized, which is the basic tenet of the BOVB method. To
avoid a spurious exchange between the active and inactive spaces during the

1

•
•

•

2

••

• • • •

•

• •

N N N N

Scheme 10.2

1This requires prior orthogonalization of the orbitals within each fragment.
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orbital optimization process, it is possible to start from an L-BOVB or SL-
BOVB wave function, then allowing delocalization of the inactive orbitals
while, this time, freezing, the active orbitals during the subsequent optimization
process that leads to the D-BOVB or SD-BOVB levels, respectively.
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Gaussian Input 10.1. GVB Calculations of F2

This inputa will yield the CAS(2,2) or GVB energy and wave function of F2.
The calculation uses a guess function from a previous Hartree�Fock
calculation that has been saved in the %chk file. In this guess, the s-bonding
and s-antibonding MOs are, respectively, the fifth and tenth ones. This guess is
altered in the following input by the keyword ‘‘alter’’, and the alteration
consists of switching the MOs 9 and 5, so that the two MOs that are to be
included in the active space are moved to become the frontier orbitals.

aGaussian 03, Revision C.02, Frisch, M. J. et al., Gaussian, Inc., Wallingford CT, 2004. See the

website: http://www.gaussian.com/
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XMVBb Input 10.2. L-VBSCF and L-BOVB Calculations of F2

This is the input for the stand-alone version of XMVB. The new release of
GAMESS�US will include XMVB and the input instructions will vary
accordingly, as shown in the end of the inputs section.

The present input describes a complete procedure to perform an L-VBSCF
calculation on F2 (or L-BVOB by simply changing the keyword VBSCF to
BOVB�see in the end of the input). The calculation involves three steps that
constitute a continuous stream of instructions. Here the steps are separated for
the sake of clarity.The first step is a simple Hartree�Fock calculation (herein
by means of Gaussian98), which is necessary to get the atomic integrals.

The second step specifies which orbitals are frozen and which ones will be
optimized in the VB calculation. After the file specification (three first lines), the
first line shows that there are 28 basis functions. The second line specifies that 2
MOs arising from the Hartree�Fock calculation will be frozen during the VB
calculation, and that among the 28basis functions, only 26will be kept as the basis
on which the VB orbitals will be expanded. The third and fourth lines indicate,
respectively, theMOs that are frozen, and the basis functions that are kept for the
variational procedure. In the present case, theMOs that are frozen correspond to
the 1s core, and the 1s basis functions are eliminated from the VB orbitals.

bXMVB can be used as a stand-alone program that is freely available from the author W. Wu

(email: weiwu@xmu.edu.cn; website: http://ctc.xmu.edu.cn/xmvb/). It can also be used as a plug-in

module in GAMESS(US), see below.
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The third step is the VB calculation itself. Hereafter, we only consider the 14
valence electrons and the 26 basis functions that are kept for the definition of the
VBorbitals, in the order 2S, 2PX, 2PY, 2PZ, 3S, 3PX, and so on, as in the gaussian
program (see Table 10.1). There are eight VB orbitals, the definitions of which are
specified in the section ‘‘$orb’’. In this section, the first line indicates the number of
basis functions over which each VB orbital is being expanded. These basis
functions are specified in the following lines, for each VB orbital. The VB orbital 1
can be expanded on the basis functions 1, 4, 5, 8, 9, that is, the 2S, 2PZ, 3S, 3PZ,
and D0 basis functions of the Fa atom. The second VB orbital can span the basis
functions 2PX, 3PX andD+1 on Fa, it is therefore an orbital ofp type, and so on.
Note that the numbering of the basis functions, in this step, corresponds to the
basis functions that are kept for the VB calculations. This numbering is therefore
different from the one that appears in the Hartree�Fock output.

The VB structures are specified in section ‘‘$struct’’. In the first line, the VB
orbitals 1�6 are doubly occupied, while 7 and 8 are singly occupied and singlet
coupled. As 7 and 8 are VB orbitals of s type, each localized on their respective
fragments, this line designates the covalent VB structure F���F. The two
following lines correspond to the ionic structures F�F+ and F+F�, respectively.

The keyword ‘‘vbscf’’ means that a calculation of VBSCF type will be
performed. As the VB orbitals are all localized, this will be an L-VBSCF
calculation. A guess function is automatically provided at the end of the input.
However, no guess function is required for this calculation, which converges very
fast after a few iterations.
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Replacing the keyword ‘‘vbscf’’ by ‘‘bovb’’ would do automatically an
L-BOVB calculation. In such a case, doing a preliminary L-VBSCF
calculation and using its orbitals as a guess is recommended, albeit not
compulsory.

Using Input 10.2 with the keyword «bovb» is the simplest way of doing an L-
BOVB calculation. This procedure generates a hidden extended input that is
shown below as Input 10.4. Of course, Input 10.4 could also be used directly
and would lead to the same results.

XMVB Input 10.3. D-VBSCF Calculations of F2

This input describes the VB part of a D-VBSCF calculation. The preceding
steps are analogous to Input 10.2. The difference with the L-VBSCF input is in
the definition of the spectator orbitals 1�6, which are now allowed to
delocalize over both atoms. On the other hand, the active orbitals 7 and 8
remain localized.

XMVB INPUT 295



XMVB Input 10.4. Extended Input for an L-BOVB Calculations of F2

Although the simplest way to do an L-BOVB calculation is to use Input 10.2
with the keyword ‘‘bovb’’ instead of ‘‘vbscf’’ (see above), one can also directly
use the extended input that is shown below. Doing this can be a useful check
before running an SL-BOVB calculation as shown later.

This input describes the VB part of an L-BOVB calculation, and shows how
different orbitals are to be required for different structures. Orbitals 1�8
correspond to the covalent structure, 9�15 to F�F+, and 16�22 to F+F�. Of
course, both ways of doing an L-BOVB calculation lead to the same results and
provide a guess function that contains the 22 VB orbitals.
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XMVB Input 10.5. SL-BOVB Calculations of F2

This input describes the VB part of an SL-BOVB calculation. Orbitals 15, 23
and 22, 24 are the active orbitals of the ionic structures 4 and 5, respectively. In
the guess function, Orbital 23 (resp. 24) is derived from 15 (resp. 22) by creating
a node, for example, l(2PZ)+ n(3PZ)! l(2PZ)� n(3PZ).
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XMVB Input 10.6. p- D-BOVB Calculation of F2

This input describes the VB part of a p- D-BOVB calculation. Here, only the p
spectator orbitals (2, 3, 5, 6) are allowed to delocalize. The same extension of
the p orbitals, applied to Input 10.5, would yield a p-SD-BOVB calculation.

XMVB Input 10.7. Calculations of the Energy of a Single Kekulé Structure of Benzene

This input describes the complete procedure to calculate the energy of a single
Kekulé structure of benzene in a GVB way, by using bond-distorted orbitals
(BDOs). The atomic integrals are calculated at the Hartree�Fock step. In the
second step, all the s-MOs are frozen, and only the p-type basis functions are
retained to form the VB orbitals, which are labeled from 1 to 6. Basis functions
1�4 belong to the first atom, 5�8 to the second one, and so on. In the VB state,
the Kekulé structure is specified as a configuration in which all VB orbitals are
singly occupied. By convention, the spin couplings are 1-2, 3-4, and 5-6.
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It is seen in the $orb section that the two first VB orbitals are located on atoms
1 and 2, the two following ones on atoms 3 and 4, and so on.

XMVB Input 10.8. Calculations of Benzene with two Kekulé Structures

This input describes the VB part of the calculation of the ground state of
benzene. The wave function consists of two Kekulé structures, and the VB
orbitals are all allowed to delocalize freely over the whole molecule, leading to
CF or OEO atomic orbitals.
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XMVB Input 10.9. L-VBSCF Calculations of F2 Using the XMVB-GAMESSc Link

cConsult the website of GAMESS: http://www.msg.ameslab.gov/GAMESS/GAMESS.html.

300 DO YOUR OWN VALENCE BOND CALCULATIONS—A PRACTICAL GUIDE



XMVB Output 10.1. L-BOVB of F2

This output displays part of the information that is given by the XMVB
program at the end of an L-BOVB calculation on F2. The energies arising from
the diagonalization of the Hamiltonian matrix must be shifted by the ‘‘Nuclear
Repulsion Energy’’ indicated below (this quantity also includes the electronic
energy of the frozen electrons, if any).
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XMVB Output 10.2. L-VBCISD of F2

This output displays part of the information that is given by the XMVB
program at the end of an L-VBCISD calculation on F2. Each ‘‘fundamental
structure’’ is a linear combination of VB functions that possess the same nature
in terms of spin-pairing and charge distributions. The coefficients of these VB
functions are extracted from the multistructure ground-state wave function,
and are renormalized (see Eqs. 9.13-9.14).
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Epilogue

Our intention in writing this book was to teach a theory that has been largely
abandoned in the mainstream community of theoretical chemistry, but is
nevertheless still being used every day by chemists in their thinking about
molecules and reactions through the Lewis representation of molecules and
Pauling’s resonance theory ideas. Indeed, VB theory is a chemical theory, and
its neglect undermines the cultural heritage of our science. Therefore, for the
sake of showing the versatility of VB theory, we have taken our reader along
through 10 chapters, which describe different aspects of the theory, from its
history and its rivalry with MO theory, through the development of a Hückel-
type VB theory, to applications to chemical reactivity, photochemistry, and
electronic structure of polyradical species, all the way to more quantitative
aspects of the method; the existing computational methods, and their domains,
and the available program packages. In the end, we also provided some know-
how on the nature of the input and output of VB calculations, and how to run
meaningful VB calculations and obtain desirable quantities, such as resonance
energies. Throughout this book we made an effort to create bridges between VB and

MO theories, and showed the advantage of fusing the special insight of these
two theories. Ultimately, researchers, students, and teachers using this book
will determine the success of our effort. As we wrote in the preface: Any
feedback will be most welcome!

While the 10 chapters may seem plenty for one course, one must remember
that there are many aspects we did not even cover. For example, we did not
treat chemical bonding in detail, nor did we deal with new ideas in chemical
bonding (1). In fact, VB theory predicts that alongside the traditional covalent
and ionic electron-pair bonds, there exists a class where the covalent�ionic
resonance energy is the root cause of the bonding and sometimes of the
existence of the molecule, (e.g., as in F2). All these bonds are typified by
depleted electron density in the bonding region, and are distinctly different
than the classical covalent bonds. Another form of bonding is no-pair bonding
that arises in monovalent clusters with maximum spin, (e.g., n+1Cun). This
form maintains very strong bonding despite the lack of any electron pairs. This
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kind of bonding is buttressed by the resonance energy between the covalent
triplet pair and the triplet ionic forms (1). Another topic, which was not
treated, concerns the applications of VB theory to species and reactions of
metalloenzymes (2,3), and to enzymatic reactions in general (4). Likewise, the
description of TM complexes by VB theory was barely touched (5) and the
application to molecular dynamics was merely mentioned (6). Nevertheless, we
are confident that studying the material in this book will form an incentive to
consider VB applications to many other topics, not even mentioned here.

While we argued throughout the book that current VB programs are
capable today of treating a variety of problems, even some chemical reactions,
we recognize that VB theory may never become a standard computational
method as MO or DFT methods. However, we hope that this book shows that
the use of VB theory is all about insight, and the ability of one to think, reason,
and predict chemical patterns. This word insight brings to mind the Coulson
admonition: ‘‘Give me insight not numbers’’. This book tries to do that, and
whatever measure of success that is achieved is something about which we have
to thank the great teachers of quantum chemistry. We thus dedicate this
monograph to the inspirational teachers whom we were fortunate to meet
during our careers: Nick Epiotis, Roald Hoffmann, Lionel Salem, and the Late
Edgar Heilbronner, whose writing, teachings, and admonitions continue to
guide us.
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Glossary

1. ABBREVIATIONS, TERMS, AND ACRONYMS

Active Orbitals: The set of orbitals that are treated in a valence bond fashion
(see VBT). All other orbitals are called ‘‘inactive’’ or ‘‘spectator’’.

AO: Atomic orbital.

BDO: Bond distorted orbital. An orbital that is localized on one atom with a
small delocalization tail on an atom with which it shares a bond.

Bond diagram: A simple mnemonics used to describe a generalized two-
electron bond (see Fig. 3.2), composed of two singlet-paired electrons in two
fragment orbitals of any type.

BEBO: Bond energy�bond order. A semiempirical relationship that relates
the energy of a bond to its bond order. This relationship is used for
semiempirical construction of potential energy surfaces.

BOVB: Breathing orbital valence bond. A VB computational method. The
BOVB wave function is a linear combination of VB structures that
simultaneously optimizes the structural coefficients and the orbitals of the
structures and allows different orbitals for different structures. The BOVB
method must be used with strictly localized active orbitals (see HAOs).
When all the orbitals are localized, the method is referred to as L-BOVB.
There are other BOVB levels, which use delocalized MO-type inactive
orbitals, if the latter have different symmetry than the active orbitals. (See
Chapters 9 and 10.)

CASSCF: Complete active space self-consistent field. A method that
calculates electronic structure by using all the configurations that arise by
distributing all the valence electrons within a given window of molecular
orbitals. The procedure optimizes the coefficients and orbitals of the so-
selected set of configurations. The CASSCF calculations belong to the
general class of calculations, so-called, multiconfiguration SCF (MCSCF)
calculations, where one uses more than the Hartree�Fock configuration to
describe the electronic structure.

A Chemist’s Guide to Valence Bond Theory, by Sason Shaik and Philippe C. Hiberty

Copyright # 2008 John Wiley & Sons, Inc.

306



CASPT2 (CASMP2): A method of calculation involving second-order
perturbation theory done after a CASSCF calculation.

CASVB: A method that converts a CASSCF wave function to the closest
possible VB wave function.

CBD: Cyclobutadiene.

CF orbitals: Coulson�Fisher-type orbitals. These are semilocalized AOs,
also called overlap enhanced orbitals (OEOs) which are localized on a given
center, but have small delocalization tails on other centers. Special cases of
CF AOs are BDOs (see above).

CI: Configuration interaction.

CIS: Configuration interaction including only single excitations from the
Hartree�Fock MO determinant. A simple method for the calculations of
excited states.

COT: Cyclooctatetraene.

CRUNCH: A VB program based on the symmetric group methods of Young
and written by Gallup and co-workers. (See Chapter 9.)

DFT: Density functional theory.

DIM: Diatomics in molecules. A semiempricial method used to construct
potential energy surfaces of polyatomic molecules from the energy of the
diatomic fragments.

EVB: Empirical VB. A method used to construct the free energy profiles in
enzymatic reactions.

ESR: Electron spin resonance.

HF: The Hartree�Fock MO method.

FO�VB: Fragment orbital valence bond. A VB method that uses fragment
orbitals with symmetry properties. The method is used for understanding
the structures of transition states and molecules.

GAUSSIAN: A general-purpose package of programs.

GAMESS: A general-purpose package of programs. The GAMESS�US
version is noncommercial. The GAMESS�UK version is commercial. Both
packages contain VB programs. (See Chapter 9.)

GVB: Generalized valence bond. A theory that employs CF orbitals to
calculate electronic structure with wave functions in which the electrons are
formally coupled in a covalent manner. The simplest level of the theory is
GVB�PP (PP-perfect pairing), in which all the electrons are paired into
bonds, as in the Lewis structure of the molecule.

HAO: Hybrid atomic orbitals that are strictly localized on a single atomic
center. The HAOs have no delocalization tails.

Heisenberg Hamiltonian: An effective Hamiltonian imported from physics
(also called spin-Hamiltonian), and used in VB to describe spin states of
molecular species with an average of one electron per site (atom), for
example, of polyradicals. (See Chapter 8.)
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Hubbard Hamiltonian: An effective Hamiltonian, which includes on-site
electron�electron repulsion and a resonance integral, and is used in VB to
calculate states of molecular species with an average of one electron per site
(atom), e.g., of polymers.

HL: Heitler�London. The term corresponds to the wave function used by
Heitler and London to calculate the bonding energy of the H2 molecule in
1927, and is used as a generic name to describe a covalent many-electron
wave function.

HLVB Theory: A VB theory that uses only HL-type covalent wave functions.
This theory was used in the early days and the main proponents were
Pauling and Slater. The HLVB is also the basis for the semiempirical
potentials used in molecular dynamics.

HMO theory: Hückel molecular orbital theory.

Ionic VB Structures: Valence bond structures that involve oppositely
charged centers. For example, the description of an electron pair bond
A�B requires a covalent HL structure, A� -�B, and two ionic structures,
A+:B� and A:� B+.

LBO: Localized bond orbital. For a given molecule, the LBOs can be obtained
from the canonical MOs (CMOs) by a unitary transformation that does not
change either the total energy or the total wave function. (See Chapter 3.)

LEPS: London�Evans�Polanyi�Saito. A valence bond type method based
on HLVB and used to construct potential energy surfaces for molecular
dynamics.

MOPLRO: A general-purpose package of programs. It contains the CASVB
method.

Pauli repulsion: The repulsion of two electrons with identical spins on two
centers, (e.g., A� ""�B). This repulsion also appears in VB structures bearing
three and four electrons, that is, A: �B, A� :B, A: :B. The Pauli repulsion is
precisely the same as the ‘‘overlap repulsion’’ known from qualitative MO
theory. (See Table 3.1.)

PES: Photoelectron spectroscopy. A method for measuring ionization
energies of molecules.

Promotion gap: The energy gap between the ground and excited states in the
VBSCD (see below). This factor, labeled as G, originates the barrier in
chemical reactions.

RE: Resonance energy. The energy lowering due to the mixing of VB
structure(s) into a reference structure. For example, the RE of benzene is the
energy lowering relative to a single Kekulé structure (See Chapter 10).

RECS: Charge-shift resonance energy. The energy lowering due to
covalent�ionic mixing. For example, the RECS of the F�F bond is the
energy lowering due to the mixing of the ionic structures F�F+ and F+F�

into the covalent structure F� -�F.
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Rumer structures: A basis set of linearly independent VB structures. For
example, for benzene there are five Rumer structures: two Kekulé structures
and three Dewar structures. The Rumer structure set is normalized, but not
orthogonalized. See Chapters 3 and 4.

SAD: Spin-alternant determinant. The VB determinant with one electron per
site and with alternating spins. Other terms describing the same determinant
are the quasiclassical (QC) state, and the antiferromagnetic (AF) state. In
nonalternant hydrocarbons, where compete spin alternation is impossible,
the determinant is called MSAD, namely, the maximum spin-alternating
determinant. The SAD�MSAD are the leading terms in the wave function
of molecules with one electron per site, for example, conjugated
hydrocarbons. In radicals (e.g., allyl radical) the SAD is the root cause of
spin polarization (i.e., negative spin densities flanked by positive ones). See
Chapters 7 and 8.

SC: Spin-Coupled. A VB computational method that uses OEOs and
calculates the wave function of an electronic system using a single orbital
configuration with all the possible spin-pairing schemes. The method is
similar in spirit to GVB.

SCVB: Spin-Coupled VB. The CI-augmented SC method.

TURTLE: A VB program that can perform a variety of VB calculations (e.g.,
VBSCF and BOVB). The program is now incorporated into the
GAMESS�UK package.

Twin-States: The ground and excited states that arise from avoided crossing
in the VBSCD (see below). Usually, the twin-states correspond to a
transition state of a thermal reaction and an excited-state intermediate. This
excited-state intermediate can be converted to a ‘‘funnel’’ (a conical
intersection) for the products of a photochemical reaction. See Chapter 6.

VAL-BOND: An empirical method for calculating and predicting geometries
of transition metal complexes.

VBSCD: Valence bond state correlation diagram. AVB diagram that views the
barrier formation as a result of avoided crossing between two state curves that
are anchored in the ground and two excited states of reactants and products.
TheVBSCD is a paradigm for the barrier in chemical reactions (seeChapter 6).

VBCMD: Valence bond configuration mixing diagram. A VB diagram that
involves many VB curves, for example, the covalent and ionic curves
corresponding to some transformations, or the two Lewis state curves in the
VBSCDandcurves that are ina secondaryhigh-lying configuration throughout
the reaction path (see Chapter 6).

VBSCF: Valence bond self-consistent field. A VB computational method. The
VBSCF wave function is a linear combination of VB structures that
simultaneously optimizes the structural coefficients and the orbitals of the
structures. It can be usedwith any type ofAOs:OEOs, BDOs, andHAOs.With
HAOs, we refer to the method as L-VBSCF; L = localized.
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VBCI: Valence bond configuration interaction. A VB computational method
that starts with a VBSCFwave function, which is further improved by CI. The
CI involves virtual orbitals that are localized on exactly the same regions as the
respective active orbitals. There are a few VBCI levels that are denoted by the
rankof excitation into the virtual orbitals, for example,VBCISD involves single
and double excitations.

VBPCM: Valence bond polarized continuum model. A VB computational
method that incorporates solvent effect byusing the PCMsolvationmodel. The
method can be coupled with VBSCF, BOVB, and VBCI.

VB2000: A VB program that can perform a variety of VB calculations, for
example, VBSCF, GVB, and SCVB. The program is incorporated into the
GAMESS�US package.

VBT: Valence bond theory.

XMVB: A VB program that can perform a variety of VB calculations, for
example, VBSCF, BOVB, VBCI, and VBPCM. The program has a stand-
alone version, and a version that is incorporated into the GAMESS�US
package.

2. SYMBOLS

B Denotes the resonance energy of the transition state in the VBSCD.

G Denotes the promotion gap in the VBSCD.

DEc Denotes the height of the crossing point in the VBSCD.

f Denotes the ratio DEc/G in the VBSCD.

V Denotes a VB determinant.

VQC Denotes the spin-alternant quasi-classical determinant.

F Denotes a VB structure.

C Denotes a state (eigenfunction of the Hamiltonian).

a, b, c..
or x1, x2

These letters denote AOs.

w Denotes an MO or FO.

f Denotes a product of orbitals (a hartree product).

a Denotes a spin�orbital in a Slater determinant with spin b, where
the identity of the spin is indicated by the bar over the orbital
symbol. The lack of the bar indicates a spin orbital with spin a.

b Denotes the reduced matrix element, for example, bab =

hab� 0.5(haa+ hbb)Sab. This reduced matrix element is equivalent
to the resonance integral of the Hückel type.
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