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Preface

This book has grown out of the Spring School in Colloid Science, a one-week course which

has been run in the School of Chemistry at Bristol University, during the Easter vacation,

every year since 1972. Indeed, this is “the book of the course”, since its contents form the

basis of the material that is delivered in the lectures. Like the course, this book is primarily

intended as a basic introduction to colloid and interface science for those with a first degree

in chemistry or physics, or some closely related discipline (e.g. pharmacy, biochemistry),

who are working in an industrial R&D laboratory, or indeed a Government or university

laboratory, and who need to learn the basics of this subject for their research. Sadly, this is a

subject which often receives scant coverage still in many undergraduate courses, despite its

great relevance in a wide range of chemical technologies, including pharmaceuticals,

agrochemicals and food, personal care and household products, surface coatings, oil and

mineral recovery and processing. In addition to thesemore traditional industries, colloid and

interface science underpinsmany of the new, so-called “nanotechnologies”, such as sensors,

IT chips, displays, photonics, micro-reactors.

The authors of the various chapters in this book are or have been members of the Colloid

Group at Bristol University and are recognised experts in their own areas of the subject. The

book begins with an introductory chapter on what a colloid is, what their important features

are and this theme is amplified in Chapter 2 by a detailed discussion of the origin of surface

charge that is key to the stability of many aqueous colloidal dispersions. In Chapter 3 the

issue of colloid stability is addressed taking into account both the electrostatic and

dispersion interactions and this theme is expanded in Chapters 9 and 16. In Chapters 4

and 5 two important examples of colloidal systems, surfactants and microemulsions are

discussed in depth. Chapter 6 focuses on emulsions which are practical and challenging

systems used in everyday life. Polymers are also a key feature in colloid science in that they

can form aggregates themselves but are widely used in dispersions to promote or destroy

stability and in Chapters 7, 8 and 9 their role is treated in detail. Chapter 10 focuses on

another aspect of colloid science and this is thewetting of interfaces and in Chapter 11 some

of these ideas are extended to study aerosols and foams which are further examples of

colloidal systems. The following three chapters focus on experimental techniques, includ-

ing rheology in Chapter 12, probably the most basic tool of the colloid scientist, and

scattering and imaging methods in Chapters 13 and 14 and 15 for detailed characterisations

of colloidal dispersions. Finally in Chapter 16 interfacial forces are explored in depth and

some of the methods used to measure them are introduced.

Although this book is based on the course at Bristol it should provide a balanced account

of the subject from a practical point of view for anyone requiring an introduction to the

important world of colloid and interface science.

Terence Cosgrove and Brian Vincent January 2010





Introduction

Colloid Science at Bristol and The Bristol Spring School

Colloid science has a rich history at Bristol, dating back to the early part of the 20th century

when J.W. McBain was appointed to the chemistry staff in 1907. He was subsequently

appointed to the first Leverhulme Chair in Physical Chemistry in 1919, largely due to his

pioneering work on molecular association in soap solutions (what Hartley later termed

“micelles”), an area inwhich Lord Leverhulme clearly had a strong interest!McBain left for

the US (joining Stanford University) in 1926, whereupon W.E. Garner, whose fort�e
was heterogeneous catalysis, took up the Leverhulme Chair. He was succeeded in turn

by D.H. Everett (1954) whose speciality was interfacial and colloidal thermodynamics,

R.H. Ottewill (1982) with a broad interest in many aspects of colloid science, B. Vincent

(1992) whose interests span both the academic and practical aspects of the subject and by

T. Cosgrove in 2007.

The first Spring School was conceived by Ron Ottewill who came to Bristol from

Cambridge in 1964 at the instigation of Douglas Everett, primarily to set up the M.Sc.

Course Advanced Teaching and Research in Colloid and Interface Science. This highly

successful course ran for some 30-odd years and only ceased when the introduction of

4-year undergraduate masters degrees in science in the UK made 1-year post graduate

courses less relevant. Many leading industrial scientists and academics in the colloid and

interface field have passed though Bristol, as Ph.D. students, members of the M.Sc. course,

or as participants (around 1000 to date) of the Spring School. As well as Ron Ottewill, other

teachers on the first course in 1972 were Aitken Couper, Jim Goodwin, Dudley Thompson

and Brian Vincent. The course was initially managed by the Department of Extra-Mural

Studies (as it was then called) of the University, and a number of people from that

department gave a great deal of help and support in the early days. Special mention must

be made of David Wilde and Sue Pringle in this regard.

Since themid-1990’s theBristol Colloid Centre (BCC) has taken over themanagement of

the course, and it has become one of the range of courses that the BCC offers annually. For

example, as well as the Spring School, the BCC also offers more basic courses at the

technician level and for those without a first degree in a scientific discipline. The BCC was

set up in 1994 by Brian Vincent and Jim Goodwin, with Terry Cosgrove subsequently

succeeding Jim as Deputy Director after he retired in 1996. Cheryl Flynn was the first staff

member to be appointed followed by Paul Reynolds (as Manager). The staff now number

eleven and the management has been taken on by Roy Hughes with Paul being responsible

for new business ventures.

The purpose of the BCC is to give research and training support to the large range of

industries, in the UK and abroad, which feature colloid and interfacial science and

technology in their products or processing. The BCC staff and the academic colloid group



work very closely together. From the BCC sprung the DTI/EPSRC funded IMPACT

(Innovative Manufacturing and Processing using Applied Colloid Technology) Faraday

Partnership in 2001, and on the back of IMPACT came the ACORN (Applied Colloid

ResearchNetwork)DTI Link programme. TheBCChasworked closely alongside IMPACT

in producing its own on-line courses in colloid science and technology recently as well as

running lab-based formulation courses in conjunction with the RSC where IMPACT

supplied distance learning modules. The Spring School Course is complementary to these.

In particular, as well as the lectures, there is a strong emphasis in the Spring School on

exposure of the participants to a range of basic experimental techniques. It is from these

beginnings that this text has emerged.

Although the Spring School course, from the start, has been aimed primarily at industrial

scientists, the objective has always been to teach the fundamentals of the subject, withmany

illustrations of the basic principles taken from real applications in industry. Of course, these

basics have not changed over the years, but new ideas do strongly emerge and develop, and

the course is frequently updated to accommodate these.

Brian Vincent, Bristol, January 2010
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1

An Introduction to Colloids

Roy Hughes

Bristol Colloid Centre, University of Bristol, UK

1.1 Introduction

Introductions tend to be dull; scientific ones tend to be rigorously so. This is felt most

strongly by readerswith some experience of the field in question. To avoid this pitfall wewill

dwell only briefly on the rich history of the subject and concentrate on introducing simple

concepts in colloid science. These are designed as an introduction to the subject butwill also

provide a small measure of insight for those with more experience, and of course act as the

foundation for the following chapters.

Overbeek (1) suggests that the birth pangs of colloid science began in the 1840s with

aggregation studies of pseudo-solutions in water of sulfur and silver iodide by the

toxicologist Francesco Selmi (2). Later came the development of a gold dispersion by

Faraday (3). These materials consisted of finely divided mixtures of solid particles (sols)

dispersed in electrolyte solutions. The term colloidwas developed byGraham in 1861, from

the Greek meaning glue-like, and this name stuck. He also coined the terms dialysis, sol

and gel. Graham defined a colloid in terms of its inability to pass through a fine membrane.

Many of these early colloidal species would have had submicrometre dimensions and some

were more or less polymeric in nature. This introduces an important concept, that the

dimensions of the species are dominant in defining the colloidal region.

Traditionally the colloidal domain is defined as extending over a range of dimensions

from a few nanometers to a few tens of micrometres. Operationally in this region a

consistent set of physical laws can be applied to effectively describe the behaviour of

the materials. At the extremes these laws become less effective descriptors: greater

Colloid Science: Principles, methods and applications, Second Edition Edited by Terence Cosgrove

� 2010 John Wiley & Sons, Ltd



consideration of molecular and atomic properties is appropriate at lengths of a few

nanometres and kinematics and wetting phenomena play a significant role at tens and

hundreds of micrometres. We will consider the latter at the end of this chapter. Colloidal

materials are composed of at least two phases, one dispersed (denoted as b) in a second

phase (denoted as a). Various examples of colloidal systems are given in Table 1.1 and

illustrated in Figures 1.1 and 1.2.

One word of caution concerns the use of the term ‘phase’ in colloid science. Whilst

correctly used in Table 1.1, it is often more loosely used to describe the physical state of the

system. Some colloidal states do not achieve thermodynamic equilibrium but the state may

be so long lived that it is practically difficult or theoretically inconvenient to distinguish it

from an equilibrium phase. There are identifiable non-equilibrium states such as colloidal

glasses and some creams and gels are locked into a kinetically trapped state for many

decades. In Table 1.1 each of the individual ‘phases’ could be complex, an emulsion may be

formed from gel-like particles or equally particles can be dispersed in a gel. Many everyday

systems consist of complex mixtures, each with the potential to evolve to a lower energy

state. This highlights the need to understand and control stability, a core area in colloid

science. Because of the variety of materials that could be used we can appreciate the

intellectual challenges that practising commercial scientists experience when faced with

the prediction of shelf-life and the control of storage stability.

We have introduced the concept of a timescale for the system and we can also view this

from the perspective of the particle. The stochastic (random) Brownian motion experienced

by colloidal particles takes its name from Robert Brown and observations made in 1827 on

pollen grains. Smoluchowski (4) and Einstein (5) developed the concept into a formal

framework. Let us define a time t, required tomove amean squared distance hx2i. The value

Table 1.1 Examples of materials inhabiting the colloidal domain

medium(a) )
dispersed phase (b) +

gas (fluid) liquid solid

gas (bubbles) — foam solid foam
liquid (droplets) liquid aerosol liquid emulsion solid emulsion
solid (particles) solid aerosol sol solid sol

α

β

Figure 1.1 Schematic representation of a colloidal system
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attained is determined by the diffusion coefficient of the particle, D.

D ¼ hx2i
6t

ð1:1Þ

The diffusion coefficient for spherical particles in a dilute solution is given by the ratio of

the thermal energy kBT and the frictional (Stokes) drag f, on the particles.

D ¼ kBT

f
ð1:2Þ

f ¼ 6phoa ð1:3Þ
where kB is theBoltzmann constant,T is the absolute temperature,ho is the solvent viscosity

and a is the particle radius. We can set the square of the particle radius to be proportional to

the mean square distance moved and define a characteristic timescale for a colloid.

t ¼ 6phoa
3

kBT
ð1:4Þ

This approach is appropriate for dilute systems under quiescent conditions. It is

incomplete in the sense it does not allow for body forces such as gravity or mechanical
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Figure 1.2 The colloidal domain: the dimensions and typical examples of materials that fall in
the colloidal size range
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or thermal convection (the latter a probable factor in Brown’s original observations). It also

does not allow for concentration effects where interactions between neighbouring colloidal

species slows diffusion and increases the effective viscosity, in some cases by many orders

of magnitude. We can address this by substituting the viscosity of the material h for the

solvent viscosity.

t ¼ 6pha3

kBT
ð1:5Þ

The difference between Equations (1.4) and (1.5) can be substantial. For example, an

emulsion system such as a hand cream can have a viscosity amillion times that of water. It is

fair to conclude that a very wide range of timescales are appropriate to the study of colloidal

materials.

Many of the early systems investigated at the end of the 19th and start of the 20th century

consisted of nano-sized particles but these presented a great challenge. Indeed the nature of

small colloidal species, molecules and atoms were controversial and impossible to

experimentally visualise at that time. The development of the ultramicroscope in 1903

by Siedentopf and Zsigmondy (6) was an earlymethod of observing individual particles and

was an important step in confirming the nature and existence of a colloid. The idea of using

microscopy to directly investigate the dynamics of larger particles was grasped by Jean-

Baptiste Perrin (7).He supposed that small but observable colloidal particles could provide a

model for atoms. By following the distribution of particles under gravity and applying the

ideal gas law to the colloid he was able to estimate Avogadro’s number, an amazing feat.

This approach was an echo of a theme of colloid research in the latter half of the 20th

century; that is the analogue of atoms and molecules to colloids. In terms of academic

research the discipline divided, to an extent, into two endeavours. One areawas the synthesis

and characterisation of the systems, the other the drive towards analogues and studying them

through theory and experiment.

A critical feature of colloidal particles to both understand and control is the propensity

towards aggregation and sedimentation. In order for the systems to remain in suspension the

particles should be both small and well dispersed. There exists an attraction between two

materials that are alike but separated and dispersed in a different media. In the 1930s the

attractive force was notably investigated by Hamaker (8) who provided a consistent

description of the van der Waals interaction applied to a pair of colloidal particles. The

Hamaker approach demonstrated that particles will tend to strongly aggregate without the

presence of an opposing repulsive interaction. The idea of a colloidal repulsive interaction

was not novel when in the 1940s a coherent and largely successful description of the pair

potential was developed. TheDLVO approach, named after Derjaguin, Verwey, Landau and

Overbeek (9), summed the attractive and repulsive components to describe the pair

interaction energies and forces between a pair of colloidal particles. This is discussed in

detail in Chapter 3.

Interestingly, in the 1920s we see a distinction appear between the study of colloids and

polymers when Staudinger suggested that the latter consisted of high molecular weight

macromolecules. There remains a clear distinction between these fields to this day butmany

overlapping areas exist and areas of polymer and colloid science operate hand in hand.

Another species which overlaps with the dimensions of the colloidal domain are the

microstructures occurring with surface-active agents. As with polymeric materials, the
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distinction between micellar species and colloids was not initially made. Just prior to the

First World War, McBain (10), at the University of Bristol, noted the anomalously high

conductivity of detergentmolecules. He suggested they associate to form colloidal ions.We

would classify these as association colloids; McBain was observing micelles, the aggrega-

tion of surfactants into supramolecular species. Since surface-active material is required to

form and stabilise colloidal materials it is a subject that has always sat comfortably with

colloid science.

Commercial and academic forces demanded increased control of colloidal systems,

driving both instrumental development and high-quality synthesis of spherical particles of

varying chemistry. Through the 1960s, 1970s and 1980s this was an endeavour undertaken

by a number of researchers and University groups with Bristol being one of those at the

forefront in synthesis and characterisation. This is well illustrated through the works of

Ottewill and workers in Bristol (11). Non-intrusive techniques such as light, X-ray, neutron

scattering and nmr reveal realms of order and disorder in colloidal species.Measurements of

elasticity (12) and osmotic pressure (13) and theoretical modelling completed the first

connections between chemical form, structural order, interparticle forces and macroscopic

properties. It is somewhat ironic, at least in a historic sense, that the scientific exploration of

the colloidal state showed their richness when compared to many atomic systems. This has

generated a wealth of studies towards the close of the 20th century, concentrating on their

unique less atomistic-like nature.

Many areas of colloidal physics and chemistry now have well-developed theoretical

frameworks. As the 21st century rolls on we are seeing a wider unification of physical and

synthetic chemistrywith physics. This is coupledwithVenn diagram intersection of biology

and engineering. There is a drive to use the tools of colloid science to microscopically

engineer and synthesise newmaterials and develop biotechnology. This presents genuinely

new and exciting challenges in physics, chemistry, engineering and biology. We can

accelerate these developments through a thorough understanding and application of the

underlying principles of colloid and surface science.

Of great importance are the practical applications of the science which show no signs of

abating. It underpins a number of key aspects of formulation science in colloidal-based

products and processes. Some common examples of practical systems are listed inTable 1.2,

illustrating how widespread the colloidal form is.

1.2 Basic Definitions

1.2.1 Concentration

The concentration of colloidal species is most appropriately recorded in two forms, as a

number density (number of particles per unit volume) or as the fraction of the volume of the

system occupied (volume fraction). Volume fraction, f:

f ¼ nvp ¼ n
4

3
pa3 ð1:6Þ

where vp is the volume of a particle and n the number density of particles. It is expressed

above for a dispersion of sphericalmonodispersed (single-sized) particles. In the laboratory,
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Table 1.2 Colloids in everyday life

Products Processes

. surface coatings (paints, video tapes,
photographic films)

. clarification of liquids (water, wine, beer)

. cosmetics and personal care (creams,
toothpaste, hair shampoo)

. mineral processing (flotation, selective
flocculation)

. household products (liquid detergents,
polishes, fabric conditioners)

. detergency (‘soil’ detachment,
solubilisation)

. agrochemicals (pesticides, insecticides,
fungicides)

.oil recovery (drilling fluids, oil slick dispersal)

. pharmaceuticals (drug delivery systems,
aerosol sprays)

. engine and lube oils (dispersion of carbon
particles)

. foodstuffs (butter, chocolate ice cream,
mayonnaise)

. silting of river estuaries

. pigmented plastics . ceramic processing (‘sol ) gel’ processing)

. fire-fighting foams . road surfacing (bitumen emulsions)

also natural systems, such as:
. biological cells
. mists and fogs

systems are typically prepared in terms ofweight or volume. Incorrectly converting between

measures of concentration has proved to be a constant source of errors. It is normally

supposed that the density is conserved, so that we may write, dispersion density, rT:

rT ¼ roð1�fÞþ rpf ð1:7Þ

where rp is the density of the particles and ro that of the surrounding medium. From this we

can see that by measuring the density of a dispersion, we can establish the concentration of

the system providing we know the densities of the individual components. From the

previous expressions we can obtain weight fractions, which are often ambiguously

described by users, but algebraically clear.

weight by volume; Wv: Wv ¼ mass of particles

total volume
¼ rpf ¼ WmrT ð1:8Þ

weight by weight; Wm: Wm ¼ mass of particles

total mass
¼ rp

rT
f ¼ Wv

rT
ð1:9Þ

These concentrations refer to concentrations in terms of the total mass or volume of the

system. In addition to these measures we can also obtain two other measures of weight

fraction in terms of the mass or volume of just the medium used.

fv ¼ mass of particles

volume of medium
¼ Wv

1�f
ð1:10Þ

fm ¼ mass of particles

mass of medium
¼ Wm

1�Wm

ð1:11Þ
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These measures have been expressed, sometimes confusingly, as a percentage rather than

a fraction. The choice of measure is often dictated by the way a sample is prepared, for

example when a mass is added to a fluid under mixing, Equation (1.10) or (1.11) is often

implied in determining concentrations. It isworth noting thatweight byweightmeasures are

dimensionless, weight by volume are not and consequently care must be taken to allow for

differences in the units being adopted. The numerical differences between the equations can

be small but this is only the case at low volume fractions and moderate to low density

differences, otherwise beware!

These expressions presuppose the system consists of a single type of particle. In complex

multi-component systems or systems where particle size and density can be linked, we

should formally calculate the concentrations by integrating or summing the particle size

distribution and allow for the volumes occupied by all the components present. There are, as

a consequence, a myriad of ways of defining concentrations in multi-component systems. It

is important to understand which measure is being used.

1.2.1.1 Size Polydispersity

Colloidal systems tend to show a degree of size polydispersity. The term ‘size’ is often used

to refer to the diameter d of the particles rather than the radius a, although this is not

universally the case and is another common cause for calculation errors. Systems can be

monomodal, that is have awell-definedmean particle size but have a spread of particle sizes

around amodal value. Themodal value is the size that occurs most frequently in the system.

Distributions may also be multimodal, that is composed of a series of more or less discrete

distributions, each region with a given ‘modal’ value. In natural systems multi-component

multimodal behaviour is frequently observed.

Figure 1.3 shows a log/normal particle size distribution in linear and log form.

The frequency, on the left-hand axes, is the relative number of particles fi for a given

diameter di (or radius ai). The distribution can be characterised by various moments or more
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Figure 1.3 A log/normal distribution displayed on (a) a linear and (b) a logarithmic scale
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conveniently, diameters.

dm;n ¼
P
i

fiðdiÞmP
i

fiðdiÞn

0
@

1
A

1
m�n

where
X
i

fi ¼ 1 ð1:12Þ

The mean particle diameter is given by hdi ¼ d1;0 ¼ d and is the most common measure

of a distribution. It represents the average particle size by number.

hdi ¼
X
i

fidi ð1:13Þ

Some techniques for particle size measurement and some applications ‘weight’ towards

different averages of the distribution. Consider the Sauter mean value d3,2. This is applied in

some hydrodynamic applications such as spraying. As droplets are created the ratio of the

volume to the surface area is an important feature to characterise, by raising the diameter to

powers 3 (volume) and 2 (area) it achieves this end. In general the value of the powersm and

n relate to the type of property observed relative to the object. Accordingly d3,0¼ dv is the

volume-weighted mean and d2,0¼ da the area-weighted mean.

Another nomenclature used to describe particle size distributions arises from the

cumulative distribution. For example when sieving particles through a series of meshes

of ever reducing size, those retained or accumulated on a givenmesh are particles with sizes

larger than the mesh dimensions. By knowing the mass accumulated on each sieve we can

build up a distribution of all the particles below a certain size. The cumulative approach to

describing a distribution has become common to a wide range of techniques not least of

which is optical diffraction. The measure is often represented as,

cvðjÞ ¼ 100

Pi¼j

i¼1

fiðdiÞ3

Pi¼p

i¼1

fiðdiÞ3
where j � p ð1:14Þ

for the volume cumulative distribution as a percentage. The volume distribution is

apportioned into p discrete sizes. The total distribution is obtained by summing over all

the sizes up to p. The total fraction of particles with a diameter equal to, or less than dj, is

obtained by summing up to this size and dividing by the sumof the total distribution. Similar

calculations can be performed for both number- and area-weighted values. The accompa-

nying diameter is quoted as d(0,50) or d(50), which is the diameter where the cumulative

distribution cv( j )¼ 50%. This represents the diameter where half the distribution is less

than this size and half more. There are numerous variations on this measure for different

percentage ranges. Another measure sometimes used is d(10,90), which is the average

diameter excluding 10% of the smallest and largest particles. Two of these averages are

shown on the volume-weighted cumulative distribution in Figure 1.4. It is interesting to note

the significant difference between these measures even for a simple log/normal distribution.

For themoments studied herewe should note thatmeasures of the diameter weighted toward

volume provide the largest dimension. This value can prove a very poor indicator of the

presence of fine particles in a distribution.
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If colloidal particles are being produced via a synthetic route it is common to quote a

coefficient of variation. This is a measure of an equivalent peak width of a normal

distribution.

n ¼ 100s

hdi where s ¼
X
i

fiðdi�hdiÞ2
" #1=2

ð1:15Þ

where s is the standard deviation and n the coefficient of variation (COV), here

being expressed as a percentage. Values of a few percent would be considered a near

monodisperse system but even 7%–8% is considered good for some more difficult

systems.

Much of what has been described above can be applied to emulsions and low-quality

(dilute) foams as a characterisation tool. We can include more sophisticated measures for

anisotropic particles. Image analysis for larger particles enables maximum and minimum

chords to be recorded, perimeter dimensions and areas to be established and all can be

expressed in terms of a distribution. One difficulty the experimentalist faces is deciding on

the most appropriate measure. For example, for an irregular object should we consider the

ratio of the perimeter to the largest length and average this value, or should we

alternatively take the ratio of the average largest length to the average perimeter? It is

context dependent and choosing the right approach can provide insight, and choosing the

wrong one can lead up a ‘blind alley’; such characterisation must be used knowledgeably

rather than blindly.

The general tools used above apply to polymers but in a subtler manner where variations

in chain length (dimension) are demanded by the nature of the polymerisation process.

Typically we are rathermore bound by techniques and distributions tended to be recorded in

terms of weight, number or sometimes viscosity-averaged values, although all relate to the

Figure 1.4 A cumulative volume distribution corresponding to the log/normal distribution
shown in Figure 1.3, with the volume average diameter and d(50) compared
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end-to-end dimensions of the chain. These represent different fractions of the distribution.

Polydispersity for polymers tends to be recorded in terms of the ratio of the weight to the

number average, as outlined in Chapter 6.

1.2.2 Interfacial Area

There are two interfacial areas which influence the behaviour of a dispersion. They are the

total area in suspension and the area per unit volume of sample. The total area, A, of the

interface in a monodisperse colloidal dispersion in a volume VT is given by,

A ¼ 3f

a
VT ð1:16Þ

As an example, for VT¼ 1 dm�3, d¼ 100 nm andf¼ 0.1, then the area A is 6000 m2, which

is the approximate area of a soccer pitch. This highlights the relative importance of the

surface area and in fact you will note from Table 1.1 that without an interface you cannot

have a colloid. Moreover, it highlights the level of demand required for surface-active

material.

Another measure of interfacial area is the specific surface area (SSA). This is the area per

unit mass of particles, ASSA,

ASSA ¼ 3

�arp
ð1:17Þ

where �a is an areal average radius closely related 2�a ¼ d2;3. The SSA, a seemingly

prosaic measure, has great utility. On a carefully prepared dried dispersion this value can

be obtained using gas adsorption and the BET method. The value is also influenced by

the distribution of energies for adsorption. The specific surface area gives an indication

of particle size through�a and experimentally it is influenced by the smallest primary particles.

This may not be the dispersed particle size but in the absence of pore structures and highly

roughened surfaces it is an indication of the size of a characteristic entity. We can assess

the relative degree of dispersion by comparing the measured specific surface area with the

calculated one. For example, light-scattering data for the distribution of particle sizes in the

dispersion can be used to determine the SSA using the expression,

ASSA ¼
P
i

fipd2
i

P
i

firp
pd3

i

6

ð1:18Þ

Large differences between the two measures can be used to detect the presence of fine

particles obscured by say the light-scattering technique. Also one frequently encounters

‘nanoparticles’ which can only be dispersed to the micrometre length scale even though the

specific surface area would suggest they are 10–20 nm in dimension. This arises from

irreversible aggregation of the particles when they were originally synthesised. It leads to

frequent disappointments when acquiring commercial samples. Equally in naturally occur-

ring materials such as minerals the method is able to detect the presence of unexpected

quantities of fines.
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1.2.3 Effective Concentrations

We have seen that the concentration of the particles is given by their number density. In the

absence of any long range repulsive forces, particles will tend to aggregate. In order to

mitigate the effects of attractive forces a layer can be adsorbed on the particles, typically

polymeric or surfactant. This can provide a measure of stability against aggregation.Whilst

the number density of particles remains unaltered the impact of a surface or adsorbed layer

increases the effective volume and volume fraction of the particles. If the layer has a

thickness d then the effective volume fraction feff is given by,

feff ¼ f 1þ d

a

� �3

ð1:19Þ

where the effective radius of the particle is given by aþ d as shown in Figure 1.5. This

concept whilst simple has great utility. For example, with emulsion systems we are faced

with a core droplet, say aqueous, with a radius a, dispersed in an oil phase. It is stabilised by

an interfacial layer, say of adsorbed particles (Pickering emulsion). Knowing the volume of

the system from the initial phase volumes we can establish the volume fraction of the cores

of the droplets. The effectivevolume fractionwill be higher due to the adsorbed particles and

this effect becomes more significant the smaller the drop size and the thicker the layer.

The concept of an effective volume fraction not only applies to an actual physical

dimension but can also be considered in terms of a ‘distance of closest approach’ between

particles. Consider a polymer latex particle; it often has a surface covered with end-groups

formed from the initiator fragments, a good example being carboxylic acid groups. At high

pH the protons fully dissociate and this gives rise to a net negative charge on the surface of

the particle. The particles will attract cations (counter ions) and repel anions (co-ions). This

leads to the development of an ion cloud which shields the surface charge on the particles. It

has a characteristic dimension, the reciprocal of which is denoted as k. The term k�1 is a
measure of the effective layer thickness of ions around the particle. If the system is very

strongly charged the particles tend to repel one another and thiswill occurwhen their surface

separation is of the order of k�1. This is the same as imagining that the particles have a larger

δ

δ = κ
3 to 5(     )

a

Figure 1.5 The interfacial layer around a particle illustrating the concept of effective volume
fraction
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radius. We can interpret this dimension as an effective volume fraction. A good rule of

thumb for a system where the net interaction is repulsive is given by,

feff ¼ f 1þ C

ka

� �3

ð1:20Þ

where C¼ 3 to 5.

This volume fraction represents the apparent concentration of the particles. It is as if a

shell exists around the particles that another approaching particle is colliding with and

bouncing off. The effective volume fraction would be the value needed for a system of non-

interacting particles to possess in order to possess the same behaviour as seen in the

repulsive system (Figure 1.5). It should be noted that the smaller ka, the greater the effective
concentration.

In Chapter 3 wewill see the significance of the value of ka, which represents the extent of
the ion cloud compared to the radius of the particle. The electrical double layer for a charged

particle is illustrated in Figure 1.6, illustrating the ion ‘atmosphere’ around each charged

particle. There is an associated electrostatic potential c0, at the particle surface and an

electrokinetically determined zeta potential z, an important parameter for determining

colloidal stability in many aqueous systems.

1.2.4 Average Separation

We might suppose that the average distance separating the centres of two particles is given

by the reciprocal of the cube root of the number density.

R ¼ n�
1
3 ¼ 2a

4p
24

� �1
3

f�1
3 � 2a

0:52

f

� �1
3

ð1:21Þ

This equates to the separation seen with the simple cubic packing of spheres. When

spheres are packed in this arrangement they occupy 52% of the available volume. This is

their maximum packing fraction. Colloid particles can occupy a range of spatial arrange-

ments. They display fluid and ordered ‘phases’ in addition to long-lived transient states,
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Figure 1.6 A very simple schematic of the electrical double layer around the particle
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some glassy in nature. The type of ‘phase’ observed depends upon the interaction energies

between the particles and the preparation path. We can express the average closest

separation of particles in terms of a surface separation H,

H ¼ 2a
fm

f

� �1=3
�1

" #
ð1:22Þ

At this distance theremay be one ormore particles. For example in a face-centred cubic (fcc)

or hexagonal close-packed (hcp) arrangement, themaximum packing fraction isfmffi 0.74.

There are 12 particles or nearest neighbours (coordination number) at this separation

(Figure 1.7). This a structural form with a volume fraction independent number of nearest

neighbours. Charged colloidal particles can display this state. However, reality is more

complex and if the volume fraction is substantially reduced they can change state and tend to

occupy body-centred cubic structures (bcc) with 8 nearest neighbours (fmffi 0.68). Such

structures can form in dispersion or be nucleated from surfaces forming two-dimensional

arrays. Regular states usually require nearly monodisperse, although not necessarily

monomodal, systems to form. The presence of such illustrates the rationale underpinning

the concept of colloidal analogues to molecular systems.

Surfactant systems occupy a more varied range of phases than colloidal particles. As the

surfactant concentration is increasedmicelles can arrange themselves into bcc structures but

equally can form rods, worm-like structures, lamellar, vesicular and multilayer vesicular

structures and a host of other challenging forms. Polymers are, of course, molecular systems

and in solution and melt often consist of randomly orientated interpenetrating chains.

However, true molecular crystalline zones can develop both in local phase-separating

regions or across much larger length scales. We can learn lessons from particulate systems

but molecular species present their own chemically specific unique challenges.

The practising particle scientist often encounters less disciplined irregular structures.

These can bemore fluid-like in arrangement. They can possess a random close-packed (rcp)

structure with varying structural order depending upon how the sample is prepared

(typically fm � 0.62–0.64). Here the coordination number varies with volume fraction.

Hexagonal Close Packed Simple cubic

Figure 1.7 Examples of the maximum packing of ordered structures observed in strongly
repulsive colloidal systems
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Aggregated clusters of particles normally possess a consistent nearest neighbour spacing

and it is the relative packing and coordination number whichwill varywith volume fraction.

One extreme example are fractal flocswhere the coordination number varies from the centre

of mass of the floc to the edges. Rarely are large length scale fractal structures encountered,

that is one inwhich the dimensions of the floc are say two orders ofmagnitude larger than the

smallest particle forming the floc. Fractal models can provide a useful tool to consider local

arrangements of particles.

Many of the properties of dispersions change once they become concentrated and

most commercial products (Table 1.2) are formulated as concentrated dispersions. The

location of the boundary between dilute and concentrated is a debatable one but as the

effective volume fraction of the system approaches the packing limit of the system,

concentrated behaviour is observed. The more strongly the particles interact, the lower

the concentration where multi-body interactions occur and thus the higher the effective

concentration.

1.3 Stability

The term ‘stability’ should always be used in context. Colloidal stability relates to the

physical state of the system: it is stable if it remains well dispersed. It is often incorrectly

assumed that a colloidally stable system is one that remains evenly distributed but this may

not be the case in the presence of body forces. In addition, chemical instabilities can drive

dispersions into physically unstable states. For example, the oxidation of surface charged

groups can reduce repulsive forces or bacterial degradation of polymer stabilisers can lead to

changes in stabilising layers.

There is no rigorously applied rule regarding the use of descriptors for the types of particle

aggregation that are observed. Unstable colloidal particles will tend to form aggregates. If

the attractive forces holding the aggregate together are very large, much greater than the

typical body forces used in say stirring,mixing,milling orwith ultrasonic probes, then it can

be regarded as being permanently aggregated. An irreversible aggregation from the

dispersed state is often termed coagulation. The term coagulum is used to describe en

masse the resulting aggregates. The term flocculation is often used to refer to weaker, more

or less reversible aggregation seen with weakly attractive forces. The term precipitation is

loosely used but often reserved to describe the phase change to a solid from a molecularly

dispersed system when it is subjected to a perturbation. The resulting solid can be

amorphous, glassy, a single crystal or polycrystalline. When precipitating in solution the

solid phase is often finely divided. In the absence of a stabilising influence the species will

aggregate. The resulting precipitate can be a floc or a dispersion depending upon the

environment in which it is formed. The nucleation and growth of small, well-defined and

well-dispersed crystals is of great value in many agrochemical and pharmaceutical

applications.

Electrostatic interactions are not themost versatilemethod to impart stability (Chapter 8).

By adsorbing a layer on the particle either using a polymer or surfactant, a steric hindrance

can be built into the pair interaction energy. In order to prevent very close approach the

polymer can be tuned to give rise to highly unfavourable interactions as chains on

neighbouring particles interpenetrate in a Brownian collision. The addition of a polymer
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can be detrimental to colloidal stability. If a polymer is used which has a strong preference

for the particle surfaces it can ‘bridge’ particles together leading to fairlyweak aggregates at

low levels of polymer dosing. Non-adsorbing polymers can osmotically drive particles to an

aggregated state.

Generally the concentration of surfactant or polymer required to impart stability depends

upon the ability of the particle to adsorb. This can be achieved through a chemisorption

process via a locking on reaction between chemical groups on the stabiliser and the particle.

This can also occur through physisorption where molecular forces bind molecules to the

particle surface in a variety of conformations depending upon their structure. The

corresponding adsorption isotherm can also take a variety of forms. An ideal form was

proposed by Langmuir (Chapter 7) where the adsorbed amount increases as the concentra-

tion in solution is increased until the surface ‘saturates’ and the amount adsorbed on the

surface reaches a constant value. Provided we maintain our system at this surfactant

concentration we should be on the plateau region of the isotherm. In practical systems the

form of the isotherm is frequently not known or is complicated by the presence of other

materials. One common practice is to maintain the concentration of material as a weight

percent, pl, of the total mass of the particles.

pl ¼ 100
mass of stabilliser

mass of particles
¼ 100

Cm

fv

� �
ð1:23Þ

where Cm is the concentration of stabiliser in the volume of the dispersing medium (not the

total volume). In order to maintain a constant percentage of stabiliser (pl), as the

concentration of particles is increased (fv), then the concentration of stabiliser (Cm) must

also increase. Typical values of pl vary in the region of 3%–5%. At moderate and high

particle concentration this can lead to high levels of surface adsorption, very complex

condensed surface layers and a large excess of non-adsorbed stabiliser. This is rarely

desirable or commercially cost-effective.

1.3.1 Quiescent Systems

The balance of the long-range attractive forces (Hamaker) with electrostatic repulsive

forces was the basis of DLVO theory (Figure 1.8). Providing the net interaction energy is

sufficiently repulsive the particles cannot collide and stick together.We consider this energy

relative to kBT, the thermal energy. So particles moving with Brownian motion will collide

with average energies of the order of a few kBT. Thus we might imagine that a few kBT

would be sufficient to impart stability. This is not the case as there is a distribution of

collision speeds and energies. Thus we must elaborate this approach a little. If the total

energy of interaction (repulsion) between the particles is Vr then the number of collisions

that would lead to the particles sticking may be given by a distribution based upon thermal

and repulsive energies.

Nrel ¼ exp � Vr

kBT

� �
ð1:24Þ
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Here Nrel represent the relative number of particles that aggregate. Let us consider a system

which is repulsion dominated. A repulsion energy of 2.5kBT results in about 8% of the

collisions giving rise to aggregation, whereas 25kBT results in less than 2� 10�9 % of the

collisions giving rise to aggregation. The greater the repulsion themore stable the system. In

practical terms a barrier of 25kBT gives a shelf life to the material of several months.

1.3.2 Sedimentation or Creaming

In the presence of the Earth’s gravitational field an additional body force will act on the

particles. Theywill tend to sediment if they aremore dense than themediumor cream if they

are less dense. The sedimentation/creaming velocity vs is obtained by equating the Stokes

drag with the gravitational force.

ns ¼ 2

9

Drga2

h0

ð1:25Þ

where Dr is the density difference between the particle and the medium and g is the

gravitational constant. This is for a dilute system. From this we can note that the larger the

particle the greater the tendency to sediment and of course the smaller the Brownian motion

which acts to counter this tendency. Colloidally stable particles will still sediment even

though the attractive forces between them are small. Aggregateswill tend to sediment faster,

unless they form a fully space-filling structure. The irony here is that systems which are

unstable and weakly attractive can produce percolating, that is connected, structures which

are stable against sedimentation. Typically this occurs when the attractive energy between

the particles at contact is about –10kBT and is usually achieved using adsorbed polymers or

surfactants.

F
or

ce
 F

a
/k

BT
0

Repulsion

Attraction

Strongly repulsive

Strongly attractive

Weakly attractive

H Surface
Separation

Figure 1.8 The interaction forces between pairs of colloidal particles showing strongly repul-
sive, strongly attractive and weakly attractive interactions
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1.3.3 Shearing Flows

The application of shear forces can disrupt aggregates and increase both the number of

collisions between particles and the energy of those collisions. As a consequence, particles

can collide with sufficient force to overcome the colloidal repulsive forces and form

aggregates. So shearing fields and body forces in general can both disperse and aggregate

systems depending upon the nature of those forces.

The simplest approach to this challenge is to consider the ratio of the diffusive process to

the convective process. This is denoted by the Peclet number, Pe.

Pe ¼ 6pa3s0

kBT
ð1:26Þ

The symbol s0 represents the shear stress. This is the body force per unit area applied to the

system in a shearing flow field. The Peclet number is a dimensionless quantity and is a

measure of the balance of convective flow to the Brownianmovement of the system.We can

classify the response of the system as follows:

PeH1 Pe ¼ 1 PeG1

convection transition diffusion

At high stresses convection dominates, and in this region aggregates form or break. We can

assess this response by equating the Peclet number with the dimensionless force of

interaction between the particles as,

Pe ¼ jF� j where F�¼ Fa

kBT
ð1:27Þ

where F is the colloid interaction force between the particles and F� is the force in

dimensionless form. So for example when F� is attractive (negative) and the Peclet number

is much greater in magnitude than this value, the aggregates will be disrupted. The concept

embodied in Equation (1.27) can be used as a good comparative tool for investigating how

flow influences stability.

1.3.4 Other Forms of Instability

We can think about other forms of instability that influence the colloidal state; that is

mechanisms bywhich the distribution of particle size and the homogeneity of the systemcan

change.

Notwithstanding changes in entropy, within any size distribution of say latex particles,

crystals, bubbles or droplets, the formation of larger particles tend to be energetically

favoured over the smaller ones. The surface free energy change when the area of the

interface between the particles and the medium changes is given by DG12,

DG12 ¼ g12DA ð1:28Þ

whereg12 is the interfacial tension andDA is the change in area. It is energetically favourable

for the total area of the particles to reduce and thus their size to increase. This is associated
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with the decrease in Laplace pressure Dp with increasing particle radius.

Dp ¼ 2g12

a
ð1:29Þ

As a result if there is a degree of solubility, the particle size distribution changes with

smaller particles being lost and larger particles increasing in size. The size distribution

progressivelymoves to larger particle sizes. This process is known asOstwald ripening (14).

It occurs when there is a mechanism by which change is possible. For example when large

and small emulsion droplets collide there is an opportunity to share some of the core

material, a process by which the volume of the droplets can change. It is most noticeable

with small particle sizes. For solid particles there needs to be a small but finite solubility of

the solid material in the continuous phase to allowmolecules to move from smaller to larger

particles. It is analogous to the small particles beingmore ‘soluble’ than their larger cousins.

The reduction in surface free energy through the merging, or coalescence, of droplets or

bubbles is a process driving instability in foams and emulsions. The coalescence of two

droplets, for example, will reduce the total area and energy. This can be opposed by

developing a strong viscoelastic barrier between the drops. As the droplets approach, the

liquid layer developing between them drains. This will displace the stabilising molecules at

the interface which in turn generates an opposing interfacial tension gradient. This is the

Gibbs Marangoni effect and is another stabilising mechanism, albeit one that is difficult to

control.

Little has been discussed so far about instabilities observed with polymers and surfactant

systems as they lie beyond the scope of this chapter. These are molecular systems and so

prone to all the changes associated with state variables such as temperature and pressure.

Also by changes in salt, pH, solvency and so forth, we can indirectly influence other state

variables such as entropy, enthalpy and internal energy. This can lead to precipitation,

conformation changes and various complex phases. Aggregated states can be observedwith

large vesicular structures formed by surfactant multi-layers. They can be visualised as a

series of onion skins around a central cavity. These entities possess some of the features of

surfactant systems and some of those seen with colloidal particulates. Equally, polymer

molecules can be lightly crosslinked to form microgels, a molecular cluster with some

particle-like properties. Colloids cover a broad spectrum of behaviour.

1.4 Colloid Frontiers

The ubiquitous nature of colloid science is such that it is inevitable that we stray from the

colloid path and delve into other fields. Thus it is useful for the colloid scientist to know

when to think about their system in a different way. As this chapter draws to a close it is

appropriate to end where we began and consider the boundaries of the colloidal range.

The calculations using the approach of Hamaker show that van derWaals forces will tend

to cause two objects to ‘stick together’. The level of attraction on close approach is

extremely large. Thiswould suggest that separating this book, assuming you are reading it in

paper form, from its resting surface would require some considerable force. In reality other

features become significant. The surface roughness, which would be of at least colloidal

dimensions, reduces the number of points of contact, weakening the attraction. At the
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smaller length scale the atomic repulsions and the nature of the interaction would weaken

the attraction too. The important forces are also different on the macroscopic length scale;

we are less concerned about the Brownian motion of the book and more about kinematics

and inertia. The same influences will apply to particles provided they are large enough.

There are several ways in which wemight consider this boundary between the macroscopic

and microscopic.

A particle moving through a fluid experiences a hydrodynamic drag. At low velocities the

Stokes drag is dominant but as the velocity of the particle increases the inertia forces

become increasingly significant. The balance of the viscous drag to the inertial forces

defines the Reynolds number Re, for the particle.

Re ¼ 2rpan

h0

ð1:30Þ

where v is the velocity. Once Re exceeds about 0.1 the drag is no longer purely Stokesian in

form and inertia begins to become increasingly significant. It occurs most readily for large

dense particles. This is a hydrodynamic boundary where we can consider a characteristic

type of colloidal behaviour is lost.

Another boundary definition concerns the transition between capillary and colloid pair

interaction forces such as that described by DLVO. As an example consider a hydrated floc

of hydrophilic particles dispersed in a hydrophobic medium (Figure 1.9). The floc is made

up of a collection of particleswith a van derWaals force acting between them. If the particles

are damp enough and large enough a water bridge also exists between them, creating a

region of fluid curvature.

This arises from the Laplace pressure (15), Dp either side of the oil water interface. We

can express this in the more general Young–Laplace form.

Dp ¼ gOW

1

r1
þ 1

r2

� �
ð1:31Þ

where gOW is the interfacial tension between the oil and water and r1 and r2 are the principle

radii of curvature of the surface. In order to disrupt the flocs it is necessary to overcome both

water

Attractive Force

resolved Laplace 

pressure

oil phase
radii of 

curvature

r1 ,r2

Figure 1.9 A schematic showing the aqueous bridges and resolved interaction forces in a
hydrated aggregate
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the capillary and van der Waals forces. This is when surfactants can aid dispersion as they

can ‘wet out’ the flocs by lowering interfacial tension and lubricating the motion of one

particle past another. Capillary forces are large and significant for large particles; grains of

sand on a beach are more effectively held together by the forces associated with wetting and

capillary action than a resolved pair interaction potential (16). The boundary between

microscopic pair interactions and the dimensions where wetting forces are important is

moot and an area of active research.We can estimate that this and the role of inertia become

significant at a few tens of micrometres in size.

When we examine the other extreme, the small particle limit, we are examining the

transition region between themicroscopic and atomisitic. A rather arbitrary boundary, as all

these boundaries tend to be, can be defined in terms of the number of atoms that sit at the

surface of the particle relative to the number ofmolecules in the bulk of the particle. Suppose

we consider a small ball-like compact molecule such as citric acid precipitating out to form

colloidal particles. Depending upon the assumptions we make, we can perform some

simple calculations on this system. For a 20 nm diameter particle that is composed of a little

more than 3000 molecules we find that 14 % of these molecules are at the surface. At 2 nm

we have a particle made of a few tens of molecules and all are in direct contact with the

surface. Somewhere in the region of these two sizes the bulk properties of the material are

influenced by the particle dimensions. For example, size restrictions for semiconducting

particles can lead to shifts in their quantum states, changes in electronic states and optical

properties. Even at larger diameters changes in behaviour can be seen. For example as the

particle size of a crystalline solid decreases, below its typical bulk grain boundary

dimensions, a transition occurs. Larger polycrystalline colloids of the same material can

show differing dielectric properties to their small single crystal counterparts. In this region,

whilst we may consider our system as possessing colloidal properties, care must be taken

over the application of colloidal ideas. Ultimately the good colloid scientist is less interested

in labels and more interested in tackling the challenges and using the tools appropriate

for the task. The rest of this text lays some of the foundations to enable the reader to do just

that.
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2.1 Introduction

Particles in any suspension experience attractive van der Waals interactions which can

promote reversible or irreversible aggregation. To prepare stable colloidal suspensions it is

necessary to introduce interactions between particles that oppose the van der Waals

attraction. One method of achieving this is to charge the particles, the surface charge

resulting in a repulsive interparticle force (1). Methods of charging particles can be

classified under four broad headings: ionisation of surface groups; ion adsorption; non-

symmetric ion dissolution; and isomorphous ion substitution. In an electrolyte the solvated

ions surround the particles and shield their surface charge. The distribution of counter-ions

in the vicinity of a charged surface may be described using Stern–Gouy–Chapman theory in

which the potential at the surface is dropped across two layers; a compact inner layer and a

diffuse outer layer. As two particles approach each other their diffuse layers will overlap and

the resultant repulsive force may outweigh the attractive van der Waals attraction, thus

rendering the suspension stable. The distribution of ions in the diffuse layer is dependent

upon the concentration of the electrolyte, the formal charge of the ions, the solvent and the

potential at the boundary between the compact inner layer of ions and the diffuse outer layer

of ions. The potential at this interface is often equated to the zeta (z) potential; that is the
potential at the shear plane between particle and solvent under flow. The z potential is

determined in electrokinetic experiments; techniques in which relationships between the

current or voltage and the relative flow of the two phases in the suspension are measured.
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Hence, the scientist wishing to prepare stable colloids must have an appreciation of the

origins of surface charge, understand how ions are distributed at the particle/liquid interface

and be familiar with methods of measuring the z potential.

2.2 The Origin of Surface Charge

Manymethods of preparing colloidal suspensions yield particles that possess charge at their

surface. The surface charge may be further modified by altering the environment, for

example changing the pH or adding an ionic surfactant. There are four generic mechanisms

by which a surface immersed in a liquid may attain a charge; these are summarised in

Figure 2.1.

2.2.1 Ionisation of Surface Groups

Particles that possess suitable chemical functionality can become charged as a result of the

ionisation of surface groups. In aqueous solutions pH is commonly used to control the

degree and nature of the ionisation. For example, metal oxides may become charged as a

result of the protonation or deprotonation of surface groups. The pH of the isoelectric point

of titania is 5.8, i.e. at a pH of 5.8 the z potential of titania is zero. At a pH less than 5.8 the

titania is positively charged:

Ti�OHþHþ !Ti�OH2
þ

and at a pH greater than 5.8 the oxide is negatively charged:

Ti�OHþOH� !Ti�O� þH2O

Similarly, proteins may acquire charge as a result of the ionisation of carboxyl and amino

groups to –COO� and –NH3
þ respectively.

Al OH2
+pH < 7

Al O-pH > 7

(a) Ionization of surface groups

(b) Ion adsorption

-

e.g. SDS, 

CH3(CH2)10CH2OSO3
- Na+

(d) Isomorphous substitution

Si4+Al3+

(c) Dissolution of ionic solids

AgI

Ag+

Ag+

Ag+

I-

I-

I-

I-

Clay

+

Figure 2.1 The methods of charging a solid surface immersed in electrolyte
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2.2.2 Ion Adsorption

If the bulk material cannot be ionised, ionic surfactants may be added to generate charge-

stabilised suspensions. For example, particles of carbon black on which anionic surfactants

are adsorbed may be suspended in water. This is the basis of inks, with the proprietary

mixture of surfactants used termed a dispersant. Increases in pHmay result in protonation of

the anionic surfactants of the dispersant and lead to instability of the inks.

2.2.3 Dissolution of Ionic Solids

Silver halide sols underpin photographic film technology and have played an important role

in the development of our understanding of charged colloids. Silver halides are sparingly

soluble salts, for example, the solubility product of silver iodide (KSP¼ aAgþ aI� ) in pure

water is 8.5� 10�17. If the dissolution ofAgþ and I�ions are unequal then at equilibrium the

sol will contain charged silver iodide particles. Thus, in the presence of excess iodide ions

the particles will be negatively charged and with excess silver ions positively charged

particles will be obtained.

2.2.4 Isomorphous Substitution

The replacement of one atom by another of similar size in a crystal lattice is termed

isomorphous substitution. Clays are naturally occurring colloidal particles of size less

than 2 mm. The building blocks used to construct the wide variety of clays found in

nature are silica and alumina sheets. The silica sheets consist of linked silicon–oxygen

tetrahedra with four oxygen atoms surrounding each central silicon. The alumina sheets

are formed from octahedra, each central aluminium being surrounded by six oxygens or

hydroxyls. In simple clays such as kaolinite, a sheet of alumina octahedra shares apical

oxygens with a sheet of silica tetrahedra. The tetrahedra–octahedra bilayers are then

bound together by a combination of van der Waals forces and hydrogen bonding. Clays

become charged as a result of amorphous substitution. The substitution of Si4þ by Al3þ in

the tetrahedral layers or of Al3þ byMg2þ, Zn2þ or Fe2þ in the octahedral layers leads to a

net negative charge.

2.2.5 Potential Determining Ions

When discussing the influence of ions on colloid stability, it is important to differentiate

between inert ions and potential-determining ions. Potential-determining ions are species

which by virtue of their electron distribution between the solid and liquid phase determine

the difference in potential between these phases (IUPAC). The potential, sometimes termed

the inner-potential, of a phase determines the electrical work done in taking a test charge

from infinity to a point inside the phase. In the case of silver iodide sols, described above, it is

apparent that the surface charge density, and hence the potential, changes on addition of

silver or iodide ions. Hence, for this system Agþ and I�ions are potential-determining ions.

It is of note thatwith respect tometal oxides, protons are potential-determining ions and thus

a change in pH will result in a change in the surface charge. Inert ions do not change the

charge density at the surface of particles but may influence the interfacial potential

difference by virtue of their local distribution.
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2.3 The Electrochemical Double Layer

If a positively charged surface is placed in an electrolyte containing inert ions then simple

electrostatics indicates that cations will be repelled from and anions attracted to the

interface. Electroneutrality will be attained when the electrolyte layer near the interface

possesses a net negative charge of equal magnitude to the surface charge of the solid

material. The structure of the charged atmosphere of electrolyte, commonly known as the

electrochemical double layer, is characterised by a potential drop across the solid/liquid

interface which is dependent on the concentration and nature of the ionic species.

2.3.1 The Stern–Gouy–Chapman (SGC) Model of the Double Layer

The classical description of the ionic distribution in the vicinity of a charged surface

underpinning the SGCmodel is depicted in Figure 2.2. Thismodel considers the solvent as a
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Figure 2.2 Schematic representation of the double layer structure at the solid/electrolyte
interface according to the SGC model
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dielectric continuum and the ionic species as non-interacting point charges. In the absence

of ionic species in direct contact with the surface, the surface charge is effectively

counterbalanced by ions located across two distinctive regions, the Helmholtz and diffuse

layers. As discussed in this section, the contribution of each of the layers to the total

interfacial charge density is dependent on the concentration of the ionic species in solution

as well as the relative permittivity of the solvent.

The Helmholtz layer contains two planes commonly referred to as the inner (IHP) and

outer Helmholtz planes (OHP). The former corresponds to the plane in which specifically

adsorbed species are located as well as solvent molecules in direct contact with the surface.

Specifically adsorbed species are those molecules which possess a solvation layer that is

affected by the interaction with the surface. The OHP defines the plane of closest approach

of the fully solvated ions (non-specifically adsorbed). Ionic species located in this layer are

not considered in thermal motion, therefore the stored charge in this layer is only dependent

on the structure and dielectric properties of the medium in contact with the charged surface.

In the absence of specifically adsorbed ions, the potential drop across the Helmholtz layer

(DfH) is determined by the charge density at the OHP (sH) and the distance between the

OHP and the surface (dH),

DfH ¼ sHdH

ee0
ð2:1Þ

where e is the relative permittivity of the solvent and e0 the permittivity of free space. The

opposing charges at the surface and OHP can be viewed as two plates of a capacitor of

capacitance CH,

CH ¼ ee0
dH

ð2:2Þ

It is also useful to define the capacitance as the derivative of the charge with respect to the

potential difference (differential capacitance). To a first approximation, the capacitance of

theHelmholtz layer is independent of the applied potential. However, experimental analysis

described in the next section demonstrates that this approximation is not strictly valid at the

metal/electrolyte interface. This is essentially due to the fact that the dipoles as well as the

structure of the hydration layer within the IHP are affected by the magnitude of the

interfacial electric field (2).

Beyond the OHP, the surface charge is counterbalanced by a dynamic ionic atmosphere

commonly referred to as the diffuse or Gouy-Chapman layer. Considering an infinite

flat plane with a charge sOHP, the concentration of the ionic species ‘i’ (ci) along

the axis perpendicular to the surface (x) can be described in terms of the Boltzmann

distribution:

ciðxÞ ¼ ciðaqÞexp � zie½fðxÞ�fðaqÞ�
kBT

� �
ð2:3Þ

where the index ‘aq’ denotes the value at the bulk of the electrolyte solution, zi is the ionic

charge and e is the elementary charge. In order to correlate the electrical potential at a

distance x from the OHP with the local charge density (re), the Poisson equation can be
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invoked:

reðxÞ ¼ �ee0
d2f

dx2

� �
¼
X
i

zie

NA

ciðxÞ ð2:4Þ

Combining equations (2.3) and (2.4) for a symmetric electrolyte (zanions¼ zcations¼ z), it

follows:

tanh
F

4RT
ðfðxÞ�fðaqÞÞ

� �
¼ expð�kxÞtanh F

4RT
ðfðOHPÞ�fðaqÞÞ

� �
ð2:5Þ

where the parameter k is the reciprocal of the Debye length:

k ¼ 2z2e2NAcðaqÞ
ee0kBT

� �1
2

ð2:6Þ

Assuming ze(f(OHP)�f(aq))� kBT, Equation (2.5) can be simplified to a single expo-

nential decay:

fðxÞ ¼ ðfðOHPÞ�fðaqÞÞexpð�kxÞ ¼ DOHP
aq f expð�kxÞ ð2:7Þ

The potential distribution across the diffuse layer as evaluated fromEquations (2.5) and (2.7)

are compared in Figure 2.3a. The so-called Debye–Huckel approximation (Equation 2.7)

underestimates to a certain extent the potential profile in comparison to the analytical solution

(Equation 2.5). The difference in both solutions is slightly more significant as the bulk

electrolyte concentration decreases. However, Equation (2.7) does give a realistic potential

decay for the magnitude of the surface potentials typically encountered in colloid science.

The Debye lengths for various concentrations of z:z aqueous electrolyte at 25 �C (as

estimated from Equation 2.6) are summarised in Table 2.1. This parameter plays a key role

in the stability of colloids in solution as it reflects the electrostatic repulsion associated with
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Figure 2.3 Electrostatic potential distribution across the diffuse layer (a) and the overall
interfacial region (b) for various electrolyte concentrations
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overlapping diffuse layers. As the concentration of the electrolyte solution increases, the

decay of the electrostatic potential is sharper. As a consequence, the colloidal particles will

approach each other closer at higher electrolyte concentration. This behaviour becomes

more pronounced as the charge of the ionic species (z) increases.

The overall interfacial potential drop including the Helmholtz and diffuse layers is

illustrated in Figure 2.3b. As there are no ions present between the OHP and the metal

surface, the electrostatic potential falls linearly in this region. From the OHP, the potential

decreases exponentially towards the bulk of the electrolyte solution. The charge associated

with the diffuse layer (sd) can be obtained from Equations (2.4) and (2.5), yielding:

sd ¼ 2cðaqÞzeNA

k
sinh

zeDOHP
aq f

2kBT

 !
ð2:8Þ

While the charge stored at the Helmholtz layer (sH) has a linear dependence with the

potential drop across this layer, sd exhibits a more complex dependence on the electrostatic

potential as a result of the ionic distribution in the diffuse layer. As discussed for the

Helmholtz layer, the capacitance of the diffuse layer (Cd) can be expressed in terms of sd:

Cd ¼ 2cðaqÞz2e2NA

kkBT
cosh

zeDOHP
aq f

2kBT

 !
ð2:9Þ

The potential dependence of Cd for various electrolyte concentrations is illustrated in

Figure 2.4. The minimum in the parabolic capacitance voltage curves corresponds to the

potential at which the charge at the OHP and the diffuse layer is effectively zero. In the

absence of specifically adsorbed ions, this potential is defined as the potential of zero charge

(pzc). The decrease in the Debye length with increasing concentration of the electrolyte

(Figure 2.3 and Table 2.1) manifests itself with the increase in Cd.

Considering that the total capacitance (CT) of the double layer can be defined as a series

combination of the Helmholtz and diffuse layer capacitances, it follows:

CT ¼ CdCH

Cd þCH

ð2:10Þ

According to Equation (2.10), the smallest capacitance will have the largest contribution to

CT. Figure 2.5 displays the total capacitance as a function of the potential across the interface

Table 2.1 The dependence of the Debye length on electrolyte concentration

C(aq)/(mol dm�3) Debye length for zþ:z� electrolyte/nm

1:1 1:2/2:1 2:2 1:3/3:1

10�1 1 0.6 0.5 0.4
10�2 3 1.8 1.5 1.2
10�3 10 5.6 4.8 3.9
10�4 30 18 15 12
10�5 100
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(Df) and aqueous electrolyte concentration. TakingCH¼ 20 mF cm�2, it can be seen that the
contribution of Cd is limited to potentials close to the pzc. The advantage of expressing the

potential distribution across the double layer in terms of the differential capacitance will

become clear when discussing experimental observations at mercury electrodes.

2.3.2 The Double Layer at the Hg/Electrolyte Interface

The relationship between surface charge, interfacial potential difference and electrolyte

composition can be experimentally investigated at the metal/electrolyte interface. Histori-

cally, the mercury electrode in aqueous electrolyte has been considered a model metal/

electrolyte system; the interface between the two liquids being atomically smooth and the

continual renewal of surface minimising contamination. Further, and perhaps most impor-

tantly, the mercury/aqueous electrolyte interface is ideally polarisable, i.e. charge carriers

are not transferred across the interface, over a wide range of potential differences. Hence,

electrochemical studies at this interface have been central to our current understanding of

the double layer.

The two-electrode assembly typically employed for studying the relationship between

surface charge and interfacial potential is shown in Figure 2.6, where fi is the potential of

phase i. The experimentally applied potential, E(fCu1�fCu2), is partitioned across all the

interfaces of the system:

E ¼ ðfCu1�fHgÞþ ðfHg�faqÞþ ðfaq�fs;refÞþ ðfs;ref�frefÞþ ðfref�fCu2Þ ð2:11Þ
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Careful experimental design ensures that as the applied potential is altered the potential drop

across the reference electrode remains constant and changes to both liquid junction

potentials and metal junction potentials are negligible. Hence, for the simple experimental

apparatus displayed in Figure 2.6 a change to the applied potential of magnitude DE
results in an equivalent change in the potential difference across the mercury/electrolyte

interface, i.e.,

DE ¼ DðfHg�faqÞ ¼ DHg
aq f ð2:12Þ

The surface charge at a particular applied potential can be obtained by measuring either the

surface tension of themercury drop or the integrated capacitance. For the droppingmercury

electrode system shown in Figure 2.6, the surface tension can be calculated from the time

required for a drop of maximum size to form, tmax. Immediately prior to the instant at which

the mercury drop detaches from the capillary the forces of gravity and surface tension are

equal, i.e.,

mHggtmax ¼ 2prcg ð2:13Þ

wheremHg is the mass flow rate of mercury, g is the standard acceleration of gravity, rc is the

radius of the capillary and g the mercury surface tension. g is related to the surface charge
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Figure 2.5 The total differential capacitance of the double layer as a function of the potential
difference across the interface for various concentrations of electrolyte in aqueous solution at
room temperature
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density of the metal, sm, by the Lippman equation:

sm ¼ � dg
dE

ð2:14Þ

which is derived by equating the work done charging the electrode, sdE, to the change in

surface free energy,�dg. As mentioned in the previous section, the derivative of the surface

charge with the applied potential corresponds to the total capacitance at the double layer

(CT). At the Hg/electrolyte interface, CT can be obtained with a high degree of accuracy

employing techniques such as electrochemical impedance spectroscopy at a hanging

mercury drop electrode (4). It follows that the relationship between surface tension, surface

charge and differential capacitance is:

� d2g
dE2

¼ dsm

dE
¼ CT ð2:15Þ

Equation (2.15) establishes that the interfacial charge can be estimated by integration of CT

over a potential range, taking the charge as zero at the minimum ofCt (pzc). In addition, the

surface tension will exhibit a maximum at the pzc.
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Figure 2.6 The dropping mercury electrode
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Figure 2.7 shows the potential dependence of the capacitance and surface tension at the

mercury electrode in the presence of various electrolyte solutions (3). The key points to note

from the experimental data are:

(a) at low electrolyte concentration the capacitance displays a minimum at the pzc,

(b) at high electrolyte concentrations or high potential CT shows minimal dependence

on potential,
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Figure 2.7 The differential capacitance (a) and surface tension (b) of the Hg electrode versus
applied potential for various electrolytes. (Reprinted with permission from Ref. (3)). Copyright
(1947) American Chemical Society
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(c) the surface tension goes through a maximum near the pzc

(d) at positive potentials with respect to the pzc the surface tension at a particular potential

varies with ion type.

These observations are essentially consistent with the SGC model of the potential

distribution across the electrochemical double layer. The sharp potential dependence of

the capacitance around the pzc at low concentrations of NaF indicates thatCd (Equation 2.9)

has the strongest contribution to CT. On the other hand, CH (Equation 2.2) dominates the

total capacitance far from the pzc and at high electrolyte concentrations. The main

qualitative differences between Figures 2.5 and 2.7a arises from a variety of aspects

including ion–ion interactions, interactions between the solvent molecules and the charged

surface and so forth (2,5). It can also be seen in Figure 2.7b that the maximum of the surface

tension is affected by the nature of the anion present. As mentioned in the next section, the

specific interaction of anions with the charged surface can significantly affect the potential

distribution across the interface.

2.3.3 Specific Adsorption

In Section 2.3.1, it was considered that the plane of closest approach of the solvated ions is

the OHP. However, some ions, as a result of favourable interactions with the surface, may

lose all or some of the molecules in the solvation shell and hence move towards the inner

Helmholtz plane (IHP). The IHP is formerly defined as the average distance of closest

approach of the specifically adsorbed ions.

It is generally considered that sodium and fluoride ions do not specifically adsorb at

the mercury electrode. This is consistent with the fact that the potential of minimum CT

(pzc) in Figure 2.7a is effectively independent of the concentration of NaF. In

Figure 2.7b, the limited dependence of g with type of electrolyte at negative potentials

indicates that the various cations do not exhibit a significant affinity to the mercury

surface. On the other hand, larger anions do exhibit specific adsorption at the Hg surface

at potentials positive to the pzc. The trends in Figure 2.7b show that the extent of specific

anion adsorption not only depends on the properties of the anion but also on the applied

potential. The thermodynamic relationships developed in Chapter 4 provide access to the

surface excess of the ionic species at a given electrode potential from the concentration

dependence of g.
A schematic of cation adsorption at a silica interface is shown in Figure 2.8. It is worth

noting that the adsorption of Al3þ ions is so favourable that overcompensation of the

surface charge occurs and even though the silica is negatively charged it is necessary for

the diffuse layer to contain an excess of negative ions. This charge overcompensation

phenomenon can be conveniently used for the fabrication of multilayered materials at the

nanoscale (6).

Two examples of the so-called electrostatic adsorption of charge colloids and polymers

are displayed in Figure 2.9. Silicon surfaces spontaneously form a thin oxide layer which is

negatively charged in aqueous solution at neutral pH (Figure 2.8). The exposure of the

surface to a solution containing poly-L-lysine promotes the electrostatic adsorption of the

polycation, generating a film less than 1 nm thick. Charge overcompensation self-limits

the growth of the thin polycationic film. Negatively charged colloidal Au nanoparticles can

be adsorbed on the poly-L-lysine film as shown in the scanning electron micrograph in
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Figure 2.9a. Electrostatic repulsion among the colloids ensures that the nanoparticles do not

aggregate at the surface, allowing the spontaneous adsorption of a single layer of

nanoparticles.

Two-dimensional films ofDNAcan be formed atmica surfaces in the presence ofMg2þ in

saline solutions, as shown in Figure 2.9b. The topographic image obtained with an atomic

force microscope (AFM) demonstrates that Mg2þ ions are able to overcompensate the

negative charges at the mica surface, allowing the adsorption of DNA.
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Figure 2.9 Assembly of charged colloids and polymers employing electrostatic forces at
charged surfaces. (a) Scanning electron micrograph of a 2D assembly of 20 nm Au nanopar-
ticles electrostatically adsorbed at a SiO2 surface modified with poly-L-lysine; (b) 2mm� 2mm
AFM image of plasmid DNA adsorbed on mica in the presence of Mg2þ ions
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2.3.4 Interparticle Forces

A Hg electrode has been considered for illustrating the ion distribution at the interface

between a charged phase and electrolyte. We now turn our attention back to charged

colloidal particles. At a charged colloid there will be a non-uniform distribution of counter-

ions; with specifically adsorbed ions, ions ‘stuck’ at the IHP and a diffuse layer in which

counter-ions are in excess. The fact that the ionic atmosphere counter balances the colloid

charge begs the question, ‘how does the charging of the particles infer stability on a colloidal

suspension?’ This issue will be discussed in detail in Chapter 3. Here we note that as the

particles approach each other repulsive interactions occur as their diffuse layers begin to

overlap. The distribution of ions in the diffuse layer depends on DOHP
aq f and the c(aq). This

suggests that it is these two parameters that must be measured and controlled in order to

formulate stable suspensions. The remainder of this chapter is concerned with methods of

approximating DOHP
aq f.

2.4 Electrokinetic Properties

So far in describing ion distribution at charged interfaces it has been assumed that both bulk

phases are static. As a result of the surface charge, interesting effects occur when one or both

of the bulk phases are set inmotion. The study of these phenomena is termed electrokinetics.

In an electrokinetic experiment either; the solid phase is static and the electrolyte flows, the

electrolyte is static and the solid moves or both phases are in motion. There are two

experimental strategies in electrokinetic experiments, either the motion is controlled and an

electrical property is measured, e.g. streaming current and streaming potential measure-

ment, or the electrical field is controlled and motion monitored, e.g. electro-osmotic,

electrophoretic and electrosonic experiments.

When discussing the relative motion of the two phases in electrokinetics it is useful to

define a shear plane, the effective location of the solid/liquid interface. Above, the ions

whose centre lies on the OHP were described as being ‘stuck’ to the interface. Under flow

conditions these ions remain in contact with the charged phase and the distance of the shear

plane from the phase boundary is an hydrated ion diameter, as shown in Figure 2.10. The

zeta potential, z, is the potential at the shear plane and may be experimentally determined

using electrokinetic methods. It is often assumed, even though the shear plane is at least an

hydrated ion diameter from the interface and the outer Helmholtz plane is an hydrated ion

radius, that z is equivalent to DOHP
aq f.

2.4.1 Electrolyte Flow

The Reynolds number,Re, for the flow of electrolyte, of density r and viscosity h, through a
capillary of radius a is given by the expression

Re ¼ 2rvma

h
ð2:16Þ

where vm is the mean flow rate. If Re is less than ca. 1000 laminar flow will occur. A

parabolic flow profile is established with the laminae in contact with thewalls having zero
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velocity and that at the centre the maximum velocity, as shown in Figure 2.11. If the

capillary walls are charged then whilst the ions at the OHP are stationary those in the

diffuse layer will flow. As the diffuse layer possesses a net charge this flow leads to a

streaming current. As the current is proportional to the charge of the diffuse layer, which

in turn depends on z, a study of the streaming current as a function of flow rate allows z to
be determined. To obtain expressions relating streaming current to flow rate the system

may be reduced to a single lamina of charge sd flowing at a distance 1/k from the

interface. Although it is possible to measure streaming currents it is more common to

monitor the streaming potential. The streaming potential is related to the streaming

current by Ohm’s law.

2.4.2 Streaming Potential Measurements

To measure a streaming potential the electrolyte is made to flow past the surface of interest,

as shown in Figure 2.12. The streaming potential is measured using polarisable electrodes

set perpendicular to the direction of flow. For materials of high dimension a capillary is
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Figure 2.11 Charge transport under laminar flow conditions
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Figure 2.10 An illustration of the shear plane
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formed and the solution pumped through the cell. For materials of low dimension, e.g.

powders and fibres, a cell consisting of porous electrodesmay be employed. In such cells the

streaming potential ES is:

ES ¼ ee0Dp
cðaqÞhL z ð2:17Þ

where Dp, the pressure across the cell, and h, the electrolyte viscosity, describe the

hydrodynamics and L, the molar conductivity of the solution, stems from application of

Ohm’s law.

2.4.3 Electro-osmosis

If flowing a solution through a capillary leads to a streaming current and a streaming

potential then applying a potential E across a capillary should lead to a flow of solution. The

phenomenon of solution flow when a potential is applied is termed electro-osmosis and is

now often employed to pump solutions in microfluidic systems (7). Two experiments that

employ electro-osmosis to determine the z potential of the surface of a capillary are show in

Figure 2.13. In dynamic electro-osmosis measurements, Figure 2.13a, a potential is applied

and the resultant solution flow monitored by measuring the velocity of the bubble. The z
potential is calculated using the expression:

z ¼ vb
a2b
a2c

ihL
ee0

ð2:18Þ

where vb is the bubble velocity, ab is the radius of the capillary containing the bubble, i is the

current and ac is the radius of the capillary across which the potential is applied. In

equilibrium electro-osmosis measurements, Figure 2.13b, the pressure required to stop the
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V
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Out
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V

Figure 2.12 Experimental apparatus for determining streaming potentials
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potential induced flow ismeasured. The electro-osmotic pressure is related to the z potential
by the expression:

z ¼ hrg
i

E2

1

8pee0L
ð2:19Þ

where r is the electrolyte density and g the standard acceleration of gravity.

2.4.4 Electrophoresis

In electrophoresis, the colloidal particles are the mobile phase and the electrolyte is

stationary. Hence, electrophoreticmethods are commonly employedwhen information on

the charge of colloidal particles is required. Conceptually it is a very simple technique;

optical methods are employed to monitor the velocity of the colloid particles, vp, in an

electric field. However, the fact that if thewalls of a cell are charged fluidwill flowwhen an

electric field is applied means that maintaining a stationary electrolyte layer is experi-

mentally challenging. This problem may be overcome by treating the walls of the

electrophoresis cell to prevent charging. Alternatively, a closed cell is employed and

the optical field is focused on particles in the stationary lamina, which is where the

potential-induced flow along the cell walls is cancelled by the reverse flow of solution

through the centre of the cell. The depth of the stationary solvent lamina is dependent on

cell geometry: for a cylindrical cell it is at 0.146d and for a rectangular cell 0.2d, where d is

the cell diameter or depth. Thevelocity of some colloid particlesmay bemeasured directly

under a microscope. However, techniques in which particle velocity is calculated by

determining the change in light scattering when the particles move in an electric field are

more commonly employed. Light scattering is discussed in detail in Chapter 12, here it is

considered only in relation to laser Doppler electrophoresis (LDE) and phase analysis

light scattering (PALS), techniques that may be employed to determine the velocity of

particles in electric fields.

V
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(a) (b)
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Figure 2.13 Experimental apparatus for determining the electro-osmotic pressure
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LDE (8) is based on the fact that when laser radiation of frequency n0 is scattered by a
particle that is moving in an electric field the frequency of the scattered light ns is

Doppler shifted. The magnitude of the Doppler shift dn is directly proportional to the

particles’ velocity in the direction of the scattering vector. Hence, for quasi-elastic

scattering:

dn ¼ 2nvp

l0
sin

u

2

� �
cos w ð2:20Þ

where n is the refractive index of the suspension medium, l0 is thewavelength of the laser,
u is the scattering angle andw is the angle between the direction of the electric field and the

scattering vector. To determine themagnitude of theDoppler shift, which even for a highly

charged mobile particle moving in a high electric field is only a few tens of Hz, the

scattered beam is added to a reference beam. A schematic of the apparatus employed in

LDE is displayed in Figure 2.14; note that the scattering vectorQ lies along the direction of

the electric field, i.e. the angle w is zero. The photocurrent measured at the detector has an

AC component at the beat frequency |n0�ns|, thus the Doppler shift may be determined

and the particle velocity calculated.

The maximum fields employed in LDE experiments are typically of the order of

10 V cm�1 and are square wave modulated at a frequency of 1 Hz. The form of the field is

limited by electrode polarisation and Joule heating of the suspensions. If the charge on

the colloidal particles is low then their velocity in the maximum applied electric field

electrode
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Scattered
light
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beam

Incident
beam

θ

2
_θQ

cell

Figure 2.14 A schematic of the principle features of the apparatus for laser Doppler
electrophoresis
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will be small and, given that the electric field can only be applied for short periods, the

Doppler shift in frequency may be immeasurable. Hence, when determining the velocity

of particles that exhibit low z potential (e.g. in solutions of high ionic strength,

suspensions in low polarity solvents or measurements near the isoelectric point), LDE

may not have the sensitivity required. Similarly, the application of LDE to studies of

highly viscous media is limited. To measure the velocity of slow-moving particles

PALS (9) was developed. PALS is closely related to LDE but uses a more sophisticated

method of comparing the reference and scattered beams and as a result can routinely

measure mobilities a 1000 times lower than the limit of the LDE technique. A PALS

experiment involves phase modulation of the reference beam and modulation of the

electric field. In a simplified PALS experiment the reference beam is phase modulated at

the frequency of the scattered beam in zero field. The phase shift between the scattered

and reference beams are compared. When no field is applied the phase shift will be

constant. When a field is applied the phase shift will change with time. Experimentally,

the relative phase shift, the difference between the phase shift at time t and the constant

phase shift in the absence of an electric field, is recorded as a function of time. The

relative phase shift can be determined with high accuracy as it may be measured over

a high number of cycles. Typically in a PALS experiment a sinusoidal field of frequency

in the range 5Hz–60Hz is applied to the sol and the relative phase shift monitored

(Figure 2.15). The amplitude of the sinusoidally modulated relative phase shift allows

the velocity of the particles to be determined. Corrections for the drift velocity of the

particles in zero field may be made. Using the PALS technique particle velocities
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Figure 2.15 The raw data obtained in a PALS experiment when the applied electric field is
modulated at a frequency of 10Hz

Charge in Colloidal Systems 41



equivalent to Doppler shifts as low as 0.001 Hz may be determined. Hence PALS is the

method of choice to determine the velocity of particles in systems where the z potential is
low or the viscosity is high.

To relate the velocity of the colloid particles to the electric field it is necessary to consider

all the forces acting. Themotion due to the electric field will be opposed by the viscous drag

on the particle, the viscous drag on the ionic atmosphere and the electrostatic force that

results from distortion of the diffuse layer. The relative importance of these forces depends

on the dimensionless quantity kawhich is the ratio of the radius of curvature of the particle
to the double layer thickness.Whenka is small (�1) the charged particlemay be treated as a

point charge and the Huckel equation

z ¼ vp

E

3h

2ee0
ð2:21Þ

relates the particle velocity to the z potential. Generally, theHuckel equation is only valid for
studies of particles suspended in non-aqueous media of low conductance. When ka is large
the particle–electrolyte interface may be treated as a flat sheet and the Smoluchowski

equation applies:

z ¼ vp

E

h

ee0
ð2:22Þ

2.4.5 Electroacoustic Technique

A final method of determining the z potential is to use electroacoustics (10). When a high

frequency, approximately 1MHz, AC field is applied to a colloidal sol both the particles and

the diffuse layer are set in motion. As the inertia of particles differs to that of the diffuse

layer, the velocity/field transfer function differs for the two components. Pressure waves

result and from measurements of the sound the z potential may be determined. A notable

advantage of the electroacoustic method is that it may be employed with optically dense

systems where light-scattering techniques are not applicable.
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Stability of Charge-stabilised
Colloids

John Eastman

Learning Science Ltd, Bristol, UK

3.1 Introduction

One of the important aspects of the study of colloidal dispersions is understanding their

stability so that we can manipulate the state of dispersions for particular applications.

Charge stabilisation is one means by which this can be achieved and we can manipulate

the stability through changes in the chemical environment such as salt concentration, ion

type and pH.

We must understand how this works both in quiescent systems and when external fields,

such as gravitational or shear fields, are present.

So what do we mean by stability? Well, this very much depends on the circumstances

which are being considered. We can define stability in colloidal systems either in terms of

their tendency to aggregate or in terms of their tendency to sediment under the action of

gravity.

In this chapter we will focus on the stability to aggregation and look at the factors which

control this stability. We will study this by considering the interaction between two

representative particles in the system. By considering what happens when two particles

come together (during aBrownian collision)we can predict the stability of thewhole system

by looking at the form of the colloidal pair potential.
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3.2 The Colloidal Pair Potential

The pair potential is the total potential energy of interaction between two colloidal particles

as the separation or distance between them is varied. Formally it is a free energy, and we

calculate it by simply summing the various components that we can identify.

The calculation is normally done for two particles in isolation, i.e. at infinite dilution. In a

concentrated system (a condensed phase), multi-body interactions should be accounted for,

and then we would refer to the potential of mean force. However, we get an adequate

estimation of the total potential in a concentrated system simply by the summation of the

interaction from the nearest neighbours.

It is this interaction energy that governs the stability of colloidal dispersions andwhichwe

effectively manipulate whenever we make a change to a formulation.

The components of the pair potential that we are most interested in for charged colloids

are those due to the attractive van derWaals forces and the repulsive force between similarly

charged particles.

3.2.1 Attractive Forces

Molecules with a permanent dipole will attract similar molecules as the dipoles align. They

will also induce a dipole in an adjacent neutral atom or molecule and cause an attraction.

This is relatively easy to understand; however, themotion of the electrons in any atom cause

rapidly fluctuating dipoles. This leads to the London dispersion interaction as the oscillating

dipoles become coupled. Even neutral atoms have a fluctuating dipole due to the motion

of the electrons around the nucleus. It is energetically more favourable for adjacent atoms

to be oscillating in unison. This is the interaction which we recognise from the non-ideal

behaviour of the inert gases.

This interaction is non-directional, so thatwhen large assemblies of atoms are considered,

different dipolar orientations do not cancel each other. Colloidal particles are of course large

assemblies of atoms and hence the van der Waals forces from the London dispersion

interaction act between particles to cause attraction.

The early calculations were due to Hamaker and de Boer (1). The route is to sum the

interaction of one atom in a particlewith each atom in the adjacent particle (Figure 3.1). That

interaction is then summed over all the atoms in the first particle.

The result is a long-range interaction – much longer range than the interaction between

two isolated atoms. The range of the interaction is comparable with the radii of colloidal

particles.

The attractive potential energy is directly proportional to a particle radius (a), a material

constant– theHamakerconstant (A) and is inverselyproportional todistanceof separation (h).

VA ¼ � A

12

1

xðxþ 2Þ þ
1

ðxþ 1Þ2 þ 2 ln
xðxþ 2Þ
ðxþ 1Þ2

" #
where x ¼ h

2a
ð3:1Þ

When the particle separation is small (h� 2a) this reduces to a simple form of

VA ¼ � Aa

12h
ð3:2Þ

and a full derivation is given in Chapter 16.
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TheHamaker constant is a function of both the electronic polarisability and the density of

the material. When particles are immersed in a medium the attraction between particles

is weakened as there is an attraction with the medium also. The combined or composite

Hamaker constant (A) can be estimated as the geometric mean of that of the particle

(Aparticle) and that of the medium (Amedium) with respect to their values in vacuum, and it is

this that should be used in the calculation of the attractive potential.

A ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Aparticle

p �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Amedium

p� �2

ð3:3Þ

Hamaker constants have values in the range of 10�20 J, and a selection of values are given
in Table 3.1.

3.2.2 Electrostatic Repulsion

Electrical repulsion is an important stabilisingmechanism for particles dispersed in aqueous

solutions or moderate polarity liquids such as ethylene glycol.

The diffuse part of the electrical double layer extends in solution over distances

characterised by the Debye length (1/k). In practice we use the experimentally accessible

Figure 3.1 London forces between atoms in two adjacent colloidal particles

Table 3.1 Hamaker constants for various materials

Particles Hamaker
constant (J/10�20)

Media Hamaker
constant (J/10�20)

poly(tetrafluorethylene) 3.8 water 3.7
poly(methyl methacrylate) 7.1 pentane 3.8
poly(styrene) 7.8 ethanol 4.2
silica (fused) 6.5 decane 4.8
titanium dioxide 19.5 hexadecane 5.1
metals (Au, Ag, Pt, etc.) �40 cyclohexane 5.2
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zeta potential (see Section 3.3.3) as a measure of the electrical potential at the Stern layer.

The rate of decay of this potential is governed by the reciprocal of the Debye length and is

commonly referred to as the double layer thickness. This defines the extent to which the

ionic atmosphere, which is different from the bulk ionic medium, extends from the particle

surface (see Table 3.2 and Table 2.1).

When two particles approach each other, the ionic atmospheres overlap (Figure 3.2) and

the local ion concentration midway between the particles can be estimated by summing the

contributions from each particle. The difference in this local mid-point ion concentration

and that in the bulk results in an osmotic pressure acting to force the particles apart.

Integration of this force with respect to distance gives us the energy.

When two charged particles come together there are two extreme cases which we can

envisage. If the ion adsorption equilibrium is maintained then either the surface charge

remains constant and the surface potential compensates (constant charge) or the surface

potential remains constant and the surface charge density changes to compensate (constant

potential). Hogg, Healy and Fuerstenau (2) derived expressions which enable us to calculate

the interaction between non-identical spheres under both constant charge and constant

Figure 3.2 The overlap of electrical double layers on adjacent particles

Table 3.2 The extent of the double layer thickness as a function
of electrolyte concentration

NaCl concentration Double layer thickness

30mM 2nm
10mM 3nm
1mM 10nm
0.1mM 30nm
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potential conditions.

V
c
R ¼ a1a2ðc2

01
þc2

02
Þ

4ða1 þ a2Þ
2c01

c02

c2
01
þc2

02

ln
1þ exp ð�khÞ
1� exp ð�khÞ

� �
þ ln ð1þ expð�2khÞÞ

" #
ð3:4Þ

Vs
R ¼ a1a2ðc2

01
þc2

02
Þ

4ða1 þ a2Þ
2c01

c02

c2
01
þc2

02

ln
1þ exp ð�khÞ
1� exp ð�khÞ

� �
þ ln ð1�exp ð�2khÞÞ

" #
ð3:5Þ

These reduce to the basic expressions:

V
c
R ¼ «ac2

0

2
ln ð1þ exp ð�khÞÞ ð3:6Þ

Vs
R ¼ «ac2

0

2
ln ð1�exp ð�khÞÞ ð3:7Þ

for the interaction between identical particles with a radius a. The expressions are valid in

the regime where ka, the product of the Debye constant and the particle radius, is greater

than 10.

For conditions where ka is less than 3 the general expression is

VR ¼ 2p«ac2
dexp ð�khÞ ð3:8Þ

3.2.3 Effect of Particle Concentration

Whenever we add charged colloidal particles to a liquid we do two things:

. add counter-ions with each particle

. reduce the solution volume available to the ions.

Both of these factors become important as the particle concentration increases and when the

background electrolyte concentration is low. We can expand the expression for k from

Chapter 2 (Equation 2.6) to take account of these extra effects. The expanded expression is:

k2 ¼ e2z2

«kBT

2n0 þ 3sdf

ae
1�f

ð3:9Þ

where z is the counter-ion valency, n0 the concentration of counter-ions in solution (added

electrolyte), a is the particle radius and e is the formal charge on an electron.

We recognise the first part of the expression from Equation (2.6), but now we have the

expression 3sdf
ae

which takes into account the counter-ions which are carried by the particle

through the surface charge densitysd.We can see that this expression becomes important when

the particles are small and the volume fraction f and surface charge density are high. The

denominator of (1�f) takes into account thevolume taken upby the particles in the dispersion.

This effect is only important when the background electrolyte levels are low and where

we have high concentrations of small highly charged particles. We can see the effect in
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Figure 3.3, which shows the effect for different background electrolytes as a function

of particle volume fraction for 85 nm radius particles with a surface charge density of

0.15mC cm�2.

3.2.4 Total Potential

The linear addition of the electrostatic and dispersion potentials is the basis of the DLVO

theory for colloid stability (3, 4). When we add the attractive potential to the repulsive

electrostatic potential we have the typical curve for charge-stabilised colloidal particles.

VT ¼ VA þVR ð3:10Þ
This curve has a number of interesting and important features. The shape of the curve is

the consequence of the addition of the exponential decay of the repulsive term and the more

steeply decaying one-over-distance relationship of the attractive term.

This linear superposition leads to a maximum in the curve, as seen in Figure 3.4, and is

known as the primary maximum. It is this maximum in the pair potential which provides

the mechanism for stability of charged colloidal particles. It creates an effective activation

energy for aggregation. As two particles come together they must collide with sufficient

energy to overcome the barrier provided by the primary maximum.

It is important to realise that this barrier to aggregation only provides kinetic stability to

a dispersion. The thermodynamic drive is towards an aggregated, phase-separated state.We

can say that the larger the barrier the longer the system will remain stable.

Note that the potential is plotted in units of kBT. These thermal energy units help us relate

the height of the maximum with the energy of a Brownian collision, which will be of the

order of 1.5 kBT.
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Figure 3.3 The effect of the counter-ions associated with the particle surface on the Debye
length, 1/k
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Therefore, in order to pose a suitable barrier to aggregation this primary maximum must

be at least 1.5 kBT. In practice we need to manipulate the system so that the primary

maximum is at least 20 kBT in order to achieve a level of stability which can be relied upon

over an extended period of time.

3.3 Criteria for Stability

We need to define how the various factors that we put into our systems affect the stability so

that we can define threshold values.

We need to consider:

. the effect of ion type and concentration

. the value of the zeta potential

. the effect of particle size.

3.3.1 Salt Concentration

The example given in Figure 3.5 shows the curve for titanium dioxide particles of 100 nm

radius and with a zeta potential of�50mVat different concentrations of sodium chloride.
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Figure 3.4 Examples of a total interaction potential curve for two charge-stabilised systems
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The points to note are that:

. in each case there is a steep rise to the primary maximum at small separations

. at larger separations there is a long repulsive tail, most notable at lower electrolyte

concentrations
. the range of the tail reduces as the electrolyte concentration increases (in line with the

decrease in the Debye length)
. the height of the maximum decreases with increasing electrolyte concentration.
. at some point (in this case around 10�2M NaCl) a significant energy minimum develops

since the van der Waals dispersion term is insensitive to the electrolyte changes; the

attractive minimum is known as the secondary minimum
. as the primarymaximum falls to just a few kBT, a significant fraction of colliding particles

will collide with at least that energy and stick
. as the primary maximum falls to below zero (above 3� 10�2M NaCl in this case), all

collisions will lead to aggregation as there is no barrier.

3.3.2 Counter-ion Valency

The counter-ions are the dominant ions in the Stern and diffuse layers and hence the stability

is more sensitive to the counter-ion type than the co-ion type. The valency of the counter-

ions is in fact of major importance in determining the stability of charged colloids.
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Figure 3.5 The effect of salt concentration on the shape of the total interaction potential curve
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We can estimate a critical coagulation concentration (c.c.c.) from the pair potential

exercise by taking the condition that when there is no primary maximum barrier the inter-

particle force is also zero and so the coagulation of the particles will be diffusion controlled

(all collisions result in coagulation).

Early observations noted a 6th power dependence of z on the c.c.c., and this was

formalised in the Shultz–Hardy rule (5–7).

c:c:c: / 1

zn
ð3:11Þ

. n¼ 6 for high potentials (unusual for coagulation due to ion adsorption)

. n¼ 2 for low potentials (the more common occurrence).

With many systems the adsorption of ions and resultant decrease in the Stern potential and

hence zeta potential (see also Chapter 2.2) results in a power less than 6; however, a trivalent

counter-ion such as Al3þ is 6 times as effective a coagulant as Naþ.
Figure 3.6 shows some experimentally determined values of the c.c.c. for two types of

dispersions. Both systems show the marked sensitivity to the counter-ion valency predicted

by the Shultz–Hardy rule. The more dense AgI particles have a higher Hamaker constant

than the polystyrene and hence are more easily aggregated and have lower values of the

c.c.c. at each valency of the counter-ion. The line plotted shows the expected 6th power

dependence.
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Figure 3.6 Critical coagulation concentrations for two different colloidal systems using three
different electrolytes

Stability of Charge-stabilised Colloids 53



It is important to note that the pH of the systems containing the tri-valent ion was held at

pH¼ 4. It is common for tri-valent ions such as Al3þ, Fe3þ and L3þ to form large hydrated

complexes with higher valencies than 3, at pH values greater than 4. Hence at pH 7 or 8,

aluminium chloride is an even more effective coagulant than at pH 3 or 4.

3.3.3 Zeta Potential

The zeta potential is a characteristic that is often experimentally accessible.We can expect it

to be close to the value of the Stern potential and hence it is often used in the calculation

of the pair potential. It may be possible to determine the surface charge density through

a titration procedure and to then calculate the Stern potential, but this is experimentally

laborious.

In the expression for the electrostatic repulsion the surface potential appears as the square,

and so it is a key parameter in estimating the primary maximum.

VR ¼ 2p«ac2
d exp ð�khÞ ð3:12Þ

In the example given in Figure 3.7 for polymer latex particles in 1mM NaCl, we need a

value in excess of 20mV to produce a stable dispersion.

When the zeta potential is�25mV the value of Vmax is�40 kBT. When we double that to

�50mVwe can see that Vmax� 160 kBT. So as expected, since VR is related to the square of

the zeta potential, a doubling of the zeta potential leads to a quadrupling of the value ofVmax.

In this example, when the zeta potential reduces to less than�20mV the value of Vmax

drops below 20 kBT and significant aggregation will occur.

3.3.4 Particle Size

Both the attractive and repulsive contributions are proportional to the particle radius. At

small sizes the value ofVT is directly proportional to the particle size. However, at large sizes

the value of VT has a more complicated variation.
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Figure 3.7 The effect of zeta potential on the shape of the total interaction potential curve for
a polystyrene latex: from the bottom to top the zeta potentials are�20mV,�25mV,�50mV
and�80mV
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In all cases a larger particle radius leads to a higher energy barrier, in other words

electrostatic stability increases with increasing particle radius (all other factors remaining

constant). For small particle sizes (G100 nm radius) the primary maximum is directly

proportional to the radius. However, the relationship breaks down at larger sizes and the

height of the primary maximum increases at a lower rate.

The shape of the curve of the attractive interaction is the important point here. Another

feature of this is that for particles with large radii, the attraction often dominates again at

long range giving rise to a secondary minimum at distances of the order of 5–10 nm. This

attraction is manifest as weak but reversible aggregation.

We can make a distinction here between two types of aggregation. Coagulation is the

rapid aggregation that happens in the absence of a primary maximum and leads to a strong

irreversible aggregated structure. Flocculation is a reversible aggregation that occurs in a

secondaryminimum as described. Flocculation is reversible on the addition of energy to the

system, usually the application of a shear field by shaking, stirring or other mechanical

process.

3.4 Kinetics of Coagulation

The rate of coagulation is used either directly or indirectly to determine the c.c.c. For

example if the rate is monitored, we find that it increases as the electrolyte concentration is

increased until it reaches a plateau value. If we just add particles to different electrolyte

solutions in a series of tubes, then we can check for the onset of aggregation after a fixed

time. Thismay be 5minutes, or wemay choose a little longer, but it is still the faster rate that

we notice.

Aswe have already established that electrostatically stabilised dispersions are kinetically

stable and not thermodynamically stable, the key factor is the kinetics. If the rate is so slow

that we don’t detect a significant change during our period of use, wewould consider that to

be adequately stable.

3.4.1 Diffusion-limited Rapid Coagulation

Jp ¼ D . 4pr2 .
dN

dr
ð3:13Þ

Recall that the diffusion constant is in terms of the flux through a unit area per second (Jp).

We can calculate the flow through a spherical surface around a reference particle

(Figure 3.8). This gives us a differential equation that is easily solved to give the number

of collisions with that reference particle. Of course each particle is itself such a particle and

so the total number of collisions is just that for one particle multiplied by the total particle

number. We must divide by 2 as particle A colliding with particle B is the same collision as

particle B colliding with particle A.

We can allow for the fact that all particles are in motion by using the sum of the diffusion

constants of the two colliding particles. As we are assuming them all to be the same size, we

multiply by 2. As each collision results in coagulation the coagulation rate is simply the

collision rate.
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Wemay write the rate constant in terms of the diffusion constant and the particle radius.

The diffusion constant is:

kD ¼ 8pDa ð3:14Þ

and the half-life is

t1=2 ¼
3h

4kBTNp

ð3:15Þ

where h is the viscosity. We may write the half-life for the second-order reaction in terms

of the reciprocal of the particle number. The graph in Figure 3.9 shows how the half-life

decreases with size and concentration. (For a givenvolume fraction the number increases as

the size decreases.)

3.4.2 Interaction-limited Coagulation

When there is an energy barrier to prevent the particles coming together the rate is slowed,

as only a fraction of the particles collide with sufficient energy to exceed the height of the

barrier and stick. This is known as reaction-limited aggregation with a rate constant kR in

contrast to the diffusion-limited rate constant kD.

Fuchs (8) defined the stability ratio,W, as the ratio of the rate constants so that the higher

the stability ratio the slower the rate.

W ¼ kD

kR
ð3:16Þ

To a good approximation the reaction-limited diffusion rate constant is proportional to the

Boltzmann factor which gives the fraction of particles at any instant with energy in excess of

the primarymaximum. The rate of aggregation drops rapidly with the increase in the energy

barrier, so that 10 to 20 kBT gives us reasonable kinetic stability.

Figure 3.8 Theoretical spherical surface of influence surrounding a reference particle
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Overbeek (4) has shown that a reasonable approximation to the stability ratio is obtained

using the value of the primary maximum.

W ¼ 1

2ka
exp

Vmax

kBT

� �
ð3:17Þ

from which we can show that

kR � 16pkDa2 exp
�Vmax

kBT

� �
ð3:18Þ

3.4.3 Experimental Determination of c.c.c.

The critical coagulation concentration (c.c.c.) is the salt concentration at which there is a

change from aggregation which is limited by the presence of a primary maximum to

aggregation which has no barrier. At this point there is a distinct change in the coagulation

rate. Measurement of the coagulation rate can be made in two ways:

. directly – measuring the number of particles as a function of time by particle counting

(best for large particles)
. indirectly – by light scattering (best for small particles).

In each casewe are observing the change in the number of aggregateswith time. This tells us

about the loss of primary particles from the system.

φ
1.010.0100.0

H
al

f l
ife

 in
 s

ec
on

ds
 fo

r 
co

ag
ul

at
io

n
102

100

10–2

10–4

10–6

a = 20 nm

a = 100 nm

a = 500 nm

a = 1000 nm
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The simplest experiment is to make up a series of tubes with different electrolyte

concentrations and observe at which concentration aggregation becomes apparent after, say,

5 or 10minutes. It can be quantified if the tubes are lightly centrifuged and a spectropho-

tometer is used to measure the percent transmission of the supernatant as a measure of the

number of particles in suspension.

More precise determination can be made if the rate of aggregation itself is measured.

At higher electrolyte concentrations the rate increases to the plateau value (as seen in

Figure 3.10), representing the fast or diffusion-limited rate.

Note that the analysis of the rate constant in terms of the diffusion of single particles is

strictly the initial rate. As we progress into the coagulation process the particle number

changes and the mechanism changes to one where the large, much less mobile aggregates

get larger by adding singlets. Accurately describing the rates can then be quite complex.

3.5 Conclusions

In this chapter we have explored the basic theory surrounding the stability of systems

containing charged colloidal particles. The balance between the van der Waals interaction

and the repulsion between the electrical double layers surrounding charged particles can be

controlled to provide an energetic barrier to the coagulation of particles.

We have seen that charge stabilisation can only be effective where significant surface

charge can be achieved and so is normally limited to systems in polar solvents.

The stability achieved is only a kinetic stability to coagulation and in the absence of

any other stabilising mechanism these systems will eventually coagulate. However, in the

stability ratio we have a method for evaluating the rate of coagulation compared with the

theoretical rate when there is no barrier to aggregation.
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Figure 3.10 Rate of coagulation against salt concentration indicating the critical coagulation
concentration (c.c.c.)
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4

Surfactant Aggregation and
Adsorption at Interfaces

Julian Eastoe

School of Chemistry, University of Bristol, UK

4.1 Introduction

A major group of colloidal systems, also classified as lyophilic, is that of the so-called

association colloids (1). These are aggregates of amphiphilic (both oil and water-loving’)

molecules that associate in a dynamic and thermodynamically driven process that may be

simultaneously a molecular solution and a true colloidal system. Such molecules are

commonly termed surfactants’, a contraction of the term surface-active agents. Surfactants

are an important and versatile class of chemicals. Due to their dual nature, they are

associated with many useful interfacial phenomena, e.g. wetting, and as such are found in

many diverse industrial products and processes.

4.2 Characteristic Features of Surfactants

Surface-active agents are organic molecules that, when dissolved in a solvent at low

concentration, have the ability to adsorb (or locate) at interfaces, thereby altering signifi-

cantly the physical properties of those interfaces. The term interface’ is commonly

employed here to describe the boundary in liquid/liquid, solid/liquid and gas/liquid systems,

although in the latter case the term ‘surface’ can also be used. This adsorption behaviour can
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be attributed to the solvent nature and to a chemical structure for surfactants that combines

both a polar and a non-polar (amphiphilic) group into a single molecule. To accommodate

for their dual nature, amphiphiles therefore sit’ at interfaces so that their lyophobic moiety

keeps away from strong solvent interactions while the lyophilic part remains in solution.

Since water is the most common solvent, and is the liquid of most academic and industrial

interest, amphiphiles will be described with regard to their hydrophilic and hydrophobic

moieties, or ‘head’ and ‘tail’ respectively.

Adsorption is associated with significant energetic changes since the free energy of a

surfactant molecule located at the interface is lower than that of a molecule solubilised in

either bulk phase. Accumulation of amphiphiles at the interface (liquid/liquid or gas/liquid)

is therefore a spontaneous process and results in a decrease of the interfacial (surface)

tension. However, such a definition applies to many substances: medium- or long-chain

alcohols are surface active (e.g. n-hexanol, dodecanol) but these are not considered as

surfactants. True surfactants are distinguished by an ability to form oriented monolayers at

the interface (here air/water or oil/water) and, most importantly, self-assembly structures

(micelles, vesicles) in bulk phases. They also stand out from the more general class of

surface-active agents owing to emulsification, dispersion, wetting, foaming or detergency

properties.

Both adsorption and aggregation phenomena result from the hydrophobic effect (2); i.e.

the expulsion of surfactant tails from water. Basically this originates from water–water

intermolecular interactions being stronger than those between water–tail. Finally, another

characteristic of surfactants, when their aqueous concentration exceeds approximately

40%, is an ability to form liquid crystalline phases (or lyotropic mesophases). These

systems consist of extended aggregation of surfactant molecules into large organised

structures.

Owing to such a versatile phase behaviour and diversity in colloidal structures, surfac-

tants find application in many industrial processes, essentially where high surface areas,

modification of the interfacial activity or stability of colloidal systems are required. The

variety of surfactants and the synergism offered by mixed-surfactant systems (3) also

explains the ever-growing interest in fundamental studies and practical applications. Listing

the various physical properties and associated uses of surfactants is beyond the scope of this

chapter. However, a few relevant examples are presented in the following section, giving an

idea of their widespread industrial use.

4.3 Classification and Applications of Surfactants

4.3.1 Types of Surfactants

Numerous variations are possible within the structure of both the head and tail group of

surfactants. The head group can be charged or neutral, small and compact in size, or a

polymeric chain.The tail group is usually a single or double, straight or branchedhydrocarbon

chain, butmay also be a fluorocarbon, or a siloxane, or contain aromatic group(s). Commonly

encountered hydrophilic and hydrophobic groups are listed in Tables 4.1 and 4.2 respectively.

Since the hydrophilic part normally achieves its solubility either by ionic interactions or

by hydrogen bonding, the simplest classification is based on surfactant head group type,
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with further subgroups according to the nature of the lyophobic moiety. Four basic classes

therefore emerge as:

. the anionics and cationics, which dissociate in water into two oppositely charged species

(the surfactant ion and its counter-ion)
. the non-ionics, which include a highly polar (non-charged) moiety, such as poly(ethylene

oxide) (--OCH2CH2O--) or polyol groups
. the zwitterionics (or amphoterics), which combine both a positive and a negative group.

Table 4.1 Common hydrophilic groups found in commercially available surfactants

Class General structure

Sulfonate R--SO3� Mþ

Sulfate R--OSO3� Mþ

Carboxylate R--COO�Mþ

Phosphate R--OSO3� Mþ

Ammonium RxHyN
þX� (x¼ 1-3, y¼ 4-x)

Quaternary ammonium R4N
þX�

Betaines RNþ(CH3)2CH2COO�

Sulfobetaines RNþ(CH3)2CH2CH2 SO3�

Polyoxyethylene (POE) R--OCH2CH2(OCH2CH2)nOH

Polyols Sucrose, sorbitan, glycerol, ethylene glycol, etc

Polypeptide R--NH--CHR--CO--NH--CHR0--CO--. . .--CO2H

Polyglycidyl R--(OCH2CH[CH2OH]CH2)n--. . .--OCH2CH[CH2OH]CH2OH

Table 4.2 Common hydrophobic groups used in commercially available surfactants

Group General structure

Alkyls CH3(CH2)n n¼ 12–18

Olefins CH3(CH2)nCH¼CH2 n¼ 7–17

Alkylbenzenes CH3(CH2)nCH2
n¼ 6–10, linear or branched

Alkylaromatics

R
R

CH3(CH2)nCH3

n¼ 1–2 for water soluble,
n¼ 8 or 9 for oil soluble surfactants

Alkylphenols OHCH3(CH2)nCH2
n¼ 6–10, linear or branched

Polyoxypropylene CH3CHCH2O(CHCH2)n

CH3X

n¼ degree of oligomerisation,
X¼ oligomerisation initiator

Fluorocarbons CF3(CF2)nCOOH n¼ 4–8, linear or branched,
or H-terminated

Silicones

CH3

CH3O(Si O)nCH3

CH3
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With the continuous search for improving surfactant properties, new structures have recently

emerged that exhibit interesting synergistic interactionsorenhancedsurfaceandaggregation

properties.These novel surfactants have attractedmuch interest, and include the catanionics,

bolaforms, gemini (or dimeric) surfactants, polymeric and polymerisable surfactants (4, 5).

Characteristics and typical examples are shown inTable4.3.Another important driving force

for this research is the need for enhanced surfactant biodegradability. In particular, for

personal care products and household detergents, regulations (6) require high biodegrad-

ability and non-toxicity of each component present in the formulation.

A typical example of a double-chain surfactant is sodium bis(2-ethylhexyl)sulfosucci-

nate, often referred to by its American Cyanamid trade name Aerosol-OT, or AOT. Its

chemical structure is illustrated in Figure 4.1, along with other typical double-chain

compounds within the four basic surfactant classes.

4.3.2 Surfactant Uses and Development

Surfactants may be from natural or synthetic sources. The first category includes naturally

occurring amphiphiles such as the lipids, which are surfactants based on glycerol and are

vital components of the cell membrane. Also in this group are the so-called soaps’, the first

recognised surfactants (7). These can be traced back to Egyptian times; by combining

animal and vegetable oils with alkaline salts a soap-like material was formed, and this was

used for treating skin diseases, as well as for washing. Soaps remained the only source of

natural detergents from the 7th till the early 20th century, with gradually more varieties

becoming available for shaving and shampooing, as well as bathing and laundering.

In 1916, in response to a World War I-related shortage of fats for making soap, the first

Table 4.3 Structural features and examples of new surfactant classes

Classes Structural characteristics Example

Catanionic Equimolar mixture of cationic
and anionic surfactants (no
inorganic counterion)

n-dodecyltrimethylammonium n-dodecyl
sulfate (DTADS)
C12H25 (CH3)3 N

þ�O4S C12H25

Bolaform Two charged headgroups
connected by a long linear
polymethylene chain

Hexadecanediyl-1,16-bis(trimethyl
ammonium bromide)
Br� (CH3)3 N

þ– (CH2)16– Nþ(CH3)3 Br�

Gemini (or
dimeric)

Two identical surfactants
connected by a spacer close
to or at the level of the
headgroup

Propane-1,3-bis(dodecyldimethyl
ammonium bromide)
C3H6 -1,3-bis[(CH3)2 N

þ C12H25 Br
�]

Polymeric Polymer with surface active
properties

Copolymer of isobutylene and succinic
anhydride

n

CH3

CH3

CH3

CH2 CH2CH

CH2

COOH

N
H

CH2CH2OHC

O

Polymerisable Surfactant that can undergo
homo-polymerisation or
copolymerisation with other
components of the system

11-(acryloyloxy)undecyltrimethyl ammonium
bromide

O N
CH3

O

CH3

CH3

+ Br
-
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synthetic detergent was developed inGermany. Known today simply as detergents, synthetic

detergents are washing and cleaning products obtained from a variety of raw materials.

Nowadays, synthetic surfactants are essential components in many industrial processes

and formulations (8–10). Depending on the precise chemical nature of the product, the

properties of, for example, emulsification, detergency and foaming may be exhibited in

varying degree. The number and arrangement of the hydrocarbon groups together with the

nature and position of the hydrophilic groups combine to determine the surface-active

propertiesof themolecule.ForexampleC12 toC20 isgenerally regardedas the rangecovering

optimumdetergency,whilstwettingandfoamingarebestachievedwithshorterchainlengths.

Structure–performance relationships and chemical compatibility are therefore key elements

in surfactant-based formulations, so that much research is devoted to this area.

Amongst thedifferentclassesofsurfactants,anionicsareoftenusedinapplications,mainly

becauseof theeaseandlowcostofmanufacture.Theycontainnegativelychargedheadgroup,

e.g. carboxylates (--CO2
�), used in soaps, sulfate (--OSO3

�), and sulfonates (--SO3
�) groups.

Their main applications are in detergency, personal care products, emulsifiers and soaps.

Cationics have positively charged head groups, e.g. trimethylammonium ion

(--N(CH3)3
þ) – and aremainly involved in applications related to their absorption at surfaces.

These are generally negatively charged (e.g. metal, plastics, minerals, fibres, hairs and cell

membranes) so that they can be modified upon treatment with cationic surfactants. They are

therefore used as anticorrosion and antistatic agents, flotation collectors, fabric softeners, hair

conditioners and bactericides.

Non-ionic: di(hexyl)
glucamide

(di-(C6-Glu))

Zwitterionic: di-
hexylphosphatidylcholine

((diC6)PC)

Cationic: n-
didodecyldimethylammonium

bromide (DD AB)

Anionic: Sodium bis(2-
ethylhexyl)

sulfosuccinate (Aerosol-OT or 
AOT)

Figure 4.1 Chemical structure of typical double-chain surfactants
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Non-ionics contain groups with a strong affinity for water due to strong dipole–dipole

interactions arising from hydrogen bonding, e.g. ethoxylates (--(OCH2CH2)mOH). One

advantage over ionics is that the length of both the hydrophilic and hydrophobic groups can

be varied to obtain maximum efficiency in use. They find applications in low-temperature

detergents and emulsifiers.

Zwitterionics constitute the smallest surfactant class due to their high cost of manufac-

ture. They are characterised by excellent dermatological properties and skin compatibility.

Because of their low eye and skin irritation, common uses are in shampoos and cosmetics.

4.4 Adsorption of Surfactants at Interfaces

4.4.1 Surface Tension and Surface Activity

Due to the different environment of molecules located at an interface compared to those

from either bulk phase, an interface is associated with a surface free energy. At the air–water

surface for example, water molecules are subjected to unequal short-range attraction forces

and, thus, undergo a net inward pull to the bulk phase. Minimisation of the contact area with

the gas phase is therefore a spontaneous process, explainingwhy drops and bubbles are round.

The surface free energy per unit area, defined as the surface tension (g0), is then the minimum

amount of work (Wmin) required to create new unit area of that interface (DA), so Wmin¼
g0�DA. Another, but less intuitive, definition of surface tension is given as the force acting
normal to the liquid–gas interface per unit length of the resulting thin film on the surface.

A surface-active agent is therefore a substance that at low concentrations adsorbs, thereby

changing the amount of work required to expand that interface. In particular, surfactants can

significantly reduce interfacial tension due to their dual chemical nature. Considering the

air–water boundary, the force driving adsorption is unfavourable hydrophobic interactions

within the bulk phase. There, water molecules interact with one another through hydrogen

bonding, so the presence of hydrocarbon groups in dissolved amphiphilic molecules causes

distortion of this solvent structure apparently increasing the free energy of the system. This

is known as the hydrophobic effect (11). Lesswork is required to bring a surfactantmolecule

to the surface than a water molecule, so that migration of the surfactant to the surface is a

spontaneous process. At the gas–liquid interface, the result is the creation of new unit area of

surface and the formation of an oriented surfactant monolayer with the hydrophobic tails

pointing out of, and the head group inside, thewater phase. The balance against the tendency

of the surface to contract under normal surface tension forces causes an increase in the

surface (or expanding) pressure p, and therefore a decrease in surface tension g of the

solution. The surface pressure is defined as p¼ g0� g, where g0 is the surface tension of a

clean air–water surface.

Depending on the surfactant molecular structure, adsorption takes place over various

concentration ranges and rates, but typically, above a well-defined concentration – the

critical micelle concentration (CMC) – micellisation or aggregation takes place. At the

CMC, the interface is at (near) maximum coverage and to minimise further free energy,

molecules begin to aggregate in the bulk phase. Above the CMC, the system then consists of

an adsorbed monomolecular layer, free monomers and micellised surfactant in the bulk,

with all these three states in equilibrium. The structure and formation of micelles will be

briefly described in Section 4.6. Below the CMC, adsorption is a dynamic equilibrium with
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surfactant molecules perpetually arriving at, and leaving, the surface. Nevertheless, a time-

averaged value for the surface concentration can be defined and quantified either directly or

indirectly using thermodynamic equations (see Section 4.4.2).

Dynamic surface tension– asopposed to the equilibriumquantity– is an important property

of surfactant systems as it governs many important industrial and biological applications

(12–15). Examples are printing and coating processeswhere an equilibrium surface tension is

never attained, and a new area of interface is continuously formed. In any surfactant solution,

the equilibriumsurface tension is not achieved instantaneously and surfactantmoleculesmust

first diffuse from the bulk to the surface, then adsorb, whilst also achieving the correct

orientation. Therefore, a freshly formed interface of a surfactant solution has a surface tension

very close to that of the solvent, and this dynamic surface tensionwill thendecay over a certain

period of time to the equilibrium value. This relaxation can range from milliseconds to days

depending on the surfactant type and concentration. In order to control this dynamic

behaviour, it is necessary to understand the main processes governing transport of surfactant

molecules from the bulk to the interface. This area of research therefore attracts much

attention and recent developments can be found in the references (16–18). However, in the

present chapter equilibrium surface tension will now be considered.

4.4.2 Surface Excess and Thermodynamics of Adsorption

Following on the formation of an oriented surfactant monolayer, a fundamental associated

physical quantity is the surface excess. This is defined as the concentration of surfactant

molecules in a surface plane, relative to that at a similar plane in the bulk. A common

thermodynamic treatment of the variation of surface tension with composition has been

derived by Gibbs (19).

An important approximation associated with this Gibbs adsorption equation is the ‘exact’

location of the interface. Consider a surfactant aqueous phase a in equilibriumwith vapour b.
The interface is a regionof indeterminate thickness t acrosswhich the properties of the system
vary from values specific to phase a to those characteristic of b. Since properties within this
real interface cannot be well defined, a convenient assumption is to consider a mathematical

plane,with zero thickness, so that the properties of a andb apply right up to that dividingplane
positioned at some specific value X. Figure 4.2 illustrates this idealised system.

In the definition of the Gibbs dividing surface XX0 is arbitrarily chosen so that the surface
excess adsorption of the solvent is zero. Then the surface excess concentration of component

i is given by

Gs
i ¼ nsi

A
ð4:1Þ

whereA is the interfacial area. The term nsi is the amount of component i in the surface phase

s over and above that which would have been in the phase s if the bulk phases a and b had

extended to the surface XX0, without any change of composition. Gs
i may be positive or

negative, and its magnitude clearly depends on the location of XX0.
Now consider the internal energy U of the total system consisting of the bulk phases a

and b:
U ¼ Ua þUb þUs

Ua ¼ TSa �PVa þP
imin

a
i

Ub ¼ TSb �PVb þP
imin

b
i

ð4:2Þ
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The corresponding expression for the thermodynamic energy of the interfacial regions is

Us ¼ TSs þ gAþ
X

i
min

s
i ð4:3Þ

For any infinitesimal change in T, S, A, m, n, differentiation of Equation (4.3) gives

dUs ¼ TdSs þ SsdT þ gdAþAdgþ
X

i
midn

s
i þ

X
i
nsi dmi ð4:4Þ

For a small, isobaric, isothermal, reversible change the differential total internal energy in

any bulk phase is

dU ¼ TdS�PdV þ
X

i
midni ð4:5Þ
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Figure 4.2 In the Gibbs approach to defining the surface excess concentration G, the Gibbs
dividing surface is defined as the plane in which the solvent excess concentration becomes zero
(the shaded area is equal on each side of the plane) as in (a). The surface excess of component i
will then be the difference in the concentrations of that component on either side of that plane
(the shaded area) (b)
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Similarly, for the differential internal energy in the interfacial region

dUs ¼ TdSs þ gdAþ
X

i
midn

s
i ð4:6Þ

Subtracting Equation (4.6) from Equation (4.4) leads to

SsdT þAdgþ
X

i
nsi dmi ¼ 0 ð4:7Þ

Then at constant temperature, with the surface excess of component i, Gs
i , as defined in

Equation (4.1), the general form of the Gibbs equation is

dg ¼ �
X

i
Gs
i dmi ð4:8Þ

For a simple system consisting of a solvent and a solute, denoted by the subscripts 1 and 2

respectively, then Equation (4.8) reduces to

dg ¼ �Gs
1 dm1 �Gs

2 dm2 ð4:9Þ

Considering the choice of the Gibbs dividing surface position, i.e. so that Gs
1 ¼ 0, then

Equation (4.9) simplifies to

dg ¼ �Gs
2 dm2 ð4:10Þ

where Gs
2 is the solute surface excess concentration.

The chemical potential is given by

mi ¼ m0
i þRT ln ai

so at constant temperature

dmi ¼ constþRTd ln ai ð4:11Þ
where m0

i is the standard chemical potential of component i.

Therefore applying to Equation (4.10) gives the common form of the Gibbs equation for

non-dissociating materials (e.g. non-ionic surfactants)

dg ¼ �Gs
2RT d ln a2 ð4:12Þ

or

Gs
2 ¼ � 1

RT

dg
d ln a2

ð4:13Þ

For dissociating solutes, such as ionic surfactants of the form R�Mþ and assuming ideal

behaviour below the CMC, Equation (4.12) becomes

dg ¼ �Gs
RdmR �Gs

MdmM ð4:14Þ
If no electrolyte is added, electroneutrality of the interface requires that Gs

R ¼ Gs
M. Using

themean ionic activities so that a2 ¼ ðaRaMÞ1=2 and substituting inEquation (4.14) gives the
Gibbs equation for 1 : 1 dissociating compounds:

Gs
2 ¼ � 1

2RT

dg
d ln a2

ð4:15Þ
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If swamping electrolyte is introduced (i.e. sufficient salt to make electrostatic effects

unimportant) and the same gegenionMþ as the surfactant is present, then the activity ofMþ

is constant and the pre-factor becomes unity, so that Equation (4.13) is appropriate.

For materials that are strongly adsorbed at an interface such as surfactants, a dramatic

reduction in interfacial (surface) tension is observed with small changes in bulk phase

concentration. The practical applicability of this relationship is that the relative adsorption

of amaterial at an interface, its surface activity, can be determined frommeasurement of the

interfacial tension as a function of solute concentration. Note that in Equations (4.13)

and (4.15), for dilute surfactant systems, the concentration can be substituted for activity

without loss of generality.

Figure 4.3 shows a typical decay of surface tension of water on increase in surfactant

concentration, and how the Gibbs equation (Equation 4.13 or 4.15 is used to quantify
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Figure 4.3 Determination of the interfacial adsorption isotherm from surface tension measure-
ment and the Gibbs adsorption equation
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adsorption at the surface.At lowconcentrations a gradual decay in surface tension is observed

(from the surface tension of pure water i.e. 72.5mNm�1 at 25 �C) corresponding to an

increase in the surface excess of component 2 (regionA toB). Then at concentrations close to

the CMC, the adsorption tends to a limiting value so the surface tension curve may appear

to be essentially linear (region B to C). However, in practice, for most surfactants in the pre-

CMC region the g/ln c is curved so that the local tangent�dg/d ln c is proportional to Gs
2 via

Equation (4.13) or (4.15). For single-chain, pure surfactants typical values forGs
2 at the CMC

are in the range 2–4� 10�6molm�2, with the associated limiting molecular areas being from

0.4–0.6 nm2.

The value for the Gibbs pre-factor in the case of ionic surfactants has been a matter of

discussion (e.g. references 20–23). Of particular concern is the questionwhether, in the case

of ionics, complete dissociation occurs giving rise to a pre-factor of 2, or a depletion layer in

the sub-surface could be present so that a somewhat lower pre-factor could be expected.

Recent detailed experiments combining tensiometry and neutron reflectivity, which enables

direct measurement of the surface excess (as detailed inChapter 12), have confirmed the use

of a pre-factor of 2 in the case of 1:1 dissociating ionic surfactants (24).

Although the Gibbs equation is the most commonly used mathematical relation for

adsorption at liquid–liquid and liquid–gas interfaces, other adsorption isotherms have been

proposed such as the Langmuir (25), the Szyszkowski (26) and the Frumkin (27) equations.

TheGibbs equation itself has been simplified byGuggenheim andAdamwith the choice of a

different dividing plane and where the interfacial region is considered as a separate bulk

phase (of finite volume) (28).

4.4.3 Efficiency and Effectiveness of Surfactant Adsorption

The performance of a surfactant in lowering the surface tension of a solution can be discussed

in terms of (i) the concentration required to produce a given surface tension reduction and

(ii) the maximum reduction in surface tension that can be obtained regardless of the

concentration. These are referred to as the surfactant efficiency and effectiveness respectively.

A good measure of the surfactant adsorption efficiency is the concentration of surfactant

required to produce a 20mNm�1 reduction in surface tension. At this value the surfactant

concentration is close to the minimum concentration needed to produce maximum

adsorption at the interface. This is confirmed by the Frumkin adsorption equation (4.16),

which relates the reduction in surface tension (or surface pressure p) and surface excess

concentration.

g0 � g ¼ p ¼ � 2:303RT Gm log 1� G1

Gm

� �
ð4:16Þ

The maximum surface excess generally lies in the range 1–4.4� 10�6molm�2 (29):

solving Equation (4.16) indicates that when the surface tension has been reduced by

20mNm�1, at 25 �C, the surface is 84–99.9% saturated. The negative logarithm of such

concentration, pC20, is then a useful quantity since it can be related to the free energy change

DGN involved in the transfer of a surfactant molecule from the interior of the bulk liquid

phase to the interface. The surfactant adsorption efficiency thus relates to the structural

groups in themolecule via the standard free energy change of the individual groups (i.e. free

energies of transfer of methylene, terminal methyl and head groups). In particular, for a
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given homologous series of straight-chain surfactants in water, CH3(CH2)n--M, where M is

the hydrophilic head group and n is the number ofmethylene units in the chain, andwhen the

systems are at p¼ 20mNm�1, the standard free energy of adsorption is

DGN ¼ n DGN ð--CH2--ÞþDGNðMÞþDGN ðCH3--Þ ð4:17Þ
Then the adsorption efficiency is directly related to the length of the hydrophobic chain

(the hydrophilic group remains the same), viz.

� log ðCÞ20 ¼ pC20 ¼ n
�DGNð--CH2--Þ

2:303RT

� �
þ constant ð4:18Þ

DGNðMÞ is considered as a constant and it is assumed that Gm does not differ significantly

with increasing chain length, and that activity coefficients are unity. The efficiency factor

pC20 therefore increases linearlywith the number of carbon atoms in the hydrophobic chain.

This is also described by Traube’s rule (30) (Equation 4.19).

Log Cs ¼ B� n Log KT ð4:19Þ
Cs is the surfactant concentration, B is a constant, n is the chain length within a homologous

series andKT is Traube’s constant. For hydrocarbon straight-chain surfactants KT is usually

around 3 (31) or by analogy to Equation (4.18) is given by

Cn

Cnþ 1

¼ KT ¼ exp
�DGNð--CH2--Þ

2RT

� �
ð4:20Þ

For compounds having a phenyl group in the hydrophobic chain it is equivalent to about

three and one-half normal --CH2-- groups.
The larger pC20 the more efficiently the surfactant is adsorbed at the interface and the

more efficiently it reduces surface tension. The other main factors that contribute to an

increase in surfactant efficiency are summarised below:

. a straight alkyl chain as the hydrophobic group, rather than a branched alkyl chain

containing the same number of carbon atoms
. a single hydrophilic group situated at the end of the hydrophobic group, rather than one (or

more) at a central position
. a non-ionic or zwitterionic hydrophilic group, rather than an ionic one.

For ionic surfactants, this can be driven by a reduction in the effective charge by (a) use of a

more tightly bound (less hydrated) counter-ion and (b) increase in ionic strength of the

aqueous phase.

The choice of 20mNm�1 as a standard value of surface tension lowering for the definition
of adsorption efficiency is convenient but somewhat arbitrary, and is not valid for systems

where surfactants differ significantly in maximum surface excess or when the surface

pressure is less than 20mNm�1. Pitt et al. (32) circumvented this problem by definingDg as
half the surface pressure at the CMC.

The performance of a surfactant can also be discussed in terms of effectiveness of

adsorption. This is usually defined as the maximum lowering of surface tension gmin

regardless of concentration, or as the surface excess concentration at surface saturation Gm
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since it represents the maximum adsorption. gmin, and Gm, are controlled mainly by the

critical micelle concentration, and for certain ionics by the solubility limit or Krafft

temperature Tk, which will be described briefly in Section 4.5.1. The effectiveness of

adsorption is an important factor in determining such properties as foaming, wetting and

emulsification, since Gm through the Gibbs adsorption equation gives a measure of the

interfacial packing.

The efficiency and effectiveness of surfactants do not necessarily run parallel, and it is

commonly observed – as shown by Rosen’s extensive data listing (29) – that materials

producing significant lowering of the surface tension at low concentrations (i.e. they are

more efficient) have smaller Gm (i.e. they are less effective). In determining surfactant

efficiency the role of the molecular structure is primarily thermodynamic, while its role in

effectiveness is directly related to the relative size of the hydrophilic and hydrophobic

portions of the adsorbing molecule. The area occupied by each molecule is determined

either by the hydrophobic chain cross-sectional area, or the area required for closest

packing of head groups, whichever is greater. Therefore, surfactant films can be tightly or

loosely packed resulting in very different interfacial properties. For instance, straight

chains and large head groups (relative to the tail cross section) favour close, effective

packing, while branched, bulky, or multiple hydrophobic chains give rise to steric

hindrance at the interface. On the other hand, within a series of single straight-chain

surfactants, increasing the hydrocarbon chain length from C8 to C20 will have little effect

on adsorption effectiveness (29).

4.5 Surfactant Solubility

In aqueous solution, when all available interfaces are saturated, the overall energy

reduction may continue through other mechanisms. Depending on the system composi-

tion, a surfactant molecule can play different roles in terms of aggregation (formation of

micelles, liquid crystal phases, bilayers or vesicles, etc). The physical manifestation of

one suchmechanism is crystallisation or precipitation of surfactant from solution – that is,

bulk-phase separation. While most common surfactants have a substantial solubility in

water, this can change significantly with variations in hydrophobic tail length, head group

nature, counter-ion valence, solution environment and most, importantly, temperature.

4.5.1 The Krafft Temperature

As for most solutes in water, increasing temperature produces an increase in solubility.

However, for surfactants, which are initially insoluble, there is often a temperature at

which the solubility suddenly increases very dramatically. This is known as the Krafft

point or Krafft temperature, TK, and is defined as the intersection of the solubility and

the CMC curves, i.e. it is the temperature at which the solubility of the monomeric

surfactant is equivalent to its CMC at the same temperature. This is illustrated in

Figure 4.4. Below TK surfactant monomers only exist in equilibrium with the hydrated

crystalline phase, and above TK micelles are formed providing much greater surfactant

solubility.

The Krafft point of ionic surfactants is found to vary with counter-ion (33), alkyl chain

length and chain structure. Knowledge of the Krafft temperature is crucial in many
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applications since below TK the surfactant will clearly not perform efficiently; hence

typical characteristics such as maximum surface tension lowering and micelle formation

cannot be achieved. The development of surfactants with a lower Krafft point but still

being very efficient at lowering surface tension (i.e. long-chain compounds) is usually

achieved by introducing chain branching, multiple bonds in the alkyl chain or bulkier

hydrophilic groups thereby reducing intermolecular interactions that would tend to

promote crystallisation.

4.5.2 The Cloud Point

For non-ionic surfactants, a common observation is that micellar solutions tend to become

visibly turbid at a well-defined temperature. This is often referred to as the cloud point,

above which the surfactant solution phase separates. Above the cloud point, the system

consists of an almost micelle-free dilute solution at a concentration equal to its CMC at

that temperature, and a surfactant-rich phase. This separation is caused by a sharp increase

in aggregation number and a decrease in intermicellar repulsions (34, 35) that produces

a difference in density of the surfactant-rich and surfactant-poor phases. Since much

larger particles are formed, the solution becomes visibly turbid with large micelles

efficiently scattering light. As with Krafft temperatures, the cloud point depends on
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Figure 4.4 The Krafft temperature TK is the point at which surfactant solubility equals the
critical micelle concentration. Above TK surfactant molecules form a dispersed phase; below
TK hydrated crystals are formed
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chemical structure. For poly(ethylene oxide) (PEO) non-ionics, the cloud point increases

with increasing EO content for a given hydrophobic group, and at constant EO content it

may be lowered by increasing the hydrophobe size, broadening the PEO chain-length

distribution and branching in the hydrophobic group (36).

4.6 Micellisation

In addition to forming oriented interfacial monolayers, surfactants can aggregate to form

micelles, provided their concentration is sufficiently high. Micelles are typically clusters of

between 50 to 200 surfactant molecules, whose size and shape are governed by geometric

and energetic considerations. Micelle formation occurs over a fairly sharply defined region

called the critical micelle concentration (CMC). Above the CMC, additional surfactant

forms the aggregates, whereas the concentration of the unassociated monomers remains

almost constant. As a result, a rather abrupt change in concentration dependence atmuch the

same point can be observed in common equilibrium or transport properties (Figure 4.5).

4.6.1 Thermodynamics of Micellisation

Micelles are dynamic species, in that there is a constant, rapid interchange – typically

on a microsecond timescale – of molecules between the aggregate and solution pseudo-

phases. This constant formation–dissociation process relies on a subtle balance of

interactions. These come from contacts between (i) hydrocarbon chain–water,

(ii) hydrocarbon–hydrocarbon chains, (iii) head group–head group, and (iv) from solva-

tion of the head group. Therefore, the net free energy change uponmicellisation,DGm, can

osmotic
pressure

surfactant concentration

surface tension

turbidity

equivalent
conductivity

CMC

Figure 4.5 Schematic representation of the concentration dependence of some physical
properties for solutions of a micelle-forming surfactant
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be written as

DGm ¼ DGðHCÞþDGðcontactÞþDGðpackingÞþDGðHGÞ ð4:21Þ
where:

. DG(HC) is the free energy associated with transferring hydrocarbon chains out of water

and into the oil-like interior of the micelle
. DG(contact) is a surface free energy attributed to solvent–hydrocarbon contacts in the

micelle
. DG(packing) is a positive contribution associatedwith confining the hydrocarbon chain to
the micelle core

. DG(HG) is a positive contribution associated with head group interactions, including

electrostatic as well as head group conformation effects.

Aggregation of surfactant molecules partly results from the tendency of the hydrophobic

groups to minimise contacts with water by forming oily microdomains within the solvent.

There, alkyl–alkyl interactions are maximised, while hydrophilic head groups remain

surrounded by water.

The traditional picture of micelle formation thermodynamics is based on the Gibbs–

Helmholtz equation (DGm¼DHm�TDSm). At room temperature the process is charac-

terised by a small, positive enthalpy, DHm, and a large, positive entropy of micellisation,

DSm. The latter is considered as the main contribution to the negativeDGm value, and so has

led to the (controversial) idea that micellisation is an entropy-driven process. High positive

values of DSm are indeed surprising since aggregation, in terms of configurational entropy,

should result in a negative contribution (i.e. formation of ordered aggregates from free

surfactant monomers). In addition, large values of DHm would have been expected since

hydrocarbon groups have very little solubility in water, and consequently a high enthalpy of

solution.

One mechanism that accounts for such conflicts is that when alkyl groups of free

monomers are surrounded by water, the H2O molecules form clathrate cavities (i.e.

stoichiometric crystalline solids in which water forms cages around solutes), thereby

increasing either the strength or number of effective hydrogen bonds (37). Therefore, the

predominant effect of the hydrocarbon molecule is to increase the degree of structure in the

immediately surroundingwater. This is one of the main features of the hydrophobic effect, a

subject that was explored in detail by Tanford (2) to account for the very slight solubility of

hydrocarbons in water. During the formation of micelles, the reverse process occurs: as

lyophobic residues aggregate, the highly structured water around each chain collapses back

to ordinary bulk water thereby accounting for the apparent large overall gain in entropy,

DSm. This water–structure effect was also invoked by other researchers (38, 39).

Such an interpretation, however, has been strongly challenged by more recent studies of

aqueous systems at high temperatures (up to 166 �C) and micellisation in hydrazine

solutions (40). In these systems water loses most of its peculiar structural properties and

the formation of structured water around lyophobic species is no longer possible.

Themechanism ofmicelle formation from surfactantmonomers, S, can be described by a

series of step-wise equilibria:

Sþ S$K2
S2 þ S$K3

S3 . . .$Kn
Sn þ S$ . . . ð4:22Þ
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with equilibrium constants Kn for n ¼ 2�¥, and where the various thermodynamic

parameters (DGN;DHN;DSN) for the aggregation process can be expressed in terms of

Kn. However, each Kn cannot be measured individually, so different approaches have been

proposed to model the energetics of the process of self-association. Although not totally

accurate, two simplemodels are generally encountered: the closed-association and the phase

separationmodels. In the closed-associationmodel, with the size range of sphericalmicelles

around the CMCbeing very limited, it is assumed that only one of theKnvalues is dominant,

and micelles and monomeric species are considered to be in chemical equilibrium.

nS$ Sn ð4:23Þ
n is the number of molecules of surfactant, S, associating to form the micelle (i.e. the

aggregation number). In the phase separation model, the micelles are considered to form a

new phase within the system at and above the critical micelle concentration, and

nS$mSþ Sn ð4:24Þ
wherem is the number of free surfactant molecules in the solution and Sn the new phase. In

both cases, equilibrium between monomeric surfactant and micelles is assumed with a

corresponding equilibrium constant, Km, given by

Km ¼ ½micelles�
½monomers�n ¼

½Sn�
½S�n ð4:25Þ

where brackets indicate molar concentrations and n is the number of monomers in

the micelle, the aggregation number. Although micellisation is itself a source of non-

ideality (41, 42), it is assumed in Equation (4.25) that activities may be replaced by

concentrations.

From Equation (4.25), the standard free energy of micellisation per mole of micelles is

given by

DGN
m ¼ �RT ln Km ¼ �RT ln Sn þ nRT ln S ð4:26Þ

while the standard free energy change per mole of surfactant is

DGN
m

n
¼ � RT

n
ln Sn þRT ln S ð4:27Þ

Assuming n is large (�100) the first term on the right-hand side of Equation 4.27 can be

neglected, and an approximate expression for the free energy of micellisation per mole of a

neutral surfactant becomes

DGN
M;m � RT ln ðCMCÞ ð4:28Þ

In the case of ionic surfactants, the presence of the counter-ion and its degree of

association with the monomer and micelle must be considered. The mass–action equation

becomes

nSx þðn� pÞCy $ San ð4:29Þ
where C is the concentration of free counter-ions. The degree of dissociation of the

surfactant molecules in the micelle, a, the micellar charge, is given by a¼ p/n.
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The ionic equivalent to Equation (4.25) is then

Km ¼ ½Sn�
½Sx�n � ½Cy�ðn� pÞ ð4:30Þ

where p is the concentration of free counter-ions associated with, but not bound to the

micelle. The standard free energy of micelle formation becomes

DGN
m ¼ �RTfln ½Sn� � n ln ½Sx� � ðn� pÞ ln ½Cy�g ð4:31Þ

At the CMC [S�(þ)]¼ [Cþ(�)]¼CMC for a fully ionised surfactant, and the standard free

energy change per mole of surfactant can be obtained from the approximation

DGN
M;m � RT 2� p

n

� �
ln ðCMCÞ ð4:32Þ

When the ionic micelle is in a solution of high electrolyte content, the situation described

by Equation (4.32) reverts to the simple non-ionic case given by Equation (4.28).

From the Gibbs function and second law of thermodynamics, DSN for non-ionic

surfactants is given as

DSN ¼ � d ðDGNÞ
dT

¼ �RT
d ln ðCMCÞ

dT
�R ln ðCMCÞ ð4:33Þ

From the Gibbs function and Equations (4.28) and (4.33), the enthalpy of micellisation

for non-ionic surfactants, DHN, is given by

DHN ¼ DGN þ TDSN ¼ �RT2 d ln ðCMCÞ
dT

ð4:34Þ

and similarly for ionics,

DHN ¼ �RT2 2� p

n

� � d ln ðCMCÞ
dT

ð4:35Þ

Both the phase separation and closed association models have advantages and

disadvantages. One difficulty is activity coefficients: assuming ideality can be erroneous

considering the large effective micelle size and charge in comparison to dilute solutions

of surfactant monomers. Another disadvantage is the assumption of micellar mono-

dispersity. To counteract this problem, the multiple equilibrium model was proposed,

which is an extension of the closed association model. It allows a distribution function of

aggregation numbers in micelles to be calculated. A full account of this model and its

derivation can be found in elsewhere (43–45).

4.6.2 Factors Affecting the CMC

Many factors are known to affect strongly the CMC. Of major effect is the structure of the

surfactant, as will be described below. Also important, but to a lesser extent, are parameters

such as counter-ion nature, presence of additives and change in temperature.
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4.6.2.1 The Hydrophobic Group: the Tail

The length of the hydrocarbon chain is a major factor determining the CMC. For a

homologous series of linear single-chain surfactants the CMC decreases logarithmically

with carbon number. The relationship usually fits the Klevens equation (46):

log10ðCMCÞ ¼ A�BnC ð4:36Þ

whereA andB are constants for a particular homologous series and temperature, and nc is the

number of carbon atoms in the chain, CnH2nþ1. The constant A varies with the nature and

number of hydrophilic groups, while B is constant and is approximately equal to log10
2 (B� 0.29–0.30) for all paraffin chain salts having a single ionic head group (i.e. reducing

the CMC to approximately one-half per each additional --CH2-- group).
Interestingly, for straight-chain dialkyl sulfosuccinates Equation (4.36) is still valid (47)

and B� 0.62, which essentially doubles the value for the single-chain compounds. Alkyl

chain branching and double bonds, aromatic groups or some other polar character in the

hydrophobic part produce noticeable changes in CMC. In hydrocarbon surfactants, chain

branching gives a higher CMC than a comparable straight-chain surfactant (29), and

introduction of a six membered benzene ring in the chain is equivalent to only about 3.5

carbon atoms.

4.6.2.2 The Hydrophilic Group

For surfactants with the same hydrocarbon chain, varying the hydrophile nature (i.e. from

ionic to non-ionic) has an important effect on the CMC values. For instance, for a C12

hydrocarbon the CMCwith an ionic head group lies in the range of 1� 10�3mol dm�3, while
a C12 non-ionic material exhibits a CMC in the range of 1� 10�4mol dm�3.

4.6.2.3 Counter-ion Effects

In ionic surfactants micelle formation is related to the interactions of solvent with the ionic

head group. Since electrostatic repulsions between ionic groups are greatest for complete

ionisation, an increase in the degree of ion binding will decrease the CMC. For a given

hydrophobic tail and anionic head group, the CMC decreases as LiþHNaþHKþ
H

CsþHN(CH3)4
þ
HN(CH2CH3)4

þ
HCa2þ�Mg2þ. For cationic series such as the

dodecyltrimethylammoniumhalides, the CMCdecreases in the order F�HCl�HBr�H I�.
In addition, varying counter-ion valency produces a significant effect. Changing from

monovalent to divalent or trivalent counter-ions produces a sharp decrease in the CMC.

4.6.2.4 Effect of Added Salt

The presence of an indifferent electrolyte causes a decrease in the CMCofmost surfactants.

The greatest effect is found for ionic materials. The principal effect of the salt is to partially

screen the electrostatic repulsion between the head groups and so lower the CMC. For

ionics, the effect of adding electrolyte can be empirically quantified viz.

log10ðCMCÞ ¼ � a log10Ci þ b ð4:37Þ
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Non-ionic and zwitterionic surfactants display amuch smaller effect and Equation (4.37)

does not apply.

4.6.2.5 Effect of Temperature

The influence of temperature on micellisation is usually weak, reflecting subtle changes

in bonding, heat capacity and volume that accompany the transition. This is, however,

quite a complex effect. It was shown, for example, that the CMC of most ionic

surfactants passes through a minimum as the temperature is varied from 0 �C to

70 �C (48). As already mentioned (Section 4.5), the major effects of temperature are

the Krafft and cloud points. For polymeric surfactants strong effects of temperature on

CMC are observed and it is common to define a critical micelle temperature (CMT) for

this class of surfactants.

4.6.3 Structure of Micelles and Molecular Packing

Early studies (49, 50) showed that, with ionic single alkyl chain compounds spherical

micelles form. In particular, in 1936 Hartley (51) described such micelles as spherical

aggregates whose alkyl groups form a hydrocarbon liquid-like core, andwhose polar groups

form a charged surface. Later, with the development of zwitterionic and non-ionic

surfactants, micelles of very different shapes were encountered. The different geometries

were found to depend mainly on the structure of the surfactant, as well as environmental

conditions (e.g. concentration, temperature, pH, electrolyte content).

In the micellisation process, molecular geometry plays an important role and it becomes

important to understand how surfactants can pack. The main structures encountered are

spherical micelles, vesicles, bilayers or inverted micelles. As described previously, two

opposing forces control the self-association process: hydrocarbon–water interactions that

favour aggregation (i.e. pulling surfactant molecules out of the aqueous environment), and

head group interactions that work in the opposite sense. These two contributions can be

considered as an attractive interfacial tension term due to hydrocarbon tails and a repulsion

term depending on the nature of the hydrophilic group. More recently, this basic idea was

reviewed and quantified byMitchell andNinham (52) and Israelachvili (53), resulting in the

concept that aggregation of surfactants is controlled by a balanced molecular geometry. In

brief, the geometric treatment separates the overall free energy of association to three

critical geometric terms (Figure 4.6):

. the minimum interfacial area occupied by the head group, a0

. the volume of the hydrophobic tail(s), v

. the maximum extended chain length of the tail in the micelle core, lc.

Formation of a spherical micelle requires lc to be equal to (or just less than) the micelle core

radius,Rmic. Then for such a shape, an aggregation number,N, can be expressed either as the

ratio of micellar core volume, Vmic, and that for the tail, v

N ¼ Vmic

v
¼

4

3
pR3

mic

v
ð4:38Þ
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or as the ratio between the micellar area, Amic, and the cross-sectional area, a0

N ¼ Amic

a0
¼ 4pR2

mic

a0
ð4:39Þ

Equating Equations (4.38) and (4.39)

v

a0Rmic

¼ 1=3 ð4:40Þ

Since lc cannot exceed Rmic for a spherical micelle

v

a0lc
� 1=3 ð4:41Þ

More generally, this defines a critical packing parameter, Pc, as the ratio

Pc ¼ v

a0lc
ð4:42Þ

The parameter v varies with the number of hydrophobic groups, chain unsaturation, chain

branching and chain penetration by other compatible hydrophobic groups, while a0 is

mainly governed by electrostatic interactions and head group hydration. Pc is a useful

quantity since it allows the prediction of aggregate shape and size. The predicted

v

a0

lc

a0

lc

v

Figure 4.6 The critical packing parameter Pc (or surfactant number) relates the head group
area, the extended length and the volume of the hydrophobic part of a surfactant molecule
into a dimensionless number Pc¼ v/aolc
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aggregation characteristics of surfactants cover a wide range of geometric possibilities, and

the main types are presented in Table 4.4 and Figures 4.7 and 4.8.

4.7 Liquid Crystalline Mesophases

Micellar solutions, although the subject of extensive studies and theoretical considerations,

are only one of several possible aggregation states. A complete understanding of the

aqueous behaviour of surfactants requires knowledge of the entire spectrum of self-

assembly. The existence of liquid crystalline phases constitutes an equally important aspect

and a detailed description can be found in the literature (e.g. 54, 55). The common features

of liquid crystalline phases are summarised below.

4.7.1 Definition

When the volume fraction of surfactant in a micellar solution is increased, typically above a

threshold of about 40%, a series of regular geometries is commonly encountered. Inter-

actions between micellar surfaces are repulsive (from electrostatic or hydration forces), so

that as the number of aggregates increases and micelles get closer to one another, the only

way to maximise separation is to change shape and size. This explains the sequence of

surfactant phases observed in the concentrated regime. Such phases are known as meso-

phases or lyotropic (solvent-induced) liquid crystals.

As the term suggests, liquid crystals are characterised by having physical properties

intermediate between crystalline and fluid structures: the degree of molecular ordering is

between that of a liquid and a crystal and in terms of rheology the systems are neither simple

viscous liquids nor crystalline elastic solids. Certain of these phases have at least one

direction that is highly ordered so that liquid crystals exhibit optical birefringence.

Two general classes are encountered, depending on whether one is considering surfac-

tants or other types of material. These are thermotropic liquid crystals, in which the

Table 4.4 Expected aggregate characteristics in relation to surfactant critical packing
parameter, Pc¼ v/a0lc

Pc General surfactant type Expected aggregate structure

G0.33 Single-chain surfactants with large
head groups

Spherical or ellipsoidal micelles

0.33–0.5 Single-chain surfactants with small
head groups, or ionics in the
presence of large amounts of
electrolyte

Large cylindrical or rod-shaped micelles

0.5–1.0 Double-chain surfactants with large
head groups and flexible chains

Vesicles and flexible bilayer structures

1.0 Double-chain surfactants with small
head groups or rigid, immobile
chains

Planar extended bilayers

H1.0 Double-chain surfactants with small
head groups, very large and bulky
hydrophobic groups

Reversed or inverted micelles
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structure and properties are determined by temperature (such as employed in LCD cells).

For lyotropic liquid crystals structure is determined by specific interactions between solute

and solvent: surfactant liquid crystals are normally lyotropic.

4.7.2 Structures

The main structures associated with two-component surfactant–water systems are

hexagonal (normal), lamellar and several cubic phases. Table 4.5 summarises the

notations commonly associated with these phases and their structures are shown in

Figure 4.8.

Water-in-Oil microemulsions

Oil-in-water microemulsions

Bicontinuous

Positive or normal curvature

P < 1

Zero or planar curvature

P ∼ 1

Negative or reversed curvature

P > 1

Oil-soluble micelles

Water-soluble micelles

Figure 4.7 Changes in the critical packing parameters (Pc) of surfactant molecules give rise to
different aggregation structures
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Figure 4.8 Common surfactant liquid crystalline phases. See Table 4.5 for identification of
phase structures
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The hexagonal phase is composed of a close-packed array of long cylindrical micelles,

arranged in a hexagonal pattern. The micelles may be ‘normal’ (in water, H1) in that the

hydrophilic head groups are located on the outer surface of the cylinder, or ‘inverted’ (H2),

with the hydrophilic groups located internally. Since all the space between adjacent

cylinders is filled with hydrophobic groups, the cylindrical micelles are more closely

packed than those found in the H1 phase. As a result, H2 phases occupy a much smaller

region of the phase diagram and are much less common.

The lamellar phase (La) is built up of alternating water–surfactant bilayers. The

hydrophobic chains possess a significant degree of mobility, and the surfactant bilayer

can range from being stiff and planar to being very flexible and undulating. The level

of disorder may vary smoothly or change abruptly, depending on the specific system,

so that it is possible for a surfactant to pass through several distinct lamellar phases.

The cubic phase may have a wide variety of structural variations and occurs in different

parts of the phase diagram. These are optically isotropic systems and so cannot be

characterised by polarising light microscopy. Two main groups of cubic phases have been

identified.

. The micellar cubic phases (I1 and I2) – built up of regular packing of small micelles

(or reversedmicelles in the case of I2). Themicelles are short prolates arranged in a body-

centred cubic close-packed array (56, 57).
. The bicontinuous cubic phases (V1 and V2) – thought to be rather extended, porous,

connected structures in three dimensions. They are considered to be formed by either

connected rod-like micelles, similar to branched micelles, or bilayer structures. Denoted

V1 and V2, they can be normal or reverse structures and are positioned between H1 and La

and between La and H2 respectively.

In addition to having different structures these common forms also show different

viscosities, in the order:

cubicHhexagonalHlamellar

Table 4.5 Most common lyotropic liquid crystalline and other phases found in surfactant
systems

Phase structure Symbol Other names

Lamellar La Neat
Hexagonal H1 Middle
Reversed hexagonal H2

Cubic (normal micellar) I1 Viscous isotropic
Cubic (reversed micellar) I2
Cubic (normal bicontinuous) V1 Viscous isotropic
Cubic (reversed bicontinuous) V2

Micellar L1
Reversed micellar L2
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Cubic phases are generally the more viscous since they have no obvious shear plane and

so layers of surfactant aggregates cannot slide easily relative to each other. Hexagonal

phases typically contain 30–60% water by weight but are very viscous since cylindrical

aggregates can move freely only along their length. Lamellar phases are generally less

viscous than the hexagonal phases due to the ease with which each parallel layers can slide

over each other during shear.

4.7.3 Phase Diagrams

The sequence of mesophases can be identified simply by using a polarising microscope and

the isothermal technique known as a phase cut. Briefly, starting from a small amount of

surfactant, a concentration gradient is set up spanning the entire phase diagram, from pure

water to pure surfactant. Since crystal hydrates and some of the liquid crystalline phases are

birefringent, viewing in the microscope between crossed polars shows up the complete

sequence of mesophases.

Transformations between different mesophases are controlled by a balance between

molecular packing geometry and inter-aggregate forces. As a result, the system character-

istics are highly dependent on the nature and amount of solvent present. Generally, the main

types of mesophases tend to occur in the same order and in roughly the same position in the

phase diagram. Figure 4.9 shows a classic binary phase diagram of a non-ionic surfactant

C16EO8–water. The sequence of phases is common tomost non-ionic surfactants of the kind

Figure 4.9 Phase diagram for the non-ionic C16EO8 illustrating the various liquid crystalline
phases. L1 and L2 are isotropic solutions. See Table 4.5 for details of the other phases. (Reprinted
with permission fromMitchellD. J. et al. J. Chem. Soc. Faraday Trans. I 1983, 79, 975). Copyright
(1983) Royal Society of Chemistry
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CiEj, although the positions of the phase boundaries, in terms of temperature and

concentration limits, depend somewhat on the chemical identity of the surfactant.

4.8 Advanced Surfactants

Attention has begun to focus on advanced functionalised surfactants, for example

compounds bearing polymerisable (4, 5, 58), pH sensitive (4, 5) and light sensitive

(4, 5, 59) groups as the hydrophilic and/or hydrophobic moieties. For example, if a

surfactant molecule contains a suitable chromophore, illumination can be used to achieve

different physical photo-induced responses. Light can be used to cause cis–trans iso-

merisations, dimerisations, photoscission, polymerisations or polarity changes in these

surfactants. Obviously such dramatic changes in hydrophilic head groups and hydropho-

bic tails could feed through to changes in the surface activity, aggregation structure,

viscosity, (micro)emulsion separation and solubilisation. Recent studies have established

feasibility of employing photosurfactants to drive molecular changes in interfacial and

colloidal systems. The effects are quite general (59), and point to exciting potential

applications in light-directed phase, interface and aggregate stability control, delivery of

active components and photo-rheology (see Chapter 12). An example is shown in

Figure 4.10, where a reduction in surface tension, and a commensurate increase in

surface wettability, of water drops containing a custom made photosurfactant can be seen

after irradiation with UV light.

Figure 4.10 Samples of aqueous photosurfactant solutions studied by surface tensiometry and
contact angles (see Chapter 10). Pendant drops 1.0mmol dm�3 photosurfactant: non-irradiated
and irradiated samples (a) and (b) respectively. Sessile drops 0.24mmol dm�3 of non-irradiated
and irradiated samples (c) and (d), showing changes in contact angle
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Microemulsions

Julian Eastoe

School of Chemistry, University of Bristol, UK

5.1 Introduction

This chapter is devoted to another important property of surfactants, that of stabilisation of

water–oil films and formation of microemulsions. These are a special kind of colloidal

dispersion that have attracted a great deal of attention because of their ability to solubilise

otherwise insoluble materials. Industrial applications of microemulsions have escalated in

the last 40 years following an increased understanding of formation, stability and the role of

surfactant molecular architecture. This chapter reviews the main theoretical features

relevant to the present work and some common techniques used to characterise micro-

emulsion phases.

5.2 Microemulsions: Definition and History

Microemulsions were first identified in the early 1940s and initially they were referred to as

hydrophilic oleomicelles or oleophillic hydromicelles. The termmicroemulsionwas coined

in the late 1950s, but until the mid-1970s they were viewed as something of a scientific

curiosity with little research being conducted on them. Research interest picked up during

the ‘oil crisis’ in the early 1970s becausemicroemulsions can be used in tertiary oil recovery

(that is the partial removal of the residual oil remaining in the well rock), but faded again as

the oil crisis receded and tertiary oil recovery became commercially unrealistic due to its

high cost.
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One popular definition of microemulsions is from Danielsson and Lindman (1) ‘a

microemulsion is a system of water, oil and an amphiphile which is a single optically

isotropic and thermodynamically stable liquid solution’. In some respects, microemul-

sions can be considered as small-scale versions of emulsions, i.e. droplet type dispersions

either of oil-in-water (o/w) or of water-in-oil (w/o), with a size range in the order of

1–50 nm in drop radius. Such a description, however, lacks precision since, as amplified

in Section 5.3, there are significant differences between microemulsions and ordinary

emulsions (or macroemulsions). In particular, in emulsions the average drop size grows

continuously with time so that phase separation ultimately occurs under gravitational

force, i.e. they are thermodynamically unstable and their formation requires input of work.

The drops of the dispersed phase are generally large (>0.1 mm) so that they often take on a

milky appearance.

On the other hand, for microemulsions, once the conditions are right, spontaneous

formation occurs. Hence, microemulsions are thermodynamically stable mixtures of two

immiscible (or partially immiscible) liquids; the thermodynamic stability is a direct result of

strong adsorption of highly effective surfactants at the interface between the two liquid

phase domains. As outlined below in Section 5.3, the result of these conditions is to generate

large interfacial area systems, and from a structural viewpoint microemulsions generally

comprise nanometre-sized domains of one liquid phase, dispersed in another liquid phase,

coated by stabilising surfactant monolayers.

As for simple aqueous systems,microemulsion formation is dependent on surfactant type

and structure. If the surfactant is ionic and contains a single hydrocarbon chain (e.g. sodium

dodecylsulfate, SDS)microemulsions are only formed if a co-surfactant (e.g. amedium size

aliphatic alcohol) and/or electrolyte (e.g. 0.2M NaCl) are also present. With double chain

ionics (e.g. Aerosol-OT) and some non-ionic surfactants a co-surfactant is not necessary.

This results from one of the most fundamental properties of microemulsions, that is, an

ultra-low interfacial tension between the oil and water phases, go/w. The main role of the

surfactant is to reduce go/w sufficiently – i.e. lowering the energy required to increase the

surface area – so that spontaneous dispersion ofwater or oil droplets occurs and the system is

thermodynamically stable. As described in Section 5.3.1 ultra-low tensions are crucial for

the formation of microemulsions and depend on system composition.

Microemulsionswere not really recognised until thework ofHoar and Schulman in 1943,

who reported a spontaneous emulsion of water and oil on addition of a strong surface-active

agent (2). The term ‘microemulsion’ was first used even later by Schulman et al. (3) in 1959

to describe amultiphase system consisting ofwater, oil, surfactant and alcohol, which forms

a transparent solution. There has been much debate about the word ‘microemulsion’ to

describe such systems (4). Although not systematically used today, some prefer the names

‘micellar emulsion’ (5) or ‘swollen micelles’ (6). Microemulsions were probably discov-

ered well before the studies of Schulmann: Australian housewives have used since the

beginning of last century water/eucalyptus oil/soap flake/white spirit mixtures to wash

wool, and the first commercial microemulsions were probably the liquid waxes discovered

by Rodawald in 1928. Interest in microemulsions really stepped up in the late 1970s and

early 1980s when it was recognised that such systems could improve oil recovery and when

oil prices reached levels where tertiary recovery methods became profit earning (7).

Nowadays this is no longer the case, but other microemulsion applications were

discovered, e.g. catalysis, preparation of submicrometre particles, solar energy conversion,
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liquid–liquid extraction (mineral, proteins, etc.). Recent developments and applications are

discussed in Section 5.5. Together with classical applications in detergency and lubrication,

the field remains sufficiently important to continue to attract a number of scientists. From the

fundamental research point of view, a great deal of progress has been made in the last

20 years in understanding microemulsion properties. In particular, interfacial film stability

and microemulsion structures can now be characterised in detail owing to the development

of new and powerful techniques such as small-angle neutron scattering (SANS, as described

inChapter 13). The following sections deal with fundamentalmicroemulsion properties, i.e.

formation and stability, surfactant films, classification and phase behaviour.

5.3 Theory of Formation and Stability

5.3.1 Interfacial Tension in Microemulsions

A simple picture for describing microemulsion formation is to consider a subdivision of the

dispersed phase into very small droplets. Then the configurational entropy change, DSconf,
can be approximately expressed as (8):

DSconf ¼ � nkB lnfþ 1�fð Þ=ff gln 1�fð Þ½ � ð5:1Þ
where n is the number of droplets of dispersed phase, kB is the Boltzmann constant and f is

the dispersed phase volume fraction. The associated free energy change can be expressed as

a sum of the free energy for creating new area of interface, DAg12, and configurational

entropy in the form (9):

DGform ¼ DAg12 � TDSconf ð5:2Þ
where DA is the change in interfacial area A (equal to 4pr2 per droplet of radius r) and g12 is
the interfacial tension between phases 1 and 2 (e.g. oil and water) at temperature T (in

Kelvin). Substituting Equation (5.1) into Equation (5.2) gives an expression for obtaining

themaximum interfacial tension between phases 1 and 2. On dispersion, the droplet number

increases and DSconf is positive. If the surfactant can reduce the interfacial tension to a

sufficiently low value, the energy term in Equation (5.2) (DAg12) will be relatively small and

positive, thus allowing a negative (and hence favourable) free energy change, that is,

spontaneous microemulsification.

In surfactant-free oil–water systems, go/w is of the order of 50mNm�1, and during

microemulsion formation the increase in interfacial area, DA, is very large, typically a

factor of 104 to 105. Therefore in the absence of surfactant, the second term

in Equation (5.2) is of the order of 1000 kBT, and in order to fulfil the condition

DAg12� TDSconf, the interfacial tension should be very low (approximately 0.01mNm�1).
Some surfactants (double chain ionics (10, 11) and some non-ionics (12)) can produce

extremely low interfacial tensions – typically 10�2 to 10�4 mNm�1 – but in most cases,

such low values cannot be achieved by a single surfactant. An effective way to further

decrease go/w is to include a second surface-active species (either a surfactant or

medium-chain alcohol), that is a co-surfactant. This can be understood in terms of the

Gibbs equation extended to multicomponent systems (13–15). It relates the interfacial

Microemulsions 93



tension to the surfactant film composition and the chemical potential, m, of each

component in the system, i.e.

dgo=w ¼ �
X
i

ðGidmiÞ � �
X
i

ðGiRTd ln CiÞ ð5:3Þ

where Ci is the molar concentration of component i in the mixture, and Gi the surface

excess (molm�2). Assuming that surfactants and co-surfactants, with concentrationCs and

Cco respectively, are the only adsorbed components (i.e. Gwater¼Goil¼ 0), Equation (5.3)

becomes:

dgo=w ¼ �GsRTd lnCs �Gco RTd lnCco ð5:4Þ

Integration of Equation (5.4) gives:

go=w ¼ g0o=w �
ðCs

0

GsRTd lnCs �
ðCco

0

GcoRTd lnCco ð5:5Þ

Equation (5.5) shows that g0
o=w is lowered by two terms, both from the surfactant and

co-surfactant (of surface excesses Gs and Gco respectively) so their effects are additive.

Figure 5.1 shows typical low interfacial tensions found in microemulsions, in this

case spanning �1 to 10�3mNm�1. The effect of salt concentration is consistent with
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Figure 5.1 Oil–water interfacial tension between n-heptane and aqueous NaCl solutions as a
function of salt concentration in the presence of AOT surfactant. The values were determined by
spinning drop tensiometry. The AOT surfactant concentration is 0.050mol dm�3, temperature
25 �C

94 Colloid Science: Principles, methods and applications



changes in the phase behaviour, which are discussed in more detail in Section 5.4

and Figure 5.2 below.

5.3.2 Kinetic Instability

Internal contents of the microemulsion droplets are known to exchange, typically on

the millisecond time scale (16, 17): they diffuse and undergo collisions. If collisions

are sufficiently violent, then the surfactant film may rupture thereby facilitating droplet

exchange, that is the droplets are kinetically unstable. However, if one disperses

emulsions as sufficiently small droplets (<500A
�
), the tendency to coalesce will be

counteracted by an energy barrier. Then the system will remain dispersed and transparent

for a long period of time (months) (18). Such an emulsion is said to be kinetically stable (19).

Themechanismof droplet coalescence has been reported forAOTw/omicroemulsions (16);

the droplet exchange process was characterised by a second-order rate constant kex, which

is believed to be activation controlled (hence the activation energy, Ea, barrier to fusion)

and not purely diffusion controlled. Other studies (20) have shown that the dynamic

aspects of microemulsions are affected by the flexibility of the interfacial film, that is film

rigidity (see Section 5.4.2), through a significant contribution to the energy barrier.

Under the same experimental conditions, different microemulsion systems can have

different kex values (16): for AOT w/o system at room temperature, kex is in the range

106–109 dm3mol�1 s�1, and for non-ionics CiEj, 10
8–109 dm3mol�1 s�1 (16, 17, 20). In any

case, an equilibrium droplet shape and size is always maintained and this can be studied

by different techniques (20).

5.4 Physicochemical Properties

This section gives an overview of the main parameters characterising microemulsions.

References will be made to related behaviour for planar interfaces presented in Chapter 4.

5.4.1 Predicting Microemulsion Type

Awell-known classification of microemulsions is that of Winsor (21) who identified four

general types of phase equilibria.

. Type I: the surfactant is preferentially soluble in water and oil-in-water (o/w) micro-

emulsions form (Winsor I). The surfactant-rich water phase coexists with the oil phase

where surfactant is only present as monomers at small concentration.
. Type II: the surfactant is mainly in the oil phase and water-in-oil (w/o) microemulsions

form. The surfactant-rich oil phase coexists with the surfactant-poor aqueous phase

(Winsor II).
. Type III: a three-phase system where a surfactant-rich middle phase coexists with both

excess water and oil surfactant-poor phases (Winsor III or middle-phase microemulsion).
. Type IV: a single-phase (isotropic) micellar solution forms upon addition of a sufficient

quantity of amphiphile (surfactant plus alcohol).

Depending on surfactant type and sample environment, types I, II, III or IV form

preferentially, the dominant type being related to themolecular arrangement at the interface
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(see below). As illustrated in Figure 5.2, phase transitions are brought about by increasing

either electrolyte concentration (in the case of ionic surfactants) or temperature (for non-

ionics). Table 5.1 summarises the qualitative changes in phase behaviour of anionic

surfactants when formulation variables are modified (22).

Various investigators have focused on interactions in an adsorbed interfacial film to

explain the direction and extent of interfacial curvature. The first concept was that of

Bancroft (23) and Clowes (24) who considered the adsorbed film in emulsion systems to be

duplex in nature, with an inner and an outer interfacial tension acting independently (25).

The interface would then curve such that the inner surface was one of higher tension.

Bancroft’s rule was stated as ‘that phase will be external in which the emulsifier is most

Table 5.1 Qualitative effect of several variables on the observed phase
behaviour of anionic surfactants. Reprinted with permission from Ref. (22).
Copyright (1984) Elsevier Ltd. Concentration effect for low molecular weight
alcohols: amethanol, ethanol, propanol; bhigher alkanols

Scanned variables (increase) Ternary diagram transition

Salinity I! III! II

Oil: Alkane carbon number II! III! I

Alcohol: low M.W.a I! III! II

high M.W.b I! III! II

Surfactant: lipophilic chain length I! III! II

Temperature I! III! I

O/W

excess
oil

W /O

excess
water

M

O

W

sesahp 2sesahp 2 3 phases

Increasing temperature
(non-ionic surfactants)

Increasing salinity
(ionic surfactants)

Winsor III III

O/W

W /O
M

 

Figure 5.2 Winsor classification and phase sequence of microemulsions encountered as
temperature or salinity is scanned for non-ionic and ionic surfactant respectively. Most of the
surfactant resides in the shaded area. In the three-phase system themiddle-phasemicroemulsion
(M) is in equilibrium with both excess oil (O) and water (W)
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soluble’; i.e. oil-soluble emulsifiers will form w/o emulsions and water-soluble emulsifiers

o/w emulsions. This qualitative concept was largely extended and several parameters have

been proposed to quantify the nature of the surfactant film. They are briefly presented in this

section. Further details concerning the these microemulsion types and their location in the

phase diagram will be given in Section 5.4.3.

5.4.1.1 The R Ratio

TheR ratiowas first proposed byWinsor (21) to account for the influence of amphiphiles and

solvents on interfacial curvature. The primary concept is to relate the energies of interaction

between the amphiphile layer and the oil andwater regions. Therefore, this R ratio compares

the tendency for an amphiphile to disperse into oil, to its tendency to dissolve in water. If one

phase is favoured, the interfacial region tends to take on a definite curvature. A brief

description of the concept is given below, and a full account can be found elsewhere (26).

Inmicellar ormicroemulsion solutions, three distinct (single ormulticomponent) regions

can be recognised: an aqueous region, W, an oil or organic region, O, and an amphiphilic

region, C. As shown in Figure 5.3, it is useful to consider the interfacial zone as having a

definite composition, separating essentially bulk-phase water from bulk-phase oil. In this

simple picture, the interfacial zone has a finite thickness, and will contain, in addition to

surfactant molecules, some oil and water.

Cohesive interaction energies therefore exist within the C layer, and these determine

interfacial film stability. They are depicted schematically in Figure 5.3: the cohesive energy

between molecules x and y is defined as Axy, and is positive whenever interaction between

molecules is attractive. Axy is depicted as the cohesive energy per unit area between

surfactant, oil and water molecules residing in the anisotropic interfacial C layer. For

surfactant–oil and surfactant–water interactions Axy can be considered to be composed of

two additive contributions:

Axy ¼ ALxy þAHxy ð5:6Þ
where ALxy quantifies interaction between non-polar portions of the two molecules

(typically London dispersion forces) and AHxy represents polar interactions, especially

hydrogen bonding or Coulombic interactions. Thus, for surfactant–oil and surfactant–water

interactions, cohesive energies to be considered are:

Aco ¼ ALco þAHco ð5:7Þ
Acw ¼ ALcw þAHcw ð5:8Þ

AHco and ALcw are generally very small values and can be ignored.

Other cohesive energies are those arising from the following interactions:

. water–water, Aww

. oil–oil, Aoo

. hydrophobic–hydrophobic parts (L) of surfactant molecules, ALL

. hydrophilic–hydrophilic parts (H) of surfactant molecules, AHH.

The cohesive energyAco evidently promotesmiscibility of the surfactant moleculeswith the

oil region, and Acw with water. On the other hand, Aoo and ALL oppose miscibility with oil,
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while Aww and AHH oppose miscibility with water. Therefore, interfacial stability is ensured

if the difference in solvent interactions in C with oil and water bulk phases is sufficiently

small. Too large a difference, i.e. too strong affinity of C for one phase or the other, would

drive to a phase separation.

Winsor expressed qualitatively this variation in dispersing tendency by:

R ¼ Aco

Acw

ð5:9Þ

To account for the structure of the oil, and the interactions between surfactant molecules,

an extended version of the original R ratio was proposed (26):

R ¼ ðAco �Aoo �ALLÞ
ðAcw �Aww �AHHÞ ð5:10Þ

Aw w

AH cw

AHco

Aoo

ALL

ALc o

AHH

ALcw

OIL PHASE: O

SURFACTANT
LAYER

WATER PHASE: W

: C

Aco = A Lco + A Hco

Acw = ALcw + A Hcw

Figure 5.3 Interaction energies in the interfacial region of an oil–surfactant–water system
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As mentioned before, in many cases, AHco and ALcw are negligible, so Aco and Acw can be

approximated respectively to ALco and AHcw.

In brief, Winsor’s primary concept is that this R ratio of cohesive energies, stemming

from interaction of the interfacial layer with oil, divided by energies resulting from

interactions with water, determines the preferred interfacial curvature. Thus, if R> 1, the

interface tends to increase its area of contact with oil while decreasing its area of contact

with water. Thus oil tends to become the continuous phase and the corresponding

characteristic system is type II (Winsor II). Similarly, a balanced interfacial layer is

represented by R¼ 1.

5.4.1.2 Packing Parameter and Microemulsion Structures

Changes in film curvature and microemulsion type can be addressed quantitatively in terms

of geometric requirements. This concept was introduced by Israelachivili et al. (27) and is

widely used to relate surfactant molecular structure to interfacial topology. As described in

Section 4.6.3, the preferred curvature is governed by relative areas of the head group, ao, and

the tail group, v/lc (see Figure 4.7 for the possible aggregate structures). In terms of

microemulsion type:

. if ao> v/lc, then an oil-in-water microemulsion forms

. if ao< v/lc, then a water-in-oil microemulsion forms

. if ao� v/lc, then a middle-phase microemulsion is the preferred structure.

5.4.1.3 Hydrophilic–Lipophilic Balance (HLB)

Another concept relating molecular structure to interfacial packing and film curvature is

HLB, the hydrophilic–lipophilic balance. It is generally expressed as an empirical equation

based on the relative proportions of hydrophobic and hydrophilic groups within the

molecule. The concept was first introduced by Griffin (28) who characterised a number

of surfactants, and derived an empirical equation for non-ionic alkyl polyglycol ethers (CiEj)

based on the surfactant chemical composition (29):

HLB ¼ Ej wt%þOHwt%

5
ð5:11Þ

where Ej wt% and OH wt% are the weight percent of ethylene oxide and hydroxide groups

respectively.

Davies (30) proposed a more general empirical equation that associates a constant to the

different hydrophilic and hydrophobic groups:

HLB ¼ ½ðnH � HÞ� ðnL � LÞ� þ 7 ð5:12Þ
where H and L are constants assigned to hydrophilic and hydrophobic groups respectively,

and nH and nL the number of these groups per surfactant molecule.

For bicontinuous structures, i.e. zero curvature, it was shown that HLB� 10 (31). Then

w/o microemulsions form when HLB< 10, and o/w microemulsion when HLB> 10. HLB

and packing parameter describe the same basic concept, though the latter ismore suitable for
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microemulsions. The influence of surfactant geometry and system conditions on HLB

numbers and packing parameter is illustrated in Figure 5.4.

5.4.1.4 Phase Inversion Temperature (PIT)

Non-ionic surfactants form water–oil microemulsions (and emulsions) with a high tem-

perature sensitivity. In particular, there is a specific phase inversion temperature (PIT) and

the film curvature changes from positive to negative. This critical point was defined by

Shinoda and Saito (32):

. if T< PIT, an oil-in-water microemulsion forms (Winsor I)

. if T> PIT, a water-in-oil microemulsion forms (Winsor II)

. at T¼ PIT, a middle-phase microemulsion exists (Winsor III) with a spontaneous

curvature equal to zero, and a HLB number (Equation 5.11) approximately equal to 10.

v/aolc

HLB

Structure of 
Surfactant
aggregate

Micelle
Bilayer
vesicle

Inverted
micelle

40 20 10 2 1

1/3 1/2 1 2 3

O/WW/O

SMALLER v, LARGER lc LARGER v, SMALLER lc

SMALLER aoLARGER ao

lc
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v
d

Larger, more hydrated head groups
Lower ionic strength, larger d/lc

Lower pH (cationics), higher pH (anionics)
Lower temperature (non-ionics)

Smaller, less hydrated head groups
Higher ionic strength, smaller d/lc

Higher pH (cationics), lower pH (anionics)
Higher temperature (non-ionics)

Single, saturated chains
Shorter chains, larger d/lc

Less oil-penetration
Higher MW oil

Branched, unsaturated chains
Double-chains, higher temperature
Greater oil-penetration
Co-surfactant addition

/

40 20 10 2 1

O/Wlc

ao

v
d

d/lcd/lc

Figure 5.4 Effect of molecular geometry and system conditions on the packing parameter and
HLB number. Reprinted with permission from Ref. (31)
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The HLB number and PIT are therefore connected; hence the term HLB temperature is

sometimes employed (33).

5.4.2 Surfactant Film Properties

An alternative, more physically realistic, approach is to consider mechanical properties of a

surfactant film at an oil–water interface. This film can be characterised by three phenome-

nological constants: tension, bending rigidity and spontaneous curvature. Their relative

importance depends on the constraints felt by the film. It is important to understand how

these parameters relate to interfacial stability since surfactant films determine the static and

dynamic properties ofmicroemulsions (and emulsions). These include phase behaviour and

stability, structure and solubilisation capacity.

5.4.2.1 Ultra-low Interfacial Tension

Interfacial (or surface) tensions, g, were defined inChapter 4 for planar surfaces, and the same

principle applies for curved liquid–liquid interfaces, i.e. it corresponds to thework required to

increase interfacial area by unit amount. As mentioned in Section 5.3.1, microemulsion

formation is accompanied by ultra-low interfacial oil–water tensions, go/w, typically 10
�2 to

10�4mNm�1. They are affected by the presence of a co-surfactant, as well as electrolyte and/
or temperature, pressure and oil chain length. Several studies have been reported on the effect

of such variables on go/w. In particular, Aveyard and co-workers performed several systematic

interfacial tension measurements on both ionics (34, 35) and non-ionics (36), varying oil

chain length, temperature and electrolyte content. For example, as shown in Figure 5.1 in the

system water–AOT–n-heptane, at constant surfactant concentration (above its CMC), a plot

of go/w as a function of electrolyte (NaCl) concentration shows a deep minimum that

corresponds to the Winsor phase inversion; i.e. upon addition of NaCl, go/w decreases to a

minimum critical value (Winsor III structure), then increases to a limiting value close to

0.2–0.3mNm�1 (Winsor II region). At constant electrolyte concentration, varying tempera-

ture (34), oil chain length and co-surfactant content (35) have a similar effect. With non-

ionics, a similar tension curve and phase inversion are observed, but instead with increasing

temperature (36). In addition, when increasing surfactant chain length, the interfacial tension

curves shift to higher temperatures and the minimum in go/w decreases (37). Ultra-low

interfacial tensions cannot be measured with standard techniques such as Du Nouy ring,

Wilhelmy plate or drop volume (DVT).Appropriate techniques for this low tension range are

spinning drop tensiometry (SDT) and surface light scattering (38).

5.4.2.2 Spontaneous Curvature

Spontaneous (or natural or preferred) curvature Co is defined as the curvature formed by a

surfactant film when a system consists of equal amounts of water and oil. Then, there is no

constraint on the film, which is free to adopt the lowest free energy state. Whenever one

phase is predominant, there is a deviation from Co. In principle, every point on a surface

possesses two principal radii of curvature, R1 and R2 and their associated principal

curvatures are C1¼ 1/R1 and C2¼ 1/R2. Mean and Gaussian curvatures are used to define

the bending of surfaces (39):

. mean curvature: C¼ 1/2(1/R1þ 1/R2)

. Gaussian curvature: k¼ 1/R1� 1/R2
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C1 andC2 are determined as follows: every point on the surface of the surfactant filmhas two

principal radii of curvature, R1 and R2 as shown in Figure 5.5. If a circle is placed

tangentially to a point p on the surface and if the circle radius is chosen so that its second

derivative at the contact point equals that of the surface in the direction of the tangent (of

normal vector, n), then the radius of the circle is a radius of curvature of the surface. The

curvature of the surface is described by two such circles chosen in orthogonal (principal)

directions as shown in Figure 5.5a.

For a sphere,R1 andR2 are equal and positive (Figure 5.5b). For a cylinderR2 is indefinite

(Figure 5.5c) and for a plane, both R1 and R2 are indefinite. In the special case of a saddle,

R1¼ –R2, i.e. at every point the surface is both concave and convex (Figure 5.5d). Both a

plane and saddle have the property of zero mean curvature.

The curvature Co depends both on the composition of the phases it separates and

on surfactant type. One argument applied to the apolar side of the interface is that oil can

penetrate to some extent between the surfactant hydrocarbon tails. The more extensive the

penetration, the more curvature is imposed toward the polar side. This results in a decrease

of Co since, by convention, positive curvature is toward oil (and negative toward water).

The longer the oil chains, the less they penetrate the surfactant film and the smaller

the effect on Co. Eastoe et al. have studied the extent of solvent penetration in micro-

emulsions stabilised by di-chained surfactants, using SANS and selective deuteration.

Results suggested that oil penetration is a subtle effect, which depends on the chemical

structures of both surfactant and oil. In particular, unequal surfactant chain length (40–43)

Figure 5.5 Principal curvatures of different surfaces. (a) Intersection of the surfactant film
surface with planes containing the normal vector (n) to the surface at the point p. (b) convex
curvature, (c) cylindrical curvature, (d) saddle-shaped curvature. Reprinted with permission
from Ref. (39). Copyright (1994) Elsevier Ltd
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or presence of C¼C bonds (44) result in a more disordered surfactant–oil interface,

thereby providing a region of enhanced oil mixing. For symmetric di-chained surfactants

(e.g. DDAB and AOT), however, no evidence for oil mixing was found (42). The effect

of alkane structure and molecular volume on the oil penetration was also investigated

with n-heptane and cyclohexane. The results indicate that heptane is essentially

absent from the layers, but the more compact cyclohexane has a greater penetrating

effect (43).

Surfactant type, and nature of the polar head group, also influences Co through different

interactions with the polar (aqueous) phase.

. For ionic surfactants electrolyte content and temperature affect the spontaneous

curvature in opposite ways. An increase in salt concentration screens electrostatic head

group repulsions – i.e. decreases head group area – so the film curves more easily toward

water, leading to a decrease in Co. Raising temperature has two effects: (i) an increase in

electrostatic repulsions between head groups due to higher counter-ion dissociation, soCo

increases; (ii) more gauche conformations are induced in the surfactant chains, which

become more coiled, resulting in a decrease in Co. Therefore the combined effects of

temperature on the apolar chains and on electrostatic interactions are competitive. The

electrostatic term is believed to be slightly dominant, so Co increases weakly with

increasing temperature.
. For non-ionic surfactants, unsurprisingly, electrolytes have very little effect on Co,

whereas temperature is a critical parameter due to the strong dependence of their

solubility (in water or oil) on temperature. For surfactants of the CiEj type as temperature

increases water becomes a less good solvent for the hydrophilic units and penetrates less

into the surfactant layer. In addition, on the other side of the film, oil can penetrate further

into the hydrocarbon chains, so that increasing temperature for this type of surfactant

causes a strong decrease in Co. This phenomenon explains the strong temperature effects

on the phase equilibria of such surfactants as shown in Figure 5.8.

Thus, by changing external parameters such as temperature, nature of the oil or electrolyte

concentration, the spontaneous curvature can be tuned to the appropriate value, and so drive

transitions between Winsor systems. Other factors affect Co in a similar fashion; they

include varying the polar head group, type and valency of counter-ions, length and number

of apolar chains, adding a co-surfactant, or mixing surfactants.

5.4.2.3 Film Bending Rigidity

Film rigidity is an important parameter associatedwith interfacial curvature. The concept of

film bending energy was first introduced by Helfrich (45) and is now considered as an

essential model for understanding microemulsion properties. It can be described by two

elastic moduli (46) that measure the energy required to deform the interfacial film from a

preferred mean curvature.

. The mean bending elasticity (or rigidity), K, associated with the mean curvature, that

represents the energy required to bend unit area of surface by unit amount. K is positive,

i.e. spontaneous curvature is favoured.
. The factor �K is associated with Gaussian curvature, and hence accounts for film topology.
�K is negative for spherical structures or positive for bicontinuous cubic phases.
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Theoretically, it is expected that bending moduli should depend on surfactant chain

length (47), area per surfactant molecule in the film (48) and electrostatic head group

interactions (49).

The film rigidity theory is based on the interfacial free energy associated with film

curvature. The free energy, F, of a surfactant layer at a liquid interface may be given by the

sum of an interfacial energy term, Fi, a bending energy term, Fb, and an entropic term, Fent.

For a droplet type structure this is written as (50):

F ¼ Fi þFb þFent ¼ gAþ
ð

K

2
ðC1 þC2 � 2CoÞ2 þ �KC1C2

� �
d A þ nkBTf ðfÞ ð5:13Þ

where g is the interfacial tension, A is the total surface area of the film,K is the mean elastic

bending modulus, �K is the Gaussian bending modulus, C1 and C2 are the two principal

curvatures, Co the spontaneous curvature, n is the number of droplets, kB is the Boltzmann

constant, and f(
€
f) is a function accounting for the entropy of mixing of the microemulsion

droplets, where f is the droplet core volume fraction. For dilute systems where f< 0.1, it

was shown that f ðfÞ ¼ ½lnðfÞ� 1� (50). Microemulsion formation is associated with ultra-

low interfacial tension, g, so the gA term is small compared toFb andFent and can be ignored

as an approximation.

As mentioned previously, the curvatures C1, C2 and Co can be expressed in terms of radii

as 1/R1, 1/R2 and 1/Ro respectively. For spherical droplets, R1¼R2¼R, and the interfacial

area is A ¼ n4pR2. Note that R and Ro are core radii rather than droplet radii (50). Solving

Equation (5.13) and dividing by area A, the total free energy, F, for spherical droplets (of

radius R) is expressed as:

F

A
¼ 2K

1

R
� 1

Ro

� �2

þ
�K

R2
þ kBT

4pR2
f ðfÞ

� �
ð5:14Þ

For systems where the solubilisation boundary is reached (WI or WII region), a

microemulsion is in equilibrium with an excess phase of the solubilisate and the droplets

have achieved theirmaximumsize, i.e. themaximumcore radius,Rav
max.Under this condition

the minimisation of the total free energy leads to a relation between the spontaneous radius,

Ro, and the elastic constants K and �K (51):

Rav
max

Ro

¼ 2Kþ �K

2K
þ kBT

8pK
f ðfÞ ð5:15Þ

A number of techniques have been used to determine K and �K separately, in particular,

ellipsometry,X-ray reflectivity andsmall-angleX-ray scattering (SAXS) techniques (52–54).

De Gennes and Taupin (55) have developed a model for bicontinuous microemulsions. For

Co¼ 0 the layer is supposed to be flat in the absence of thermal fluctuations. They introduced

the term jK, the persistence length of the surfactant layer that relates to K via:

jK ¼ a expð2pK=kBTÞ ð5:16Þ
where a is a molecular length and jK is the correlation length, i.e. the distance over which
this layer remains flat in the presence of thermal fluctuations. jK is extremely sensitive to

the magnitude of K. When K	 kBT, jK is macroscopic, i.e. the surfactant layer is flat
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over large distances and ordered structures such as lamellar phases may form. If K is

reduced to �kBT then jK is microscopic, ordered structures are unstable and disordered

phases such as microemulsions may form. Experiments reveal that K is typically

between 100kBT for condensed insoluble monolayers (56) and about 10kBT for lipid

bilayers (57–59) but can decrease below kBT in microemulsion systems (60). The role

of �K is also important; however, there are few measurements of this quantity in the

literature (e.g. 53, 61). Its importance in determining the structure of surfactant–oil–

water mixtures is still far from clear.

An alternative, more accessible, method to quantify film rigidities is to calculate the

composite parameter ð2K þ �KÞ using tensiometry and SANS techniques. This parameter

can be derived for droplet microemulsion at the solubilisation boundary,WI orWII system,

by combining the radius of the droplet with interfacial tensions or droplet polydispersity.

Two expressions can be derived from Equations (5.14) and (5.15).

1 Using the Interfacial Tension go/w and the Maximum Mean Core Radius Rav
max

The interfacial tension go/w at the interface betweenmicroemulsion and excess phases at the

solubilisation boundary can bemeasured by surface light scattering (SLS), or spinning-drop

tensiometery (SDT). Taken together with the mean droplet size Rav
max measured by SANS,

this tension can be used to estimate these elastic moduli (52). Any new area created must be

covered by a monolayer of surfactant, and so this energy may be calculated in the case of

WI or WII systems since the surfactant monolayer is taken from around the curved

microemulsion droplets (56). To do this it is necessary to unbend the surfactant film,

introducing a contribution from K, of 2K=ðRav
maxÞ2. The resulting change in the number of

microemulsion droplets introduces an entropic contribution and a contribution due to the

change in topology involving �K, of �K=ðRav
maxÞ2. So the interfacial tension between the

microemulsion and excess phase is given by:

go=w ¼ 2Kþ �K

ðRav
maxÞ2

þ kBT

4pðRav
maxÞ2

f ðfÞ ð5:17Þ

which gives for the bending moduli:

2Kþ �K ¼ go=wðRav
maxÞ2 �

kBT

4p
f ðfÞ ð5:18Þ

2 Using the Schultz Polydispersity Width p=s=Rav
max Obtained from SANS Analysis

(See Chapter 13)
Droplet polydispersity relates to the bending moduli through thermal fluctuations of the

microemulsion droplets. Safran (62) and Milner (63) described the thermal fluctuations by

an expansion of the droplet deformation in terms of spherical harmonics. The principal

contribution to these fluctuations was found to arise from the deformation mode l¼ 0

only (50); and l¼ 0 deformations are fluctuations in droplet size, i.e. changes of the mean

droplet radius and hence the droplet polydispersity. In the case of the two phase equilibria at

maximum solubilisation (WI orWII), this polydispersity, p, may be expressed as a function

of K and �K:

p2 ¼ u2o
4p

¼ kBT

8pð2Kþ �KÞþ 2kBTf ðfÞ ð5:19Þ
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where uo is the fluctuation amplitude for the l¼ 0 mode. This polydispersity is given by

the SANS Schultz polydispersity parameter s=Rav
max (64), and Equation (5.19) can be

written:

2K þ �K ¼ kBT

8pðs=Rav
maxÞ2

� kBT

4p
f ðfÞ ð5:20Þ

Therefore Equations (5.17) and (5.20) give two accessible expressions for the sum

ð2Kþ �KÞ using data from SANS and tensiometry. This approach has been shown to work

well with non-ionic films inWI systems (50, 65), and also cationic (64) and zwitterionic (66)

layers in WII microemulsions. Figure 5.6 shows results for these latter two classes of

system, as a function of surfactant alkyl carbon number n-C. The good agreement between
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Figure 5.6 Film rigidities ð2K þ �KÞ as a function of the surfactant chain total alkyl carbon
number n-C from Winsor II microemulsions. The lines are guides to the eye
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Equations (5.18) and (5.20) suggests they can be used with confidence. These values are

in line with current statistical mechanical theories (48), which suggest thatK should vary as

n-C2.5 to n-C3, whereas there is only a small effect on �K.

5.4.3 Phase Behaviour

Solubilisation and interfacial properties of microemulsions depend upon pressure, temper-

ature and also on the nature and concentration of the components. The determination of

phase stability diagrams (or phase maps), and location of the different structures formed

within thesewater (salt)–oil–surfactant–alcohol systems in terms of variables are, therefore,

very important. Several types of phase diagram can be identified depending on the number

of variables involved. In using an adequate mode of representation, it is possible to describe

not only the limits of existence of the single and multiphase regions, but also to characterise

equilibria between phases (tie-lines, tie-triangles, critical points, etc.). Below is a brief

description of ternary and binary phase maps, as well as the phase rule that dictates their

construction.

5.4.3.1 Phase Rule

The phase rule enables the identification of the number of variables (or degrees of freedom)

depending on the system composition and conditions. It is generally written as (67):

F ¼ C�Pþ 2 ð5:21Þ
where F is the number of possible independent changes of state or degrees of freedom, C

the number of independent chemical constituents, andP the number of phases present in the

system. A system is called invariant, monovariant, bivariant, and so on, according to

whetherF is zero, 1, 2, and so on. For example, in the simplest case of a system composed of

three components and two phases, F is univariant at a fixed temperature and pressure. This

means that the mole or weight fraction of one component in one of the phases can be

specified but all other compositions in both phases are fixed. In general, microemulsions

contain at least three components: oil (O), water (W) and amphiphile (S), and as mentioned

previously a co-surfactant (alcohol) and/or an electrolyte are usually added to tune the

system stability. These can be considered as simple O–W–S systems: whenever a co-

surfactant is used, the ratio oil:alcohol is kept constant and it is assumed that the alcohol

does not interact with any other component so that the mixture can be treated (to a

first approximation) as a three-component system. At constant pressure, the composition–

temperature phase behaviour can be presented in terms of a phase prism, as illustrated in

Figure 5.7. However, the construction of such a phase map is rather complex and

time consuming so it is often convenient to simplify the system by studying specific

phase-cuts. The number of variables can be reduced either by keeping one term constant

and/or by combining two or more variables. Then, ternary and binary phase diagrams are

produced.

5.4.3.2 Ternary Phase Diagrams

At constant temperature and pressure, the ternary phase diagram of a simple three-

component microemulsion is divided into two or four regions as shown in Figure 5.8. In
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each case, every composition point within the single-phase region above the demixing line

corresponds to a microemulsion. Composition points below this line correspond to

multiphase regions comprising in general microemulsions in equilibrium with either an

aqueous or an organic phase or both, i.e. Winsor type systems (see Section 5.4.1).
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Figure 5.7 The phase prism, describing the phase behaviour of a ternary system at constant
pressure
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Figure 5.8 Ternary diagram representations of two- and three-phase regions formed by
simple water–oil–surfactant systems at constant temperature and pressure. (a) Winsor I type,
(b) Winsor II type, (c) Winsor III type systems. For ionic surfactants the changes will be driven
by increases in salinity
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Any system whose overall composition lies within the two-phase region (e.g. point o in

Figures 5.8a and 5.8c) will exist as two phases whose compositions are represented by the

ends of the ‘tie-line’, i.e. a segment formed by phases m and n. Therefore, every point on a

particular tie-line has identical coexisting phases (m and n) but of different relativevolumes.

When the two conjugate phases have the same composition (m¼ n), this corresponds to the

plait (or critical) point, p.

If three phases coexist (Figure 5.8b), i.e. corresponding to WIII, the system at

constant temperature and pressure is, according to the phase rule, invariant. Then, there

is a region of the ternary diagram that consists of three-phase systems having invariant

compositions and whose boundaries are tie-lines in the adjacent two-phase regions

that surround it. This region of three-phase invariant compositions is therefore

triangular in form and called ‘tie-triangle’ (26). Any overall composition, such as point

q (Figure 5.8b) lying within the tie-triangle will divide into three phases having composi-

tions corresponding to the vertices a, b and c of the triangle. The compositions a, b and c are

invariant in the sense that varying the position q, the overall composition, throughout the

triangle will result in variations in the amounts of the phases a, b and c but not in their

composition.

5.4.3.3 Binary Phase Diagrams

As mentioned previously, ternary diagrams can be further simplified by fixing some

parameters and/or combining two variables together (e.g. water and electrolyte into brine,

or water and oil into water-to-oil ratio), i.e. reducing the degrees of freedom. Then,

determining the phase diagram of such systems reduces to a study of a planar section through

the phase prism. Examples of such pseudo-binary diagrams are given in Figures 5.9–5.11 for

non-ionic and anionic surfactants.

Figure 5.9 shows the schematic phase diagram for a non-ionic surfactant–water–oil

ternary system. Since temperature is a crucial variable in the case of non-ionics, the pseudo-

binary diagram is represented by the planar section defined byfw¼fo,wherefw andfo are

the volume fractions of water and oil respectively. Then, at constant pressure, defining the

system in a single-phase region requires the identification of two independent variables

(F¼ 2), i.e. temperature and surfactant concentration. The section shown in Figure 5.9b can

be used to determine TL and TU, the lower and upper temperatures, respectively, of the phase

equilibrium WþMþO (with M, the microemulsion phase), and the minimum amount of

surfactant necessary to solubilise equal amounts of water and oil, denoted C*
s (68). The

lower C*
s the more efficient the surfactant. Figure 5.10 illustrates the determination of a

second possible section for a non-ionic surfactant–water–oil ternary system: pressure and

surfactant concentration are kept constant, leaving the two variables, temperature and

water-to-oil ratio (fw-o). This diagram shows the various surfactant phases obtained as a

function of temperature and water-to-oil ratio (68). The third example (Figure 5.11)

concerns an anionic surfactant, Aerosol-OT. In order to obtain F¼ 2 when defining the

ternary W–O–S system in a single-phase region at constant pressure, the surfactant

concentration parameter is fixed. Then, the two variables are temperature and w, the

water-to-surfactant molar ratio defined asw¼ [water]/[surfactant].w represents the number

of water molecules solubilised per surfactant molecule, so that this phase diagram

characterises the surfactant efficiency, as a microemulsifier.

Microemulsions 109



5.5 Developments and Applications

5.5.1 Microemulsions with Green and Novel Solvents

There is a need to reduce volatile organic solvents and compounds (VOCs) that are

employed in many industrial processes since they pose major environmental threats. This

has led to a drive to find suitable green non-VOC solvents: since they can be considered

‘universal solvents’ microemulsions offer attractive prospects in this area. Two main

approaches have been explored: (a) super critical carbon dioxide (sc-CO2) (69) and (b)

room temperature ionic liquids (RTILs) (70) as such replacements. In potential sc-CO2

represents an excellent green solvent due to the ease of solvent removal, tuneability and
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Figure 5.9 Binary phase behaviour in ternary microemulsion systems formed with non-ionic
surfactants. (a) Illustration of the section through the phase prism at equal water and oil content.
(b) Schematic phase diagram plotted as temperature versus surfactant concentration Cs. TL and
TUare the lower andupper temperatures, respectively, of thephase equilibriumWþMþO.T
 is
the temperature at which the three-phase triangle is an isosceles, i.e. when the middle-phase
microemulsion contains equal amounts ofwater andoil. This condition is also termed ’balanced’.
Cs


 is the surfactant concentration in the middle-phase microemulsion at balanced conditions.
‘Lam’ denotes a lamellar liquid crystalline phase. Reprinted with permission from Ref. (68).
Copyright (1997) Elsevier B.V.
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Figure 5.10 Binary phase behaviour in ternary microemulsion systems formed with non-ionic
surfactants. (a) Illustration of a section at constant surfactant concentration through the phase
prism. (b) Schematic phase diagram, plotted as temperature versus volume fraction of oil, fo, at
constant surfactant concentration. Also shown are various microstructures found in different
regions of themicroemulsion phase, M. At higher temperatures the liquid phase is in equilibrium
with excess water (MþW), and at lower temperatures with excess oil (MþO). At intermediate
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respectively. Reprinted with permission from Ref. (68)
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recyclability of solvent quality by temperature and pressure, the easily accessible critical

point (Pc¼ 72.8 bar,Tc¼ 31.1 �C), it is non-flammable, non-toxic, environmentally benign,

biocompatible, cheap and abundant. On the other hand RTILs are salts made of sterically

mismatched ions, which hinder crystallisation, they are ‘trapped’ in the liquid state. As such

RTILs are also green solvent candidates due to tuneability, polar solvation properties and

zero volatility. By forming microemulsions with these unusual liquids their properties can

be enhanced: water-in-CO2 systems (69) serve to extend the capability with polar solutes,

and oil-in-RTILmicroemulsions provide compatibility of the highly polar RTIL for organic

and hydrophobic components. The advent of custom-made CO2-philic, and RTIL-philic

surfactants (which are not necessarily also very hydrophilic or hydrophobic) has

greatly stimulated research in this area. As an example small-angle neutron scattering

(see Chapter 13) results proving micelles of a custom made CO2-philic surfactant (TC14)
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Figure 5.11 Pseudo-binary phase diagram in ternary microemulsion systems formed with the
anionic surfactant Aerosol-OT (AOT) in various straight-chain alkane solvents. The water-to-
surfactant molar ratio, w, is plotted versus temperature at constant surfactant concentration and
pressure. Alkane carbon numbers are indicated; ringed numbers correspond to the lower
temperature (solubilisation) boundary, TL, and un-ringed numbers to the upper temperature
(haze) boundary, TU. The single phase microemulsion region is located between TL and TU.
Below TL the system consists of a microemulsion phase in equilibrium with excess water
(WII type), and above TU the single microemulsion phase separates into a surfactant-rich phase
and an oil phase. Reprinted with permission from Ref. (16). Copyright (1994) Elsevier Ltd
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are formed in dense CO2 are shown in Figure 5.12. On the other hand, the normal AOT-like

compounds (AOTand AOT4) do not show any evidence for aggregation in this challenging

solvent environment.

Hydrofluorocarbon (HFC) solvents are recognised as attractive alternatives to fully

fluorinated solvents, owing to both low toxicity andflammability.A significant development

is replacement of CFCs byHFCs as refrigerants, as propellants inmetered-dose inhalers and

drug delivery devices for respiratory tract infections. These HFC carrier solvents are

hydrophobic, creating solubility problems for the pharmaceutically active components:

however, application of suitable HFC-compatible surfactants could allow for the dispersion

of aqueous drug solutions as microemulsions. Progress has been made (71) towards

designing surfactants for HFC microemulsions for potential drug delivery applications.

With regard to drug delivery and encapsulation, the first commercialised oil-in-water

microemulsion formation is for the immunosuppressant drug cyclosporin, which is

marketed as Neoral (72). The success of Neoral points to a future role for microemulsions

in the pharma and allied medical sciences, an area popularly termed ‘nano-medicine’.

5.5.2 Microemulsions as Reaction Media for Nanoparticles

Another applicationofmicroemulsions innanotechnology is for nanoparticle synthesis (73),

which has been a hot research topic since the early 1980s, after the first colloidal solutions of

platinum, palladium and rhodium metal nanoparticles were prepared. Since this ground-

breaking work, a huge variety of nanoparticles have been synthesised, in both water in oil

and water in supercritical fluid microemulsions (73). The particle growth, size and shape

Figure 5.12 SANS profiles of TC14-stabilised dry (w0) and hydrated (w5)micelles obtained in
liquidCO2at 360bar, 25

�C.The scatteringobtained from formulatedAOT4w5anddryAOTw0
systems is also shown for comparison. Smooth lines representmodel fits to a spherical form factor
scattering model (see Chapter 13), consistent with 11A

�
radii (�10%) for both TC14-stabilised

micelles
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have shown to be strongly dependent on the nature and composition of the host micro-

emulsions, especially intermicellar exchange rates. Of particular interest is the ability to use

microemulsions for facile generation of nanoparticles with catalytic, semi-conductor and

super-conductor, magnetic, luminescent and buffering properties.

Therefore, since the discovery of microemulsions in the second half of the 20th century,

they have begun to find various applications in scientific research and practical commercial

products and processes.
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Emulsions

Brian Vincent

School of Chemistry, University of Bristol, UK

6.1 Introduction

6.1.1 Definitions of Emulsion Type

An emulsion is a dispersion of one liquid in a second liquid continuous phase, where the two

liquids concerned are essentially immiscible (or at least have limited mutual miscibility).

In principle, one may classify emulsions according to their type, e.g. oil/water (OW) or

water/oil (WO), and by their size:

. microemulsions (see Chapter 5): G100 nm

. mini-emulsions: 100 nm to 1mm

. macro-emulsions: H1mm.

However, this size classification is only a guide and not rigorous. Microemulsions are

normally considered to be thermodynamically stable systems (see Section 5.2), whereas

mini- andmacro-emulsions are, at best, metastable (i.e. kinetically stable). Amore rigorous

definition of thermodynamic stability, with regard to emulsions, is not in terms of droplet

size, but rather in terms of Equation (5.2) in Chapter 5:

DGform ¼ DAg12�TDSconf ð6:1Þ
In considering DGform for mini- or macro-emulsions, Figure 6.1 is a good basis for

discussion.

For an emulsion system to be thermodynamically stable DGform must be negative; that is,

the emulsion must form spontaneously. This requires, in general, a sufficiently low
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interfacial tension (g12) between the two liquid phases (�10�4 to 10�2mNm�1), so that the
DSconf term in Equation (6.1) is greater inmagnitude than theDAg12 term. This is the basis of

formation of microemulsions; they are essentially micelles, swollen with solubilised oil or

water, depending on their nature.

If an emulsion is formed by comminution thenDGform is positive, i.e. work has to be done

on the two bulk liquid phases to form the emulsion (see Sections 6.2.1 and 6.2.2). If the

emulsion is formed by nucleation and growth (see Section 6.2.3) then DGform is negative.

However, if steps are not taken to (kinetically) stabilise the droplets, once formed, the

system would simply revert to two bulk liquids.

As stated above, for classical macro-emulsions formed by comminution, DGform is

positive, and the DSconf term in Equation (6.1) is now, in general, much lower in magnitude

(and indeed is usually negligible) compared to the DAg12 term. This is because g12 is now
normally around a few tens of mNm�1. As Figure 4.3 in Chapter 4 illustrates, addition of a
surfactant to aid formation of the liquid/liquid interface ismost efficient in terms of lowering

g12 at concentrations around the CMC (in the liquid which is to form the continuous phase).

Addition of further surfactant cannot lower the value of g12 any further. The ‘tricks’ used to
obtain thevery lowvalues of g12 required formicroemulsions in an oil pluswater system, are

explained in Chapter 5.

Mini-emulsions are interesting in that, in this case, theDSconf term inEquation (6.1) is still

smaller than the DAg12 term, but now much closer in magnitude. Indeed, some systems

which have been labelled as ‘microemulsions’ are in fact strictly mini-emulsions, because

the sign of DGform is actually net positive, rather than net negative. An example occurs in

the early studies of Schulman et al. (1) on microemulsions. They studied the system:

benzeneþwaterþ potassium oleate, which, on stirring, formed a normal WO macro-

emulsion. On adding n-hexanol, the systembecame optically translucent. Schulman showed

that the continuous oil phase contained very small water droplets of diameter 10–50 nm.

It was he who in fact coined the term ‘microemulsion’ for such systems. Later studies were

ΔGform = ΔA. 
12 - TΔSconf

Figure 6.1 The free energy of formation of emulsion droplets
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made by Gerbacia and Rosano (2) on very similar systems (n-hexadecaneþwaterþ sodium

dodecyl sulfate) but in this case the systemwas left as two contacting bulk phases. They titrated

n-pentanol (called a ‘co-surfactant’) into the n-hexadecane phase, and monitored the OW

interfacial tension (g), with time (t), using a Wilhelmy plate. The result is shown in Figure 6.2.

It can be seen that, for a period of �1min, g falls transiently near to zero, as the alcohol
molecules transfer across the interface, but then increases again to just less than the original

value (� 20mNm�1)when the systemhas re-equilibrated. During the time intervalwhen g is
close to zero, spontaneous droplet formation was observed near the OW interface. These

droplets appear to bemicroemulsion droplets, but clearly they are not, since the equilibrium

value of g is too high, and DGform must be positive! The conclusion is that droplets formed

using the dynamic, Schulman route are not microemulsion droplets in terms of the

thermodynamic definition, even if they fall into that class in terms of their size. The only

true microemulsion droplets are those which are formed by swelling micelles (by a

solubilisation route), under equilibrium conditions. These days wewould label Schulman’s

droplets as mini-emulsion droplets. Indeed, since about 1980, mini-emulsions have become

much more studied in their own right, largely due to their application in making latex

particles by emulsion polymerisation routes (3).

Further types of emulsion systems are those containing three (ormore) bulk phases. Some

examples of three-phase systems are given in Figure 6.3.

Type A is perhaps the most familiar and the most readily formed (e.g. by a double

emulsification process); here phases a and g are similar (e.g. both water) and phase b is

say oil. This would be labelled a WOW double emulsion. Type B is a variation of A, where

the separate, internal a droplets have coalesced to form a bulk a phase. In fact if two

immiscible liquids, a and b are stirred together in a thirdmutually immiscible liquid, g (or if
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Figure 6.2 The change in interfacial tension of the benzene–water interface (with potassium
oleate present) with time, on adding n-hexanol (Reprinted with permission from Ref. (2).
Copyright (1973) Elsevier Ltd)
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an ag emulsion is mixed with a bg emulsion), then whether system B, C or D forms depends

on the relative magnitudes of the three interfacial tensions: gab, gag and gbg. The exact

equations governing which type of system is formed have been given by Torza and

Mason (4), but intuitively one can see, for example, that if gag is significantly greater than

both gab and gbg, then system B will be preferred as no ag interface is present. Systems of

typeA and core-shell systems of typeB have found applications in the controlled delivery of

active molecules (dissolved initially in the a phase and delivered to the g phase). For type B
systems, in particular, if phase b is a polymerisable liquid monomer, then the shell may be

turned into a solid polymer. TypeC systems, where a and b are immisciblemonomers, could

be used, in principle, to form Janus-type polymer particles.

6.1.2 Novel Features of Emulsion Systems, Compared to Solid/Liquid Dispersions

One major difference between dispersions of liquid droplets, compared to dispersions of

solid particles, in a liquid continuous phase, has to do with the deformability of the

liquid/liquid interface. Spherical droplets, especially inmacro-emulsions, may change their

shape. This is particularly important at high droplet concentrations and in creamed emul-

sions, where the dispersed phase volume fractions (f) may exceed the value for hexagonal

close-packing of spheres (0.74). Droplets, unlike solid particles, may also coalesce.

A second important difference, as will become apparent later, is that surfactants or

polymers (or even nanoparticles), which adsorb at the liquid/liquid interface, play a

much more important role in stabilising emulsion droplets, compared to the corresponding

solid/liquid interfaces in particulate dispersions.

6.2 Preparation

6.2.1 Comminution – Batch

Comminution (for which, it has already been stated, DGform is positive) involves starting

with two bulk liquids (most frequently an oil phase and an aqueous phase), and supplying

Three immiscible liquids

+ +

A B C D

core-shell double emulsion

(non-equilibrium)

“acorn” 2 separate droplets

Figure 6.3 Emulsion systems containing three liquid phases
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sufficient energy to cause one phase to break up into droplets dispersed in the second phase.

In general, the energy supplied far exceeds the actual value of DGform and the excess energy

appears in the system as heat; thermostatting, if possible, is therefore a good idea. The

energy input may take different forms: stirring and ultrasonics are two classical methods.

However, these days commercial equipment (so-called ‘homogenisers’) often makes use of

repeated forced flow through narrow orifices. Mostly in comminution methods turbulent

flow is involved and the associated hydrodynamics are complex to analyse. However, as

illustrated in Figure 6.4, in simple laminar flow gradients larger droplets break down by

being ‘stretched’, and when the axial ratio exceeds a certain value, these elongated droplets

break up into smaller droplets (a so-called ‘Taylor instability’).

It should be remembered that, in all comminution methods, as well as break-up, droplet

re-coalescence will also be occurring. In this way, a steady-state droplet size distribution

will be achieved, with a mean size that depends primarily on the power input: the larger the

power input, the smaller the mean droplet size. However, the presence of so-called

‘emulsifiers’ will also have a strong effect on the mean droplet size achieved. Such

emulsifiers may be surfactants, polymers or even nanoparticles, which adsorb at the

liquid/liquid interface involved. In general, surfactants are the most efficient emulsifiers.

Their primary role is to lower the interfacial tension (g12), which reduces DGform (see

Equation 6.1); they diffuse to, and adsorb more quickly at, newly forming liquid/liquid

interfaces during droplet breakdown, and also reduce g12 more effectively than most

polymers in general. (For nanoparticles the situation is more complex, as will be discussed

later in this section.) An important, secondary role, for surfactants (or polymers and

nanoparticles) is that they help to reduce the re-coalescence of droplets (see Section 6.3.3).

This is the main factor responsible for the much smaller average droplet size achieved in

emulsions, produced with the same power input, when surfactants are present rather than

absent. The smallest droplets are generally produced when the surfactant concentration is

close to the CMC.

It is possible to relate the expected, average droplet diameter (dav) to the volume (Vd) of

the liquid to be dispersed, in a given volume of continuous phase (Vc), and the surfactant

concentration (cs), provided a number of assumptions aremade: (i) all the surfactant is in the

continuous phase prior to emulsification; (ii) after emulsification there is no free surfactant

left in solution, i.e. it is all adsorbed; (iii) the interface is fully packed with a monolayer

of surfactant, such that the cross-sectional area occupied by each adsorbed surfactant

molecule takes its close-packed, monolayer value (am). The value of am, for a given

oil–water–surfactant system, may be obtained (see Equation 6.2) from Gm, the adsorbed

Taylor instability

Figure 6.4 The break-up of an emulsion droplet in laminar flow
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excess of surfactant in themonolayer by applying theGibbs equation to the experimental g12
versus ln cs plot (see Chapter 4).

am ¼ 1

NAGm

ð6:2Þ

dav is then given by Equation (6.3):

dav ¼ 6Vd

VccsamNA

ð6:3Þ

Byway of illustration, an average droplet diameter of 3.5mm is predicted by Equation (6.3)

for the following system: Vd/Vc¼ 0.1, cs¼ 10�3M and am¼ 40A
� 2.

An important question to consider when emulsifying a given oil and water mix is

which type of emulsion (i.e. O/W or W/O) will be formed? In the absence of any added

emulsifier, this depends on the volume ratio of oil to water used and also on the relative

viscosities of the two bulk liquids. Simple stirring of oil and water, say, will produce both

types of droplets, i.e. both nascent oil droplets in water and vice-versa. However, if the

volume ratio is high, then the liquid present with the smaller volume will tend, statistically,

to form the dispersed phase. If the volume ratio is �1, then the liquid having the smaller

viscosity will tend to form the dispersed phase. This is because the more viscous the liquid,

the more difficult it is to perform the deformation process illustrated in Figure 6.4, and also,

once droplets are formed, re-coalescence is slower the more viscous the continuous phase.

However, if an emulsifier is present, both these factors tend to be overridden. The

dominating factor is now the natural curvature that the emulsifier imparts to the oil/water

interface. This will be discussed first for nanoparticle emulsifiers, then for surfactants and

polymers.

The situation for nanoparticle emulsifiers is illustrated in Figure 6.5a which shows a

droplet of oil, carrying a monolayer of adsorbed nanoparticles, dispersed in water.

The key parameter here is the oil/water contact angle (u) at the solid surface. For the case
shown, 90� G uG 180� (i.e. the solid is partially water-wetted - see Chapter 10), and so

the particles protrude more into the continuous aqueous phase, forcing the curvature of the

interface to be as shown, i.e. an OWemulsion is formed. Clearly, if 0� G uG 90� (i.e. the
solid surface is partially oil-wetted) then the opposite situation would prevail and a WO

emulsion would form. If full wetting occurs, i.e. uG 0� or uH 180�, then the particles

would not adsorb at the interface, but remain dispersed in either the water or the oil phase,

respectively; hence, no emulsion will be formed.

Emulsion droplets, stabilised by adsorbed nanoparticles, are called ‘Pickering emulsions’

after an early investigator of such systems (5); a large revival of interest in emulsions of this

type has been generated in recent years, largely through the work of Binks et al. (6).

Adsorbed surfactants and polymers also tend to ‘force’ the curvature of the liquid/liquid

interface concerned, but in this case the preferred curvature depends on the structure (or

‘shape’) of the adsorbed molecules at the interface. We will only consider surfactants here,

but polymers behave similarly, although the structure (conformation) of the adsorbed

polymer molecules cannot be ‘guessed’ a priori; detailed experimental analysis is required
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(e.g. neutron scattering or reflection studies – see Chapters 8 and 13). Surfactant molecules,

being less flexible than polymer molecules tend, in general, to retain a similar conformation

at the oil/water interface to the one they have in solution. Hence, it is possible to make an

intelligent prediction as to what the preferred curvature will be. This problem has already

been discussed in some detail in Chapter 5 (Section 5.4.1) in regard to microemulsions. The

basic parameter now is the packing parameter (p), introduced by Israelachvili (7); it is

defined as the ratio of the area that the hydrophilic head group, subtended at the oil/water

interface, has to that of the hydrophobic tail group (see Figure 6.6).

If pH 1 then anOWmicroemulsion is preferred, but if pG 1 then aWOmicroemulsion is

preferred. It so happens that the same rule seems to apply tomacro-emulsions aswell. This is

θ

Figure 6.5 The adsorption of nanoparticles at a liquid/liquid interface

Oil

water

Lt

Vt

Head - Group area = Ah

p = Ah / AtTail area:

At= Vt / Lt

Figure 6.6 Areas subtended by the head-group and tail of a surfactantmolecule adsorbed at an
oil/water interface

Emulsions 123



most likely associated with the high curvature induced at the ends of the stretched droplets

during emulsification (see Figure 6.4).

The packing parameter concept has now largely replaced older concepts, used previously

to predict macro-emulsion type, such as the HLB (hydrophilic–lipophilic balance) value of

a surfactant (see Section 5.4.1).

6.2.2 Comminution – Continuous

Continuous emulsification is best achievedby passing one liquid phase through an orifice (or

a parallel series of orifices, as in a frit or membrane), such that droplets emerge and are

dispersed into the second liquid phase. A successful computer-controlled, cross-flow

membrane device has been described, for example, by Peng and Williams (8). The tubular

membrane, which is cylindrical in shape, is made of steel or a ceramic material and has an

array of similar-sized, perforated holes (typically �10 mm or greater in size). The liquid to

be dispersed flows up the centre of the tube and droplets are forced out, under pressure, into

the continuous phase liquid (containing emulsifier), flowing in a second, outer concentric

cylinder. Both the inner and outer chambers usually have a continuous loop configuration,

so that droplet formation is continuous; flow is stopped when the droplet concentration has

reached the desired value. Pressure differences of several atmospheres are normally

required for efficient droplet production. The pores must be sufficiently separated so that

neighbouring droplets do not touch and possibly coalesce. Also the pores need to be wetted

by the dispersed phase liquid. The smallest droplets that may be produced in this manner are

typically about three times the pore diameter, so droplets less than �50 mm are difficult to

produce by this method. However, emulsions produced by continuous flow methods have

the advantage that they are generally more monodisperse than similar-sized droplets

produced by more conventional batch emulsification methods. Dowding et al. (9) have

described a simpler, cross-flow membrane device which is operated manually and uses a

flat-disc membrane.

A very interesting, alternative approach for continuous emulsification, which is capable

of producing highly monodisperse droplets, over a wide size-range, is based on micro-

fluidics (10).Here droplets are formed at the tip of a narrowcapillary tube (usually elongated

and narrowed by stretching under heating), by flowing the dispersed phase along the

capillary and out into the continuous phase.

6.2.3 Nucleation and Growth

Nucleation and growth is well-established as the classical method for producing monodis-

perse colloidal particles, but has been applied much less in the area of droplet formation.

Vincent et al. (11) have reviewed this field. In nucleation and growth processes phase

separation is induced either physically or chemically in an initially homogeneous system.

Physically induced phase separation is most conveniently achieved either by a change in

temperature in a two-component system or by a change in concentration in a three-

component system. In either case it is necessary to cross a binodal boundary line, from

a one-phase region into a two-phase region, of the corresponding phase diagram. Vincent

et al. (11) have described both types of phase diagram based on mixtures of two low
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molecular-weight polymers: poly(ethylene oxide) (PEO) and poly(dimethylsiloxane)

(PDMS). Binary mixtures of these two polymers exhibit an upper consolute temperature

(see Figure 6.7), which is strongly molecular-weight dependent.

By cooling from the one-phase region across the binodal boundary line into the two-phase

region, droplet formation of one phase within the second phase occurs by a nucleation and

growth mechanism. Eventually complete phase separation into two co-existing phases

would occur if a stabiliser of some sort, to prevent droplet coalescence, were not present (see

Section 6.3.4). In the work of Vincent et al. (11), this was a PEO-PDMS block copolymer,

dissolved in the homopolymer mixture at high temperatures. For relatively dilute mixtures

of PEO and PDMS, i.e. less than 10% PEO in PDMS, or vice-versa, reasonably monodis-

perse droplets of PEO in PDMS, or PDMS in PEO, respectively, could be produced by

this cooling route, with average droplet diameters less than �1mm. An alternative

procedure, carried out at a fixed temperature (e.g. 30 �C), was to dissolve both homo-

polymers (plus the block copolymer) in a common solvent (toluene) and then to evaporate

the toluene (under vacuum). Reasonably monodisperse emulsion droplets, in the size range

1 to 2 mm, could be produced by this route, even at fairly high droplet phase:continuous

phase volume ratios.

A related temperature-jump procedure for producing macro-emulsions from microemul-

sions (12) involves crossing the phase (solubilisation) boundary line separating the one-phase

(microemulsion region) into the two-phase (microemulsion plus excess oil orwater) region (see

Section 5.4.3, in particular Figure 5.9, which illustrates these one- and two-phase regions).

Although commonly used for producing colloidal particles, chemical methods for

producing macro-emulsion droplets, based on nucleation and growth, are rare in the
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Figure 6.7 Temperature–composition phase diagram for binary mixtures of liquid polymers:
PDMS and PEO. Molar mass of PDMS¼ 222 in all cases; molar mass of PEO¼ 311(.*), 770
(!), and 2000 (!). (Reprinted with permission from Ref. (11). Copyright (1998) Royal Society
of Chemistry)
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literature. The basic concept is to somehow produce the dispersed phase by a chemical

reaction, but the reaction product must form liquid droplets rather than solid particles. Obey

and Vincent (13) made mm in diameter oligomeric PDMS (‘silicone oil’, a liquid-state

polymer at room temperature) in water using this concept. The basic chemistry is the base-

catalysed hydrolysis of dimethyldiethoxysilane ethanol–water mixtures. This reaction

produces a mixture of short-chain linear and cyclic PDMS, the ratio depending on the

concentration of ethanol used (12). The ethanol may be removed by dialysis of the emulsion

at the end of the reaction. An interesting feature of this method is that no added emulsifier

or stabiliser is required; the droplets are electrostatically stabilised, due to the negative

charge developed at the PDMS/water interface from dissociation of –OH groups at the end

of the PDMS chains. In this regard, these monodisperse silicone oil droplets resemble the

monodisperse silica particles produced using the St€ober method (14) from the base-

hydrolysis of tetraethoxysilane in ethanol–water mixtures.

6.3 Stability

6.3.1 Introduction

‘Stability’ is a ubiquitous word when used in reference to colloid systems, including

emulsions. In general, it refers to the ability of the colloidal system concerned to withstand

some breakdown process, induced by the presence of forces acting externally on, or

internally within, the system. Examples of external forces are gravity, centrifugal, electro-

static or magnetic fields. Sedimentation (or creaming) is the response to gravity, or an

applied centrifugal force, acting on the droplets. Internal forces occur at both the inter-

droplet and the intermolecular level. Inter-droplet forces, if net attractive, may give rise to

droplet aggregation. An imbalance of intermolecular forces at the liquid/liquid interface

of droplets is the origin of the interfacial tension and the associated interfacial free energy;

the emulsion will try to minimise this interfacial free energy by coalescence and/or Ostwald

ripening. If subjected to temperature or concentration changes, minimisation of the

interfacial free energy may also drive phase inversion of the emulsion. Each of these

breakdown processes is described in turn below, along with methods adopted to prevent

them. An important feature of emulsion systems to bear in mind, however, is that some of

these breakdown processes may occur concurrently, e.g. sedimentation, aggregation and

coalescence.

6.3.2 Sedimentation and Creaming

The steady-state velocity (vs) of (isolated) droplets, undergoing sedimentation or creaming,

in a dilute emulsion, is given by Equation (6.4).

vs ¼ 2pDrga2

9h
ð6:4Þ

whereDr is the density difference between the dispersed and the continuous phase (positive
for sedimentation, negative for creaming), g is the acceleration due to gravity,a is the droplet

radius and h is the viscosity of the continuous phase.
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For concentrated emulsions undergoing sedimentation (or creaming), the situation is

more complex. Droplets no longer sediment independently. Various theories have been

developed to attempt to account for the many-body hydrodynamic interactions now

occurring. A simple, semi-empirical approach is to express the sedimentation velocity as

a virial expansion in the droplet volume fraction (f):

vs ¼ vs;oð1þ afþ bf2 þ . . .Þ ð6:5Þ

Here vs,o is the limiting value of vs, at infinite dilution, given by Equation (6.4). For

emulsions at reasonably moderate values of f, the empirical virial coefficients, a and b

(etc.), may be found by fitting the experimental data for vs as a function of f. A major

challenge is to devise theories which allow for the calculation of these virial coefficients

from first principles.

For a given emulsion system, the only parameter which can be readily adjusted to reduce

vs is h (see Equation 6.4). This may be achieved, for example, by adding polymer to

increase the continuous phase viscosity (but avoiding any induced depletion aggregation –

see Section 6.3.2). If sufficient polymer is added (i.e. well in excess of the so-called ‘critical

polymer overlap concentration’) then the continuous phase will form a weak physical gel,

with a yield stress (and this should also prevent any depletion aggregation occurring).

If this yield stress is greater than the sedimentation force acting on the individual droplets,

then vs will effectively be reduced to zero.

6.3.3 Aggregation

Droplet aggregation, in almost all respects, resembles the aggregation of colloidal particles,

as described in chapters 3 and 9. Chapter 3 is concerned with aggregation in charge-

stabilised dispersions, and chapter 9 with the effect of added polymers on the aggregation

behaviour of dispersions. To summarise briefly here, for charge-stabilised particles or

droplets, van der Waals attraction between the colloidal entities leads to aggregation, when

the electrostatic repulsion between them is sufficiently reduced. This may occur if their

surface charge is sufficiently reduced (e.g. by a change in pH, so that their iso-electric point

is approached) or the electrostatic repulsion between them is sufficiently screened (e.g. by

the addition of electrolyte). Charge-stabilised emulsions are encountered most often where

the constituent droplets carry an adsorbed (mono)layer of an ionic surfactant.

There has been some interesting discussion in the literature recently (15) concerning the

question, if a really pure oil and pure water are emulsified, i.e. without any traces of surface

active material being present, then why should emulsions stable to aggregation not be

formed? The basic argument is that pure oil/water interfaces do actually have an intrinsic

charge (the exact origin is still open to debate, but corresponding zeta potentials of several

tens of mV have been measured), so why do the droplets not repel each other electrostati-

cally? The answer is that pure oil droplets are hydrophobic, and small (nano)bubbles,

normally present in the water, will adsorb at the oil/water interface; this leads to (bubble)

bridging aggregation of the droplets, rapidly followed by droplet coalescence. Oil droplets

carrying an adsorbed layer of an ionic surfactant are hydrophilic, and resist such bubble

adsorption.

If the droplets carry an adsorbed layer of a non-ionic polymer or surfactant (in effect an

oligomeric block copolymer) then other factors may come into play. If the emulsion is
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formed in the presence of the non-ionic polymer or surfactant then it is reasonable to assume

that this will be present at monolayer coverage. In that case the droplets will be sterically-

stabilised against van-der-Waals induced aggregation (see chapter 8 for further details). If a

polyelectrolyte is used to form the emulsion, then the stabilisation mechanism is a mixture

of electrostatic and steric (i.e. so-called ‘electro-steric’ stabilisation).

In addition to the ubiquitous van der Waals forces of attraction between droplets in an

emulsion, another type of attractive force may occur when non-adsorbed polymer (or

polyelectrolyte) molecules are present in the continuous phase. This is the so-called

‘depletion interaction’, which is described in detail in Chapter 9. It basically has to do

with the depletion (in concentration) of polymer molecules in the thin film formed between

two neighbouring droplets, when they approach to a separation less than the dimensions of

the polymer molecules in solution. This sets up an osmotic force pushing the two droplets

together. It should be remembered that small nanoparticles, or indeed nanodroplets, present

in the continuous phase can also give rise to an (albeit weaker, in general) depletion

attraction between droplets. A manifestation of this is the aggregation that has been

observed between macro-emulsion oil droplets, when the concentration of excess free

surfactant in the continuous aqueous phase is greater than the CMC. In that case themicelles

will solubilise oil (from the oil droplets, through the aqueous phase) to formmicroemulsion

droplets co-existing with the macro-emulsion droplets. These microemulsion droplets may

lead to depletion aggregation of the larger droplets (16).

6.3.4 Coalescence

When a soft, spherical rubber ball is pressed against a flat surface, the rubber in contact with

the surface tends to flatten. Similarly, when two liquid droplets approach each other to

within a certain separation, the inertial energy of the two droplets tends to cause some

flattening of the thin film of continuous phase liquid between them, forming a parallel-sided

film, as illustrated schematically in Figure 6.8.

The degree of flattening clearly depends on the inertial energy of the droplets. If the net

interaction energy between the two droplets is repulsive at all separations, then the film

between the two droplets will thin to a certain separation and then the two droplets will

separate again (just as a squashed rubber ball would bounce off a flat surface). A related but

somewhat different situation arises when the droplets are already held in a ‘near contact’

situation, and the flattened thin film between any two droplets is at some equilibrium

thickness (h, see Figure 6.8). This situation would occur in a high volume fraction emulsion

(fH 0.74, the value for hexagonal close-packing of monodisperse spheres). Such high

values of f occur frequently in creamed or sedimented emulsions; here the (net) repulsive

force between the droplets is balanced by the gravitational or centrifugal force acting on

+

h

Figure 6.8 The formation of a thin film between two approaching liquid droplets
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the droplets. A similar situation would also arise in an aggregate of droplets, where the

droplets are ‘sitting’ in a potential energyminimum, at separation h, in the inter-droplet pair

potential. This would occur, for example, with droplets carrying an adsorbed, stabilising

polymer or surfactant, but where the range of the inter-droplet attractive force (e.g. van der

Waals or depletion) is longer than the steric repulsion force.

For coalescence of two droplets to occur, the thin film between them has to somehow

rupture. The most likely mechanism for rupture is related to the presence of oscillatory

waves in the thin film. Such waves may be generated thermally (naturally occurring waves

have been detected in liquid/liquid films by reflective dynamic light scattering), or

mechanically (due to external vibrations). As two nodes in the two oscillating interfaces

approach, so a ‘hole’ may form in the film at that point, leading to rupture.

Clearly, in a film with no stabilising moieties adsorbed at the surface, the thin film will

drain continuously under the influence of the inter-droplet van der Waals attractive forces

and rupture, by the above mechanism, is virtually spontaneous; droplet coalescence will

continue until complete phase separation of the two constituent liquids has occurred. If there

is adsorbed stabiliser present, on the other hand, then the rate of droplet coalescence will be

retarded; in some cases the rate may be reduced effectively to zero. This is the case, for

example, if the stabilising species are nanoparticles (i.e. in a Pickering emulsion). Firstly,

the nanoparticle monolayer will make the interfacial film effectively ‘rigid’. Secondly,

the energy required to displace any one nanoparticle from the interface, into either bulk

phase, is very high (this displacement energy is a maximum when the contact angle – see

Figure 6.5 – is 90�).
For emulsions stabilised by adsorbed surfactant (or polymer) the situation is slightly

more complex. Stabilisation against coalescence now has to do more with dampening of

the oscillatory waves rather than actual desorption of the stabilising molecules from the

interface. The formation of oscillatory waves is opposed by an accompanying increase in

interfacial area (DA) of the two interfaces comprising the film. It is not so much the

associated increase in interfacial free energy (2g12DA) which is important, but rather the

so-called ‘Gibbs-Marangoni’ effect. Expansion of the two interfaces causes a depletion of

surfactant, and a corresponding local increase in the interfacial tension, at the nodes of the

waves. The ease with which this expansion of the interfaces occurs is related to the dilation

(or Gibbs elasticity) modulus («) of the interface. This is defined in Equation (6.6):

« ¼ dg12
d lnA

ð6:6Þ

The greater «, the more stable the emulsion droplets will be to coalescence. Plots of

experimental values of « versus surfactant concentration (cs) in (either) bulk phase

(determined by interfacial rheometry) often show a maximum at a given value of cs, with

« reducing to zero at a sufficiently high value of cs. This is because the displacement of

surfactant within the interface, causing depletion at the wave nodes, is compensated by a

flow of surfactant (and associated solvent) within the adjacent solution into the depleted

region (the Marangoni effect); these surfactant molecules in the adjacent solution can then

adsorb to fill the gaps left by the displaced surfactant molecules. The higher the value of cs,

the greater is this effect. At sufficiently high cs the rate of displacement of surfactant

molecules along the interface is matched by the rate of adsorption from solution, such that
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dg12, and, hence, « (Equation 6.6) are both reduced to zero. This implies that there is an

optimum value of cs for stabilising emulsions against coalescence.

6.3.5 Ostwald Ripening

It is frequently observed that emulsionsmay coarsen in sizewith time, even though it is clear

that no coalescence as such is occurring. This is called ‘Ostwald ripening’. The mechanism

is associated with the existence of a pressure difference (Dp) across a curved liquid/liquid

interface (radius of curvature r and interfacial tension g), as given by the Laplace equation
(Equation 6.7):

Dp ¼ 2g
r

ð6:7Þ

This means that Dp is greater for the smaller droplets than for the larger ones. In turn, this

implies that the chemical potential (m) of the molecules comprising the droplets is greater

in the smaller droplets. It is this difference in chemical potential (DmL), arising from the

Laplace pressure difference between droplets of different sizes, which drives the migration

of molecules from the smaller droplets, across the aqueous continuous phase, into the larger

droplets, thereby reducing the total free energy of the system.

Ostwald ripening can occur for both OW and WO emulsions, but it is enhanced by the

following factors.

(i) The size distribution of the droplets becomes wider (strictly monodisperse emulsions

will not exhibit Ostwald ripening).

(ii) The solubility, in the continuous phase, of the molecules comprising the droplets

increases; this will enhance the rate of transfer between droplets. Indeed, it is

sometimes observed that the presence of surfactant (above the CMC) enhances the

rate further. This is because molecules from the droplets will be solubilised in the

micelles, increasing their overall effective concentration in the continuous phase. This

may happen, inadvertently, if too much surfactant is added to stabilise the emulsion

against coalescence.

A method that is sometimes employed to reduce Ostwald ripening is to add a component

(X) to the droplet phase which is insoluble in the continuous phase. Then, as a droplet

decreases in size, the concentration of X will increase; conversely, as droplets grow in size,

the concentration of X will decrease (see Figure 6.9).

Let us denote the primary constituent molecules of the droplets as d. The chemical

potential (md) of the d molecules in the droplets is given by Equation (6.8) (assuming for

present purposes that X and d form an ideal solution).

md ¼ m0
d þRT ln xd ¼ m0

d þRT lnð1�xXÞ � m0
d�xX ð6:8Þ

where xd and xX are the mole fractions of d and X in the droplets, respectively (and

xX� xd); m
0
d is the chemical potential of pure d, R is the gas constant and T is the absolute

temperature. Thus, according to Equation (6.8), if xX becomes greater in the smaller

droplets (as in Figure 6.9), then the component of the chemical potential of the d molecules,

associated with the presence of X in the droplets, will be less in the smaller droplets than

in the larger droplets. Hence, the chemical potential difference (DmX) between the small
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droplets and the large droplets, associated with the difference in concentration of X, will be

opposite in sign to DmL. In theory, therefore, an equilibrium situation should be reached,

whereby DmLþDmX¼ 0, and Ostwald ripening should cease.

6.3.6 Phase Inversion

Phase inversion is what the name implies: causing an OW emulsion to become a WO

emulsion, and vice-versa. It is in this sense that this phenomenon is included here in the

section on emulsion stability. There are two primary ways of inducing phase inversion.

(i) By a large change in the relative volume fraction of the two components. If, for

example, one were to start with an OW emulsion and then add a sufficiently large

amount of oil, it might happen that phase inversion to a WO system would result.

Such a change could be conveniently monitored by monitoring the electrical

conductivity of the emulsion: an oil continuous phase emulsion will have a much

lower conductivity than a water continuous phase emulsion. Such inversion has been

termed ‘catastrophic’ emulsion phase inversion. Clearly, from the discussion in

Section 6.2.1 concerning the effect of surfactant structure (through the surfactant

packing parameter, p, at the oil/water interface) on the type of emulsion formed

initially, one might expect inversion to occur more readily if the value of p is not too

different from 1. In that case neither sign of curvature of the interface (i.e. convex to

water or oil) is strongly preferred. So inversion of the emulsion, and the resulting

change in the sign of the interfacial curvature, is not too costly in terms of the

associated free energy change. For emulsions where the value of p is either

significantlyH1, or G1, catastrophic phase inversion is unlikely to occur. Indeed,

addingmore oil to anOWemulsion (where pH 1) in this casewould probably just lead

to a higher volume fraction (f) OW emulsion, where it may reach very high values

(H0.9), so-called high internal phase emulsions (HIPEs).

(ii) The alternative, and much more common, route to emulsion phase inversion, involves

changing the value of p in situ in the emulsion. So, to change from anOWemulsion to a

WO emulsion, onewould need to induce a change from pH 1 to pG 1. This process is

called ‘transitional’ emulsion phase inversion. Clearly, to achieve such a change in p,

one requires systems where the value and sign of p are sensitive to changes in local

thermodynamic conditions, such as a change in temperature, salt concentration, or

osmotic pressure is higher
in the smaller droplets

Figure 6.9 The use of an added component in emulsion droplets, which is insoluble in the
continuous phase, to oppose Ostwald ripening

Emulsions 131



a change in surfactant composition (i.e. using amixed surfactant system). In general, in

this regard, emulsions stabilised with non-ionic surfactants are ones where transitional

phase inversion can be achieved most readily. The strong correlation between the

observedphasebehaviour (i.e.OWorWO)ofmacro-emulsionsandthephasebehaviour

of the correspondingmicroemulsionswas discussed in Section 6.2.1; it was shown that

the p parameter is what governs the type of system observed in both cases. Figure 6.10

is a simplified version of Figure 5.10 from Chapter 5 on microemulsions. Figure 6.10

shows the equilibrium (i.e. prior to any emulsification process), temperature (T)–oil

volume fraction phase diagram, at a fixed surfactant concentration, for some

unspecified oilþwaterþ non-ionic surfactant system. At a given oil volume

fraction (around the middle of the range), and at low temperatures, one sees an OW

microemulsion, co-existing with excess oil (here pH 1). Conversely, at high

temperatures, one sees a WO microemulsion, co-existing with excess water (pG 1).

Over a small intermediate temperature range a single microemulsion (bicontinuous)

phase exists (p� 1). The changes in p are associated with the dehydration of the PEO

tails on raising the temperature. One would predict that if this system (say at an oil

volume fraction of 0.5) was emulsified at low temperatures an OW macro-emulsion

would form, and whereas at high temperatures a WO macro-emulsion would form.

Hence, if one were to take the OW macro-emulsion at a low temperature and heat

it sufficiently, the emulsion would invert to a WO emulsion. The intermediate

temperature region, where only the single microemulsion phase forms, is known as

the ‘phase-inversion region’ (PIR). Commonly, in practice, for the corresponding

macro-emulsion, phase inversion is seen to occurmost rapidly at a certain temperature,

the so-called ‘phase inversion temperature’ (PIT), which must lie within the PIR.

0 1

T

Oil volume fraction

II

II

I

w/o + w
p < 1

bicontinuous
p ~ 1

p > 1

o/w + o

Figure6.10 Simplified, schematic temperatureversusoil volume fractionphasediagram, for
an oil (O)þwater (W)þ non-ionic surfactant system, at fixed surfactant concentration.
Roman numerals indicate the number of coexisting phases in that part of the phase diagram.
W/O¼water in oil microemulsion;O/W¼ oil inwatermicroemulsion. p is defined in the text

132 Colloid Science: Principles, methods and applications



Finally, it is of interest to note that Shinoda and Saito (17) were able to produce very stable

OW macro-emulsions, with relatively small droplets, in an oil/water/non-ionic surfactant

system, by actually stirring the system in the bicontinuous, single phase region, and then

cooling rapidly below the PIR.
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7

Polymers and Polymer Solutions

Terence Cosgrove

School of Chemistry, University of Bristol, UK

7.1 Introduction

Polymers are long-chain molecules that are made by assembling a series of monomers,

which may be of the same type (homopolymer) or a mixture (copolymer). Many polymers

exist in nature such as natural rubber (cis-polyisoprene) and DNA (a polymer with a helical

double chain whose backbone is made of an alternating sequence of sugar and phosphates).

The number of monomers we can join together is unlimited but stresses in long chains can

cause them to break up. Natural polymers can have over 106monomers in a chain and all the

chains can have the same length. Synthetic polymers commonly have up to 105 monomers

but there is always a distribution of chain lengths. If a typical monomer length is

approximately 1 nm then 106 monomers would have a contour length of 1mm. Polymers,

however, are rarely fully stretched.

In this chapter we review briefly the basic polymerisation schemes for making polymers,

the statistics of chain molecules, their thermodynamics and their physical properties. More

detailed texts in this area include the classic texts by Flory (1, 2) and deGennes (3) as well as

several more recent books by Sun (4), Doi (5), Grosberg and Khokhlov (6), Rubinstein and

Colby (7) and, for an introduction to polymer synthesis, Stevens (8).

7.2 Polymerisation

There are manymethods that can be used to make polymers synthetically and these include

condensation, free radical and ionic and emulsion methods.
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In practice, the final use of a polymer will dictate the most efficient method to choose.

Essentially, each of these methods has the same basic chemical steps, but the differences are

due to the control of the rate constants associated with them. For example, a fast termination

will give only lowmolecular weight products. The basic steps are initiation (I), propagation

(P) and termination (T), each of which can be characterised by a rate constant as in

Equation (7.1). In each of the four methods above these rate constants are controlled in

different ways and lead to very different molecular weight distributions:

A!ðkIÞ!A*

AþA* !ðkPÞ!A*
2

A*
n !ðkTÞ!An

ð7:1Þ

7.2.1 Condensation

Conceptually (and historically), the method of condensation is the easiest to visualise. In

this method two bifunctional monomers are mixed together. The reaction often proceeds

spontaneously, as in the famous nylon rope trick, when the ingredients meet at an interface

and the product can be pulled out as a thread. Typically, the base-catalysed reaction involves

an acid chloride and an amine and, after the first step, both reactive groups are still present in

the dimer (Equation 7.2). As the polymerisation progresses bothmonomers are used and the

reaction can proceed until the supply of one or the other is exhausted. The reaction kinetics

can be approximated by a second-order rate equation and lead to a polydisperse molecular

weight distribution:

ClOCðCH2ÞnCOClþNH2ðCH2ÞmNH2 !ðkPÞ
!ClOCðCH2ÞnCONHðCH2ÞmNH2 þHCl

ð7:2Þ

7.2.2 Free Radical

Probably the most common method for polymerisation is the free radical method and an

early example was making poly(vinyl chloride). The initiation step can be carried out using

benzoyl peroxide, which attacks the double bond in a vinyl monomer giving a polymeric

radical, which can then propagate. The termination can come about by several mechanisms

and in the example given in Equation (7.3) a combination route is shown.

The polymers produced by this route are also polydisperse because of the competing

reactions (propagation, initiation and termination). Recently, advances in free radical

methods have meant that the radical species can be protected and this means that much

closer control of polydispersity can be achieved:

C6H5
. þCH2 ¼ CHX!ðkIÞ!C6H5CH2CHX

.

C6H5CH2CHX
. þCH2 ¼ CHX!ðkPÞ!C6H5ðCH2CHXÞnCH2CHX

.

C6H5ðÞnCH2CHX
. þ .XHCH2CðÞnH5C6 !ðkTÞ

!C6H5ðÞnCH2CHXXHCH2CðÞnH5C6

ð7:3Þ
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7.2.3 Ionic Methods

Ionic polymerisation is more technically challenging but is a method for making highly

monodisperse polymers, by effectively removing the termination process. So if the initiation

is very rapid compared to the propagation then living ionic polymers can bemadewhich can

be terminated in a controlled way. One example is the polymerisation of styrene (S):

NaþC10H
�
8 þC6H5CH ¼ CH2 !ðkIÞ!NaþC6H5CH

�CH2
. þC10H8

2NaþC6H5CH
�CH2

. !NaþC6H5CH
�CH2CH2CH

�C6H5Na
þ þfSg

! ðkPÞ!NaþC6H5CH
�CH2fSgnfSgmCH2CH

�C6H5Na
þ

ð7:4Þ

The initiator can bemade from sodium and naphthalene in an inert solvent (THF). This gives

a carbanion, which combines with styrene to give a radical ion. The dianion can propagate

from both ends. The charges stay close because of the low dielectric constant of the medium

and termination is precluded (provided contamination is kept to a minimum) but can be

controlled by quenching. The resulting polymers can be very monodisperse.

7.3 Copolymers

Copolymers come in many different guises: random, alternating and block as shown in

Figure 7.1. Random copolymers can be made by mixing monomers with similar reactivity

ratios to give a product, which has the same ratio of monomers as the reactants. They often

have properties intermediate between the two monomers used. Block copolymers can be

made, in principle, by sequential polymerisation by any of the methods above. Higher order

structures such as combs, bottle brushes and ladders can also bemade by sequential addition

of monomers or macromonomers.

Figure 7.1 The structures of copolymers: the top figure is an alternating copolymer, themiddle
a block copolymer and the bottom random
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7.4 Polymer Physical Properties

Polymers have very different physical properties to their respectivemonomers. In Table 7.1

we explore some of these.

7.4.1 Entanglements

A fascinating topological property of polymers is that they can physically entangle. This

property is strongly molecular weight dependent and gives rise to complex rheological and

diffusional properties. For viscosity (h) the dependence onmolecular weight switches from

one which is linear in molecular weight (M) below a critical value, Mc, to a 3.4 power law

above it, as given in Equations (7.5) and (7.6):

h � MðMGMcÞ ð7:5Þ

h � M3:4ðMHMcÞ ð7:6Þ
This switchover is seen in many experimental studies and Figure 7.2 shows how viscosity

depends on molecular weight for a series of melt polymers of polydimethylsiloxane.

Similarly, films formed by polystyrene arevery sensitive toMc as shown in Figure 7.3; below

Mc no film is formed.

7.5 Polymer Uses

Polymers find many uses in a wide range of industries from pharmaceutical to heavy

engineering (Table 7.2).

7.6 Theoretical Models of Polymer Structure

Although the contour length of polymer chainsmay be substantial, because of bond rotation

and elasticity, they are rather compact. Flory first suggested that a polymer chain should

undergo a random walk through space as shown in Figure 7.4. Ignoring the volume of the

chain, thismodel predicts that the end to end distance,R, is proportional to the square root of

the number of bonds, n.

Table 7.1 Properties of high and low molecular weight polymers

Property Low molecular weight High molecular weight

Solution volume Little/no change Small change
Viscosity Newtonian Non-Newtonian
Film forming No/brittle Yes
Dialysis No Yes
Stress Fractures Viscoelastic
Ultrasound No effect Degradation
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The proof of the randomwalk for n steps is quite straightforward using the vector model.

Each step (i) is defined by a vector~‘i. As the walk has an equal probability of going in any
direction the sum of these vectors, the end to end distance, is zero. We can calculate,

however, the mean square end to end distance:

hR2i ¼
Xn
i¼1

~‘i
Xn
j¼1

~‘i

hR2i ¼
Xn
i„j

~‘i �~‘j þ
Xn
i

~‘i
2 ð7:7Þ

The first term in Equation (7.7) is effectively zero as any vector~‘i will be at a random

orientation to any vector~‘j and hence the resultant products will be equally positive or

negative and cancel in the summation. The second term is just a scalar so

hR2i ¼ n‘2 ð7:8Þ
which shows that end to end distance is proportional to the square root of the number of

steps. This is the same result that one gets for a random walk diffusion process.

7.6.1 Radius of Gyration

It is not straightforward to measure R directly but several experimental methods allow us to

measure the radius of gyration, RG, of a polymer chain by, for example, viscosity or

scattering. The value of RG depends not only on the chain length but also on the shape of the

molecule. Equation (7.9) defines RG, and ri is the distance of monomer i from the centre of

MC
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Figure 7.2 Melt viscosities of polydimethylsiloxane
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mass. Hence long rods have a very large radius of gyration. Figure 7.5 illustrates three

different shapes a polymer coil could adopt, a random coil, a solid sphere and a rod. For a

polyethylene chain of 5000 segments these three shapes would have values of RG of 8.2, 2.3

and 130 nm respectively. This means that if we measure RG then we must be careful in

equating this value to the molecular size if we do not have some indication of the molecular

shape.

hR2
Gi ¼

Pn
i¼1 mir

2
iPn

i¼1 mi

ð7:9Þ

For a random walk, Debye showed that hR2
Gi and hR2i are closely related:

hR2
Gi ¼

hR2i
6

ð7:10Þ

7.6.2 Worm-like Chains

Real chains have fixed valence angles, and rotations about bonds are not entirely free so the

simplistic result above needs to be modified for real chains. We introduce the characteristic

ratio C1; which can vary between 4 and 20 to correct for chain flexibility. Some examples

are given in Table 7.3 which are average values. In a solution, the solvent also plays an

R

ℓi

i = 1

i = n

Figure 7.4 An idealised polymer walk

Table 7.2 Polymer uses

Property Usage

Impermeability Protective coatings, beer glasses
Inertness Artificial joints, prosthetics
Adsorption Crystallisation modifiers, colloidal stabilisation, adhesives
Strength Building materials
Electrical Conducting polymers and insulators
Fluidity Lubricants, viscosity modifiers
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important role (see Section 7.8). We can rewrite Equation (7.10) as

hR2
Gi ¼

C1n‘2

6
ð7:11Þ

Kuhn showed that any chain could be scaled so that it could be described as completely

flexible. This is done by dividing the chain into Kuhn lengths which aremultiple numbers of

monomers depending on C1. Another related dimensionless parameter is the persistence,

p¼C1/6.

7.6.3 Radius of Gyration in Ideal Solution

Rewriting Equation (7.11) in a simpler form allows us to use tabulated values to find the

radius of gyration of polymers in ideal solvents (defined asRG� n0.5).We use the expression

hRGi ¼ aM0:5 ð7:12Þ
and use values of a in Table 7.4 and the required molecular weight.

7.6.4 Excluded Volume

For the ideal chains we have discussed above we have used the random walk model, which

allows chains to overlap. This is, of course, not very realistic as the chains must have a finite

volume to exist. Theoretically this is a tricky problem but computer simulations and a

Volume fraction

distance

rod

coil

sphere

Figure 7.5 Average volume fractions for three different shapes of a polymer chain, a random
coil, a rod and a sphere

Table 7.3 Values of the characteristic ratio

Polymer C1

Ideal chain 1.0
Poly(ethylene oxide) 5.6
Polydimethylsiloxane 5.2
Polystyrene 9.5
Polyethylene 5.3
DNA 600
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speculation by Flory has shown that we can use Equation (7.13) to account for excluded

volume:

hR2
Gi � Mn ð7:13Þ

The exponent n is given by n¼ 6=(Dþ 2), where D is the spatial dimension. So in 3D,

n¼ 6=5 and the chain expands beyond its ideal dimensions (n¼ 1). The effect does not seem

very significant but for highmolecular weight chains it is appreciable. Consider a chain with

104 segments. Then RG is predicted by Equation (7.13) to increase by a factor � 2.5. The

ideal chain and the excluded volume chain are two possible models we can use to estimate

the polymer chain dimensions. In practice, the ideal chain model works in two real

situations, in a poor solvent which causes the chain to collapse due to a net chain–chain

attraction (Section 7.8) and in a polymer melt where the intra-chain–chain repulsion is

balanced by repulsions from neighbouring chains.

7.6.5 Scaling Theory: Blobs

A rather clever model which encapsulates these two models of polymer chains has been

proposed by deGennes. His ideawas to break the chain up into blobs, as shown in Figure 7.6.

Inside the blob the chain is self-avoiding but the blobs themselves can overlap and are

essentially ideal.

If we have gmonomers per blob and the blob size is j, then j� gn� g3/5. Now if the blobs

can overlap then R� (n/g)0.5j and hence

R � n0:5g0:1 ð7:14Þ

Table 7.4 Values of a to calculate the radius of gyration
from Equation (7.12)

Polymer a/10�4 nm

Polyethylene 435
Poly(ethylene oxide) 330
Polydimethylsiloxane 250
Polystyrene 282

Figure 7.6 The Blob model
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For an ideal chain g¼ 1 and for a chain with full excluded volume n¼ gwhich recovers the

two extreme cases of an ideal and swollen chain above.

7.6.6 Polyelectrolytes

Polyelectrolytes are a very common class of polymer in which each monomer carries a

charge. For weak polyelectrolytes this is pH dependent (e.g. poly(acrylic acid)) but is pH

independent for strong polyacids (e.g. poly(styrene sulfonate)). As the effect of charge is

repulsive these molecules can become highly extended and their size will depend strongly

on the solution environment (e.g. by adding salt the charges on the chain will be screened

and the chain will contract). Because of this strong stretching we can use the following

expression for the end to end distance:

hR2i ¼ L2ð1�L=3qÞ ð7:15Þ
where L is the contour length and q is the electrostatic contribution to the persistence length.

Figure 7.7 shows how q varies with ionic strength for DNA solutions with change in ionic

strength.

7.7 Measuring Polymer Molecular Weight

There are many methods to establish the molecular weight of a polymer. However, the

problem is not straightforward as polymer chains are not all of the same length andmethods

Ionic strength /M
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q 
/n

m
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Figure 7.7 The change in persistence length of DNA in aqueous salt solutions
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which can distinguish between chain lengths are particularly important. Firstly we shall

define what we mean by molecular weight.

The number average molecular weight (MN) is calculated by finding the total weight and

dividing by the number of molecules:

MN ¼
PN

i¼1 NiMiPN
i¼1 Ni

ð7:16Þ

Ni is the number of molecules with mass Mi.

The weight average (MW) is defined as

MW ¼
PN

i¼1 NiM
2
iPN

i¼1 NiMi

ð7:17Þ

From these definitions higher molecular weight molecules contribute more to MW than to

MN. For a monodisperse polymer MW equals MN and the ratio of MW=MN can be used to

indicate the degree of polydispersity. Figure 7.8 illustrates the molecular weight distribu-

tions for different values of this ratio and it can be seen that even whenMW=MN is less than

1.02 there is still appreciable polydispersity.

More generally higher moments can be defined as

Mn ¼
PN

i¼1 NiM
n
iPN

i¼1 NiM
n�1
i

ð7:18Þ

Many techniques allow us tomeasure themolecular weight of polymers and, as they depend

on different physical properties, they give rise to different moments of the distribution.
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Figure 7.8 Molecular weight distribution functions for three different values of MW=MN: 1.38
(broad peak) 1.20 (medium peak) and 1.02 (narrow peak). The value of MN was 10 000
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Table 7.5 summarises some common methods and the molecular weight average they

measure.

7.7.1 Viscosity

Adetailed description of polymer viscosity is beyond the scope of this chapter. However, the

relationship of viscosity to molecular weight is very important. We can define specific

viscosity as a dimensionless quantity with first-order solvent effects removed. First defining

the specific viscosity hsp as

hsp ¼ ðhsolution�hsolventÞ=hsolvent ð7:19Þ
Einstein first noted that the specific viscosity was proportional to volume fraction

–hsp�f� cR3=M as the volume of a polymer coil is�R3 and c is themolar concentration.

The intrinsic viscosity extrapolates this value to infinite dilution to remove intermolecular

effects: [h]¼hsp=c as the concentration c tends to zero.

As the end to end distance for the polymer coil R�M0.5, we can use this to estimate the

coil volume and hence

½h� � R3=M � M3=2=M ¼ kMa ð7:20Þ
k and a are known as the Mark–Houwink parameters and the equation gives us a simple

semi-empirical formula for the viscosity which we can use to determine molecular weight.

7.8 Flory Huggins Theory

7.8.1 Polymer Solutions

The conformation of polymer chains in solution depends strongly on their architecture and

the solvent quality. Flory and Huggins developed a theory for the solubility of polymers

based on a net solvent–polymer interaction energy. It is defined as

w ðu12� 1

2
ðu11 þ u22Þ

� �
z

kBT
¼ Du

kBT
ð7:21Þ

where 1 refers to solvent and 2 to a polymer segment. z is a coordination number, kB is the

Boltzmann constant and T is the absolute temperature. The final and initial states that lead to

this definition are shown in Figure 7.9 and u are the pairwise energy interactions.

Table 7.5 A summary of different polymer molecular weight methods and the moments of the
distribution that can be measured

Method Moment Absolute/Polydispersity

Osmotic pressure MN No/limited MW range
End group analysis MN No/limited MW range
Chromatography MW Yes/requires calibration
Scattering MW Yes (model required/absolute)
Viscosity MV No/requires calibration
MALDI TOF MN Absolute
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The Flory–Huggins lattice model (Figure 7.10) can be used to find the free energy for

mixing DAm of a polymer with a solvent and thus to construct a polymer solution phase

diagram. The basic model makes the following assumptions.

. The lattice is full with either polymer segments or solvent molecules.

. The segment size and solvent size are the same.

u22

u11

u12u12

Figure 7.9 The final (left-hand figure) and initial (right-hand figure) states in mixing pure
polymer with pure solvent

Figure 7.10 The Flory–Huggins lattice
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. There is random mixing in the lattice.

. The system is homogeneous and the mean field assumption can be used.

. The Flory–Huggins parameter is purely enthalpic.

The assumptions make the model reasonably simple to use but they also impose several

limitations, but most of these can be overcome. The final equation for the free energy of

mixing, DAm, is given by

DAn ¼ kBTN
f1

r1
lnf1 þ

f2

r2
lnf2 þf1f2w

� �
ð7:22Þ

where r is the chain length (1 refers to the solvent and 2 to the polymer), f is the volume

fraction and N is the number density of molecules.

From Equation (7.22) it can be seen that the two entropy terms are always negative and so

dissolution depends on the value of the w parameter. Figure 7.11 shows how the free energy

changes with volume fraction of polymer for different values of w. When w¼ 0 we have

complete mixing for a monomer solution (r1¼ r2¼ 1, lower curve) and for a polymer

solution (r1¼ 1 and r2¼ 1000, upper curve) solutions.When w¼ 1.2, the monomer solution

(lower curve, right-hand figure) is stillmiscible over the entire volume fraction range, but for

the polymer solution, a miscibility gap appears and the solution breaks down into two

immiscible solutions: one dilute and one concentrated.

In terms of a phase diagram, the theory predicts an upper critical solution temperature

(UCST) and this has been found experimentally for many non-aqueous polymer solutions.

However, many aqueous polymer solutions also show a lower critical point as well (LCST).

This can be rationalised as a breakdown in the assumption that the system has no free

volume. The w parameter can be modified to take this into account:

w ¼ Du
kTB

þATn ð7:23Þ
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Figure 7.11 Free energy calculations using the Flory–Huggins model as a function of the w
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r1¼ 1 and r2¼ 1000 and the bottom curves correspond to r1¼ 1 and r2¼ 1
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where T is temperature and A and n are constants. The form of Equation (7.23) is shown in

Figure 7.12 and the resultant phase diagram in Figure 7.13.

A useful experimental parameter that we can obtain directly from Equation (7.23) is the

osmotic pressure by obtaining the chemical potential for the solvent:

χ 

T

0.5

T1 T2
T1

Figure 7.12 Variation in w with temperature using Equation (7.22)
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Figure 7.13 A polymer solution phase diagram. The UCST and LCST are shown as T1 and T2

Polymers and Polymer Solutions 149



Q
c
¼ RT

1

M
þð0:5�wÞ c

nor2

� �
ð7:24Þ

This gives another route to determine molecular weight and the w parameter. v0 is the

molar volume of solvent and r is the polymer density. The equation is also the starting point

for developing the theory of light scattering from polymer solutions.

Equation (7.24) also reveals another interesting fact that there is a critical value for w.
When w¼ 0 : 5, Equation (7.24) reverts to the ideal Van’t Hoft equation. Under these

conditions the solution is ideal and the temperature this occurs at is called the u temperature.

The balance of the osmotic pressure, which in a poor solvent compresses the chain, with the

chain excluded volume, which leads to expansion, accounts for the ideal random coil

behaviour of polymer chains that can be observed.

The behaviour of a polymer melt, which also shows ideal behaviour, can also be

rationalised in that the osmotic pressure of the polymer in the solutions can also be

calculated and shown to be ideal when extrapolated to a pure melt.

7.8.2 Polymer Melts

Mixtures of two polymers can also be described by the Flory–Huggins theory (Equa-

tion 7.22), but in this case both r1 and r2 can be large numbers meaning that the favourable

entropy of mixing contribution to the free energy becomes very small. Mixing then is

dominated by wAB, the interaction parameter between the two monomers A and B. This

explains why most polymers do not mix except at relatively high temperatures.

7.8.3 Copolymers

Copolymers havingmore than onemonomer type havemore than one w parameter. Random

copolymers often have intermediate properties between the twomonomers, if they are truly

random, and it is possible to use a weighted w parameter to describe some of their solution

behaviour. Block copolymers such as non-ionic surfactants (Chapter 4) often aggregate as

micelles in solution if one block is in a favourable solvent environment (wAG 0 : 5) and one

in an unfavourable solvent (wBH 0 : 5). The extent of aggregation will also depend on the

wAB between the blocks and the block ratio, as well as on temperature and concentration.

Many block copolymer systems show very complex phase behaviour. The Flory–Huggins

theory can be applied in principle to these systems to calculate the critical micelle

concentrations and other solution properties.
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Polymers at Interfaces

Terence Cosgrove

School of Chemistry, University of Bristol, UK

8.1 Introduction

In many situations we need to control the stability of dispersions, for example in

pharmaceutical preparations, paints and inks. In other situations we may need to flocculate

them, for example in bacterial harvesting or the drying of a paint film. Adsorbed polymers

can play a key role in circumventing and controlling these situations. In order to discover

how this can be achieved it is necessary to understand the basic structure of an adsorbed

polymer and the importance of the solution and surface chemistry.

In this chapter we shall introduce some of the basic concepts of polymer adsorption from

a theoretical point of view and then make comparisons of the background theory with

experiment. The emphasis in this chapter is on discerning parameters of the adsorbed layer

which are useful in constructing formulations with desired properties.

Figure 8.1 shows an atomistic simulation of an adsorbed polymer interacting with a

nanoparticle of silica in water. In this case the polymer both adheres to the surface and has a

long tail which protrudes into solution. This is the generally accepted picture of an adsorbed

polymer with some segments attached to the surface as trains, which are joined by segments

in loops. The ends of the chains which often protrude from the surface are tails. It is the

balance of these three populations that gives the adsorbed layer its unique properties. Two

books which contain detailed accounts of polymer adsorption are those by Fleer et al. (1)

and Jones and Richards (2). Several review articles have also been published (3, 4).
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8.1.1 Steric Stability

Except for some special cases (e.g. microemulsion(s)) colloidal dispersions are not

thermodynamically stable but by virtue of energy barriers much greater than kBT they

are kinetically stable.

Figure 8.2 shows the interparticle potential between a pair of colloidal particles (details

can be found in Chapter 3). This system is kinetically stable by virtue of a surface charge

which gives rise to a repulsion (positive) which exceeds the inherent attractive potential

(negative) which is due to van der Waals forces. The thermal energy must overcome this

repulsion for the two particles to flocculate. However, this balance is very strongly affected

by the presence of salt. By increasing the salt concentration the electrostatic repulsion is

easily reduced so that the total potential becomes attractive and the sample will flocculate,

as shown in Figure 8.3. In this situation and in the case of non-polar solvents, where

electrostatic stabilisation is difficult, another mechanism is required to stabilise the

dispersion and this is often provided by an adsorbed polymer layer. The effectiveness of

this layer depends verymuch on the conformation of the chains involved and this is themain

focus of the discussion in this chapter. The subject of steric stability per se is treated in more

detail in Chapter 9.

8.1.2 The Size and Shape of Polymers in Solution

In ideal conditions the size of a macromolecule depends on n0.5 where n is the number of

monomers (Chapter 7). More exactly, we can define the radius of gyration, RG, of the

Figure 8.1 An atomistic simulation of a chain of poly(ethylene oxide) adsorbed onto a silica
nanoparticle in water
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polymer as RG ¼ C1‘n0:5 whereC1 is the characteristic ratio and ‘ is the monomer length.

This prediction is realised both in a polymer solution and in a polymer melt. In the former

case the osmotic pressure of the solvent overcomes the excluded volume of the polymer

chain and ideal behaviour is found. This special condition is known as a u solvent and is
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Figure 8.3 The inter-particle potential between two AgBr particles with radius 100 nm in a
0.01M NaCl solution long dash repulsion, solid line attraction, short dash net potential
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Figure 8.2 The inter-particle potential between two AgBr particles with radius 100 nm in a
0.001M NaCl solution long dash repulsion, solid line attraction, short dash net potential
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characterised by the Flory–Huggins parameter w equal to 0.5. The more usual case is when

the osmotic pressure does not overcome the excluded volume and the polymer chain

expands (a good solvent). In this case w is less than 0.5 and we find that the polymer coil

expands leading to RG� n0.6 where RG is the radius of gyration. The exponent in this

relationship is directly related to w (further details can be found in Chapter 7). The shape of
an uncharged homopolymer in an ideal solution is approximately spherical, but for block

copolymer(s) and polyelectrolytes awhole range of shapes exist and the shape of amolecule

strongly influences RG. On adsorption this picture breaks down and this is the focus of the

discussion in this chapter.

8.1.3 Adsorption of Small Molecules

It is useful to start by considering the adsorption of smallmolecules at surfaces. These can be

described inmany cases by either the Langmuir or theBET isotherm(s) (5); the former being

a limiting case of the latter. Equation (8.1) gives the form of the Langmuir equation where u
is the fractional surface coverage, c is the equilibrium concentration and b is a constant.

The model assumes that solute molecules only interact with the surface and, hence, only a

monolayer can be formed. Figure 8.4 illustrates the form of the equation. The BET model

includes solute–solute interactions and, hence, a multi-layer structure can be formed, as is

evident in Figure 8.4, for a particular set of interaction energies. For polymer adsorption

there are examples in the literature of using the Langmuir equation to describe experimental

isotherms, but, although functionally the equation often works, interpretation of the
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Figure 8.4 A comparison of the Langmuir (solid Line) and BET (dashed line) isotherms
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thermodynamic variables such as the adsorption energy must be treated with caution. The

reason for this is the effect of polydispersity (see Section 8.4.2):

u ¼ bc

1þ bc
ð8:1Þ

8.2 Adsorption of Polymers

8.2.1 Configurational Entropy

Unlike small molecules, there is often a large configurational entropy penalty to pay when a

polymer adsorbs from solution on to a surface. We can use a simple thermodynamic

argument to estimate the change in entropy when a polymer adsorbs. For simplicity we

assume that each polymer segment has 3 possible spatial orientations (W). That means that

for n segments a polymer has 3n possible conformations. Similarly, if the coil adsorbs

completely flat then in 2 dimensions there are 2n conformations.

We can estimate the entropy change from the third law of thermodynamics as

S ¼ kB lnðWÞ ð8:2Þ

Hence

S ¼ kB lnð2n=3nÞ ð8:3Þ

For this entropy penalty to be overcomewe need a critical enthalpy of at least�0.4kBT. This

simple analysis ignores the effect of liberating the solvent from the surface which is clearly

entropically advantageous.

8.2.2 The Flory Surface Parameter ws

In a similarway to the definition of the Flory–Huggins solution parameter, w, we can define a
Flory surface parameter ws which is defined in terms of an initial state comprising a polymer

melt and adsorbed solvent and a final state of bulk solvent and adsorbed polymer as shown

in Figure 8.5. The reason for this particular form of this definition is that it makes w and ws
effectively independent, i.e. we separate the surface interactions from the solution inter-

actions. In reality this would be very difficult to achieve.

The definition of ws is given by

ws ¼ � ðu2s�u1sÞ� 1

2
ðu11�u22Þ

� �
kBT ð8:4Þ

where u are the pairwise contact energies and are normally attractive (G0). S refers to the

surface, 1 a solvent molecule and 2 a polymer segment. For adsorption to take place ws
must be greater than the critical value, wsc whose value is given approximately by

Equation (8.3).
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8.3 Models and Simulations for Terminally Attached Chains

Because many aspects of the adsorption of polymers depend on chain conformations,

simulation methods, which explore the different ways in which a polymer can interact with

an interface, are particularly revealing. The simplest example is to constrain the polymer

chain to a lattice rather than free space and to attach one end of the chain irreversibly to the

surface. These two constraints reduce the number of chain conformations possible by a very

large amount and prevent the chain from desorbing into the solution.

The simplest of these models involves counting the number of chain conformations

exactly and this is the first approach we shall use. For longer chains the approximate

methods of Monte Carlo and molecular dynamics are useful both for single and multiple

chains. Finally, we shall describe a full thermodynamic model of polymer adsorption

where the constraint of terminal attachment is overcome and a full equilibrium of the

adsorbed population of chains with those in solution can be achieved.

8.3.1 Atomistic Modelling

Ideally, to predict the interaction of a polymer with a substrate we would like to build a

theory which retains the detailed atomic structures of the solvent, polymer and interface.

For simple visualisations this can be done but to make a detailed study at this level for

practical systems with an ensemble of long chain lengths is not currently feasible.

Nevertheless, the approach is useful and in Figure 8.6we show a simulation of polystyrene

on graphite. One interesting aspect of this visualisation is that the phenyl rings do not lie

flat on the surface because of steric constraints. In this case the definition of the bound

sound surface layer has to be generalised to segments within a certain distance of the

surface. In these situations it is the shape of the molecule, i.e. the chemistry, which is the

determining factor.

Figure 8.5 The exchange process of adsorbing a polymer segment and displacing an adsorbed
solvent molecule: (1) refers to the solvent, (2) to a polymer segment and ’s’ refers to adsorbed
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In amore realistic model we need to average over all possible chain confirmations and the

result would be a volume fraction profile normal to the surface which describes the number

of segments in layers starting at the interface and finishing in the bulk solution.

Given an explicit form for the volume profile we can readily calculate other important

parameters using the following equations:

G ¼ r2

ðspan
0

fadsðzÞdz ð8:5Þ

p ¼ r2

ð‘
0

fadsðzÞdz=G ð8:6Þ

d2RMS ¼ r2

ðspan
0

fadsðzÞz2dz=G ð8:7Þ

The adsorbed amount G is just the integral under the profile multiplied by r2 the polymer

density, giving units of mass/unit area. The bound fraction p corresponds to fraction of

segments in the first adsorbed layer and is typically a monomer length, ‘ in width. The span
in this context is the point at which the profile is zero (the maximum value is the chain

length). In order to make a comparison of the experimental variables as above with a lattice

model, a procedure for scaling to real space is required. There are several strategies for this,

for example each lattice site could be occupied by one monomer or one statistical segment.

8.3.2 Exact Enumeration: Terminally Attached Chains

In its simplest form this approach uses a lattice with a single chain terminally attached

to the interface. The basic idea is just to count every possible conformation: exact

enumeration (EE). For example we shall use a cubic lattice as shown in Figure 8.7. We

start at the coordinates (0, 0, 0) and reject all conformations which penetrate the surface and

violate the excluded volume criterion (i.e. occupy the same lattice point).C(n,m) is defined as

the number ofwalks of length n bonds ofwhichm are in the layer next to the interface. So, for

example,C(1,1)¼ 4 andC(2,1)¼ 4. This soon becomes very difficult, and to reachmore than

n¼ 20 takes a very appreciable amount of computer time; even this modest chain length

can have conformations of the order of 109. Once we have enumerated the array of numbers

C(n,m) we can quite easily calculate the bound fraction, p, of the walk. This is the fraction of

the total number of segments that is in the layer next to the surface, i.e. as trains. For example,

Figure 8.6 An atomistic level simulation of a single polystyrene chain on a graphite surface.
Segments in trains (touching the surface), loops and tails can be seen
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for the walk shown in Figure 8.7 p(n)¼ 1=4. The results for all the conformations are

combinedusingaBoltzmannweighting termwhich is just expðmws=kBTÞ, andEquation (8.8)
shows the statistical sum needed to find the average value of p, hpi:

hpi ¼
Pn

m¼1 Cðn;mÞm expðmws=kBTÞ
n
Pn

m¼1 Cðn;mÞexpðmws=kBTÞ
ð8:8Þ

It is useful to explore how hpi depends on the net adsorption energy ws but the calculation so
far is for a finite value of N and the chain is anchored irreversibly at the surface. This means

that the limiting value of hpi forws¼ 0 is 1=n. Themodel can be developed further by using an

extrapolationmethod to find the value of hpi in the limit of large n and these data are shown in

Figure 8.8. At values of ws less than the critical value of wsc the bound fraction is zero which
would correspond to no adsorption. However, below the critical value there is adsorption. In

the limit as ws becomesmuch greater thankBT for an isolated chain all the segments tend to lie

in the first lattice layer as trains.

This simple approach can be easily extended towork out the average number of segments

in each of the lattice planes parallel to the surface. This requires some extra counting as

we need to know the number of walks C(n,m,s,z) which have m surface contacts and s

segments in layer z. The data in Figure 8.9 show how the shape of the relative volume

fraction profile,f(z), varies aswe change ws. At the surfacewe see the samepicture as above.

Below the critical adsorption energy, the number of segments in the first layer decreases. In

this case we are dealing with a finite chain length (n¼ 15) and as these conformations all

have one segment irreversibly attached at the surface, p is greater than 0. This regime has

become known as a mushroom since f(z) has a maximum. In contrast, when ws is 1.8, the
chain collapses on the surface and this is know as a pancake.

0,0,0 surface

z=0

Figure 8.7 A typical self-avoiding walk on a cubic lattice which is one of the conformations
of the set C(4,1)

158 Colloid Science: Principles, methods and applications



ρ

0 0.5 1 1.5 2

0

0.2

0.4

sc

0.6

0.8

1

2.5

χ

sχ

Figure 8.8 The variation in the bound fraction hpi as a function of the adsorption energy ws
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Figure 8.9 The proportion of segments in layers normal to the surface for a terminally attached
chain of 15 segments on a cubic lattice as a function of the adsorption energy ws. Three values
are shown 0.0 (: : : : : :), 0.6 (- - - - - -) and 1.8 ( ______ )
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8.3.3 Approximate Methods: Terminally Attached Chains

The approach above is very limited as it is limited to a single short chain. Another

approach is to use Monte Carlo (MC) or molecular dynamics (MD) methods (6). In these

methods not all the chain conformations are generated, but a subset. By using appropriate

selection criteria, this subset can be representative of the whole. The methods are not

restricted to lattices and can deal with multiple chains of lengths substantially greater than

with exact enumeration. A simple procedure for multiple chains is to use a periodic

boundary such that any chain crossing the boundary is re-entered in the opposite side of the

cell. This, however, does impose lateral coherence in the chain structures, but is still a useful

procedure.

Figure 8.10 shows a chain length of 50 and a surface coverage, u, of 0.15 which is defined
as the number of adsorbed segments per surface lattice site. This approach also reproduces

the profiles found above, the pancake and the mushroom, but now the volume fraction scale

is absolute.

In the molecular dynamics approach, Newton’s laws of motion are used to generate new

conformations from old ones by evaluating the interaction forces in the system. Typically,

simulations can be performed on the nanosecond timescale.

8.3.4 Scaling Models for Terminally Attached Chains (Brushes)

Another approach to discovering the structure of a terminally attached chain is through

the scaling approach of de Gennes (7). In this model the chain is decomposed into g blobs,

as in Chapter 7 and as shown in Figure 8.11.
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Figure 8.10 An MC simulation of a terminally attached chain with 50 segments and a
surface coverage of 0.15, for two values of the adsorption energy above and below the critical
value
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If each blob contains a self-avoiding walk of gmonomers then the blob size j is given by

j ¼ g3=5‘ ð8:9Þ

where ‘ is the length of a monomer. For n monomers the brush length is then

d ¼ n

g

� �
j ð8:10Þ

The second, and central, assumption is that the blob size is directly related to the grafted

amounts so thats¼ 1/j2. Combining this resultwith Equations (8.9) and (8.10)we arrive at

d ¼ ns1=3 ð8:11Þ

This is a very surprising result as it predicts that the brush length is linear in chain length.

This is clearly true for a rod normal to the surface but suggests that chains closely grafted

together on a surface are very strongly stretched. A more sophisticated approach which

confirms this result predicts that the brush volume fraction profile is parabolic (8). A further

discussion can be found in Chapter 16.

8.3.5 Physically Adsorbed Chains: Scheutjens and Fleer Theory

The most successful and useful theory for polymer adsorption is that developed by

Scheutjens and Fleer (SF) (1). This uses the basic ideas of the Flory–Huggins theory for

polymer solutions and applies this to each layer of lattice built on a solid substrate.

d

δ

ξ

Figure 8.11 The blob representation of a series of terminally attached chains
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In the SF model, layers, each containing L sites parallel to the surface, are numbered

j¼ 1, 2, 3.

The goal of the model is to calculate andminimise the free energy of the system. This can

be done in two stages: first calculating the energy and then the entropy.

In the example in Figure 8.12 a single chain conformation is shown which spans three

layers. To find the energyU for this example we just need to find the total number of nearest

neighbours for each segment. At the surface, for a cubic lattice we have 6 surface–polymer

contacts and 19 polymer–solvent contacts. For three layers, j¼ 1, 2, 3 we can express the

energy U as

U ¼ 6ws þ ½19wþ 12wþ 25w�=z ð8:12Þ

where z is the lattice coordination number.

This is a useful exercise but amoregeneral approach is required and this can be done using

the mean-field approximation; instead of using the actual number of contacts we use the

probability that there is a polymer–solvent or polymer–surface contact in a given layer. This

is then just the volume fraction of adsorbed (a) polymer in layer j; fa( j). For example, the

average number of contacts in the first layer between the polymer and the surface is just

Lfa(1). More generally, Equation (8.12) can be written as

DU
kBTL

¼ fað1Þws þ
XM
j¼1

fað jÞhliw ð8:13Þ

The total number of layers isM and l is a parameter which corrects for the different number

of contacts in the plane and between planes. For example, in a cubic lattice there are four

nearest neighbours in the plane and one above and one below the plane and thesemust not be

over-counted.

The calculation of the entropy is more involved and a formalism is needed that uses the

mean field approach to make up explicit chains. The idea behind this is to use the concept of

a free segment weighting factor G.

G(z) is defined as theweighting in the ensemble that amonomer in layer z has compared to

a segment in the bulk of the solution. For non-interacting segments if jG 1 thenG(z)¼ 0 as

nomonomers can penetrate the surface. Similarly if jH 1 thenG(z)¼ 1 as beyond layer 1 all

segments are in the bulk solution (i.e. not interacting with the short range forces at the

surface). If z¼ 1, however, then GðzÞ ¼ expðwsÞ and a segment has a higher probability of

being in the surface than in the bulk if wsH 0.

Figure 8.12 A chain of 15 segments, six of which are at the interface
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The next step is to combine these weighting factors to form chains. Starting with the

shortest chains possible, which are dimers, we canwork out theweighting factors as follows.

In Figure 8.13 there are four dimers in different conformations. The dimers are labelled

by the lattice layer in which they exist. For example dimer (3, 4) has segment (1) in layer 3

and segment (2) in layer 4. The weighting factor for (3, 4) is given by

Gð3; 4Þ ¼ Gð3ÞGð4Þ
6

¼ 1

6
ð8:14Þ

The combinedweighting factor is arrived at as follows. Each segment on the lattice, not next

to the surface (i.e. in layer 1) has a weighting factor of unity. The number of nearest

neighbours on the lattice is six and there is only one possibleway to construct the dimer (3, 4)

starting at segment (3) and so the probability is 1/6.

Similarly, dimer (1, 2) has a weighting factor

Gð1; 2Þ ¼ Gð1ÞGð2Þ
6

¼ 1

6
expðwsÞ ð8:15Þ

Note segment (1) has an extra contribution as it is in layer (1) next to the surface.

The next step is to find an expression for the end-segment weighting factors, which is the

weighting for a chain whose end segment is in layer j. This is effectively the number of

chains which start in layers ( j�1), ( j) and ( jþ 1) and end in layer j:

i:e:Gð j; sÞ ¼ Gð jÞ 1

6
Gð j�1Þþ 4

6
Gð jÞþ 1

6
Gð jþ 1Þ

� �
ð8:16Þ

where s is the end segment in layer j.

Figure 8.13 Four dimers on a cubic lattice in different orientations

Polymers at Interfaces 163



We can use this construction to work out the overall weighting for any chain segment

in layer j by combining two chains whose end segments are in the same lattice layer. So

the contribution to the volume fraction in layer j from any segment s for a chain with n

segments is

fð j; sÞ ¼ C

Gð jÞGð j; sÞGð j; n�sþ 1Þ ð8:17Þ

This is shown schematically in Figure 8.14.

Hence, the total contribution to the volume fraction in layer j can be found by summing

over all segments in the chain:

fð jÞ ¼
Xn
s¼1

fð j; sÞ ð8:18Þ

This formalism can be extended to calculate explicit volume fraction profiles in equilibrium

with a polymer solution. This makes it possible to estimate all the parameters needed to

characterise the adsorbed layer—the adsorbed amount, the layer thickness and the bound

fraction—and to make comparisons with experiment.

The volume fraction profiles in Figure 8.15 were calculated for a chain of 50 segments

with an ideal solvent (the Flory parameter, w¼ 0.5). Two cases are evident:

. when the surface Flory parameter, ws, is greater than the critical value wsc we have

adsorption and the profile falls monotonically to the bulk solution concentration

(1000 ppm).

Figure 8.14 The connectivity rule for end segments forming a chain of N monomers
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. when wsG wsc we have depletion and the concentration of segments at the surface is less

than the bulk concentration.

Unlike the volume fraction profiles for terminally attached chains (Figure 8.10) whole

chains can be completely desorbed.Amore detailed account of the SF theory can be found in

reference (1).

8.3.6 Scaling Theory for Physical Adsorption

The scaling approach discussed in Section 8.3.4 can also be used to model a physically

adsorbed chain. The basic approach is to treat the adsorbed layer as ‘self-similar’ to a

polymer solution. Three regimes were envisaged, as shown in Figure 8.16.

1. The proximal region which is effectively the train layer, with a width of the order of the

monomer length ‘, i.e. f � constant for z� ‘.
2. The central region which is similar to a semi-dilute polymer solution. The local volume

fraction of a polymer in a semi-dilute solution is given by

f � n=R3 ð8:19Þ
and in a good solvent R� n3/5 (Chapter 7) then

f � R5=3=R3 � R�4=3 ð8:20Þ
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Figure 8.15 Volume fraction profiles calculated using the SF model for a chain of 50 segments
with two different values of ws: wsG wsc and wsH wsc. Amore detailed account of this work can be
found in the book by Fleer et al. (1)
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The volume fraction at a distance z from the wall can be thought of as the space in which

the chains exist and hence:

f � z�4=3 for ‘GzGd ð8:21Þ

3. The distal region which is the periphery of the layer is approximated as an exponential

decay:

f � e�zð0:1Þ for dGzGspan: ð8:22Þ

8.4 Experimental Aspects

8.4.1 Volume Fraction Profiles

There are several approaches to obtaining experimental volume fraction profiles but for

particles the most successful has been to use small angle neutron scattering (SANS) and for

macroscopic surfaces, neutron reflection. One approach is to fit the theoretical profile shapes

directly to the scattering data and Figure 8.17 shows an example of the profiles found after

fitting such data (9). The system is poly(ethylene oxide) (PEO) 110K molecular weight

adsorbed on polystyrene (PS) latex of radius �600A
�
.

The two different profile shapes are very similar up to�80A
�
. Beyond this the tail region is

significant and this is calculated explicitly by the SF approach but only approximately by

scaling. The sensitivity of the method is�0.001 volume fraction and so for longer chains it

underestimates the chain span.

Figure 8.16 The scaling model of a physically adsorbed polymer layer showing the three
regions: proximal (dark grey), central (light grey) and distal (black)
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8.4.2 Adsorption Isotherms

The adsorption isotherm can be calculated from the SF model but not directly from scaling

theory. A typical example is given in Figure 8.18.

The shorter chain has a lower affinity isotherm, similar to the Langmuir case. The longer

chain has a much higher affinity which is typical for monodisperse polymers and

shows that below saturation virtually all the added polymer is removed from solution.

The way in which the adsorbed amount (G) at fixed concentration varies with molecular

weight depends on solvent quality. In good solvents (see Chapter 7) G increases with

increasing molar massM at lowM range, but for very high molar masses the plateau value

becomes independent of chain length. In theta-solvents (see Chapter 7) G seems to increase

without bounds.

From the above it is clear that adsorption is molecular weight dependent and for a

polydisperse polymer there are further complications. Entropically, it ismore favourable for

the longer chains to adsorb though dynamically the short ones may reach the interface first.

This competitionmeans that at equilibrium shorter chains thatwere adsorbed initially can be

displaced by longer ones and that dilution may not desorb these chains. The effects can be

treated with the SF model and Figure 8.19 illustrates the important parameters. The ratio of

the volume of the solution to the available surface area is the most important parameter

and in dispersions with very large particles or single flat surfaces these effects can be very

pronounced.
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Figure 8.17 Experimental volume fraction profiles for PEO 110K adsorbed on polystyrene latex
in water, obtained by fitting SANS data to SF (- - - - - -) and scaling profiles ( ______ )
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Figure 8.19 The relation between the surface area and the volume of the solution. ts is the
thickness of the polymer solution

c/ppm
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Figure 8.18 Theoretical isotherms using the SF model for two chain lengths (n¼ 100 lower
curve andn¼ 1000upper curve)with values of ws of 1.0 and wof 0.5. u is the number of adsorbed
segments per surface site
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The total amount of polymer in the system can be written as

Gtotal ¼ Gads þGbulk and Gbulk ¼ cpts½mgm�2� ð8:23Þ

where cpts is the volume of solution per unit area of the surface:

cpts ¼ Vsolution=Ainterface ð8:24Þ

This is shown schematically in Figure 8.19.

The effects of polydispersity can be seen clearly by taking just a bimodal polymer

solution. The adsorption isotherms for such a situation are shown in Figure 8.20, and where

the adsorbed amount is plotted against cpts the polymer concentration times the thickness

of the solution, i.e. the total volume of polymer solution per unit area of surface. As before at

low polymer solution concentrations virtually all the polymer is adsorbed, i.e. both chain

lengths.

This is region I in Figure 8.21. However, as the solution concentration is increased andwe

approach saturation (region II) the longer chains are preferentially adsorbed and the small

ones that have adsorbed are displaced into the solution. In region III, the surface is saturated.

Avery interesting and not entirely obvious effect of this adsorption scenario is what happens

ifwe nowdilute the polymer solution. This is shown as region IVwhere the longer chains are

left at the surface and complete desorption is now very difficult as the equivalent polymer

solution concentrations necessary to achieve this adsorbed state are very low. In some senses

this can be seen as an irreversible adsorption. More details can be found in Fleer et al. (1).

Another aspect of polydispersity is that the adsorption isotherms become rounded and

this means that any attempt to get adsorption energies from the initial slope (by a Langmuir

analysis) will be fruitless.

A typical high affinity experimental adsorption isotherm is shown in Figure 8.22. The data

shown are for a narrowmolecular weight PEO 51Kmolecular weight adsorbed on PS latex.

The isotherm breaks away from the vertical axis at about 0.4mgm�2 which corresponds
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Figure 8.20 Schematic adsorption isotherms for two different molecular weight polymers
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to the onset of interpolymer interactions in the layer. Values of order 1mgm�2 are very

typical for the adsorbed amount for uncharged homopolymers.

8.4.3 The Bound Fraction

The bound fraction describes how much of the polymer is anchored at the interface.

Single chains lie flat on the surface (when wsH wsc), but for multiple chains this is not so.

To optimise the free energy, surface sites are filled to gain energy but the chains retain amore

three-dimensional structure at the surface to retain entropy. The experimental data in
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Figure 8.22 A typical high affinity adsorption isotherm for PEO 51K gmol�1 adsorbed on to
polystyrene latex from water
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Figure 8.21 Adsorption and desorption from a bimodal mixture of polymer molecular weights
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Figure 8.23 are for poly(vinyl pyrrolidone) (PVP) adsorbed on silica from water and the

results have been obtained using two very similar experimental methods, nuclear magnetic

resonance (NMR) and electron spin resonance (1). These methods work on the basis that

segments at the interface (trains) aremore restricted inmobility than those in loops and tails.

Several methods can be used to estimate the bound fraction and these include FTIR,

microcalorimetry, solvent NMR relaxation and SANS. For comparison, Figure 8.24

illustrates a theoretical calculation of the bound fraction using the SF model. Two different

chain lengths have been used. Both theory and experiment show that at low coverages the

chains lie relatively flat at the surface (a completely flat conformation would have a bound

fraction p¼ 1). With increasing coverage, although the volume fraction at the surface layer

will remain fairly constant to incorporatemore chains, the adsorbed layerwill swell, leading

to the formation of loops and tails. For a flat layer the bound fraction is independent of chain

length, and p values for different molecular weights will only diverge when there are

sufficient number of segments in loops and tails. The SF theory shows this latter point very

nicely, and both theory and experiment confirm this picture of the adsorbed layer.

8.4.4 The Layer Thickness

The layer thickness is a very important parameter for an adsorbed layer as it helps us to

design steric stabilisers. Figure 8.25 shows the results of an SF calculation of the

contribution of loops and tails to the hydrodynamic layer thickness, dH. The contribution
of trains can be ignored, but the surprising factor is that tails dominate dH and become

increasingly important as the chain length increases. The tail region is the first point of

contact when two particles come together and when the repulsive/attractive steric force

is felt.
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Figure 8.23 Values of the bound fraction, p, for PVP adsorbed on silica from water. Either
squares (NMR) or circles (ESR) are shown on the figure itself
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Figure 8.25 A theoretical prediction of the contribution of loops (: : : : : :), tails (- - - - - -) and
the full profile ( ______ ) to the hydrodynamic thickness of an adsorbed layer as a function of
chain length
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Figure 8.24 SF calculations of the bound fraction of an adsorbed polymer as a function of the
adsorbed amount for two different chain lengths (100) and (1000)
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Experimentally, dynamic light scattering (PCS) and viscosity can be used to measure dH
and Figure 8.26 shows a set of data for PEO adsorbed on polystyrene latex as a function of

adsorbed amount. The data collapse on a single curve and illustrate the increasing

importance of tails.

This behaviour can be understood in that the maximum layer thickness is determined by

a combination of the adsorbed amount and molecular weight. For a given molecular weight

if there is a maximum in adsorbed amount (the plateau region) that will be reflected in the

maximum attainable layer thickness.

The explicit molecular weight dependence of the layer thickness can be measured by

taking a series of samples from the plateau region of the isotherms. Figure 8.27 shows a set of

data for the same series of polymers.

The data clearly follow a scaling prediction of the form

dH � na: ð8:25Þ
The exponent, a, obtained from these data was �0.8 but other workers have reported

lower values of around 0.6. For comparison, in the same figure data for the RMS (root

mean square) layer thickness are also shown. These data are easily calculated from the

volume fraction profile as obtained by SANS (1) or by ellipsometry. The data also show a

scaling law but this time the exponent is �0.4. The hydrodynamic thickness is determined

by the tail region as seen above, whereas the RMS thickness is dominated by the central

region of the profile, which is mainly loops. Figure 8.28 shows a theoretical calculation of

these two thickness parameters based on the SF theory and a percolation model for the

hydrodynamics (1). The agreement between the SF predictions and experiment is good

and shows that the hydrodynamic layer thickness increases more strongly with n than does

the RMS.
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Figure 8.26 Hydrodynamic layer thickness for PEOadsorbed onpolystyrene latex as a function
of the adsorbed amount
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calculated using the SF model and a hydrodynamic model
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Figure 8.27 The variation in the hydrodynamic thickness of layers of PEO adsorbed on
polystyrene as a function of PEO molecular weight measured by photon correlation
spectroscopy
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8.5 Copolymers

An adsorbed homopolymer is often a compromise as a stabiliser as it needs to be strongly

adsorbed and strongly solvated. These two conditions are not compatible as strong solvation

implies a small w value which reduces the adsorption preference. To optimise both these

effects, the system of choice is a copolymer in which one segment type can be strongly

adsorbing and poorly solvated and the other the reverse. For a block copolymer there is a

strong partitioning at the interface and the adsorbing block can even form a polymer melt at

the surface. Figure 8.29 illustrates this partitioning behaviour. The block copolymer forms

a train region which is populated mainly by the more strongly adsorbing and less solvated

block and a brush region composed of the block with the opposite properties. On the right-

hand side of this figure we also illustrate the adsorption of a random copolymer. The exact

surface structure that results depends on the relative ratios of the blocks and their

distribution in the chain, but typically we might expect that the copolymer has an

intermediate behaviour between two homopolymers made up of the respective blocks.

This is shown very clearly in the SF calculation in Figure 8.30 where one constituent

homopolymer does not adsorb and the other does. Both the adsorbed amount and the layer

thickness behave in a very similar manner.

For a block copolymer the behaviour is quite different, as is seen in Figure 8.31

which is plotted with the same y-axis scale as Figure 8.30. In this case there is a balance

between the energy gained from adsorbing the anchor block (A) and the entropy associated

with stretching the buoy block (B). This leads to a maximum in the adsorbed amount

and the layer thickness as a function of the fraction of adsorbing segments (nA) when
these two effects balance. So in choosing a block copolymer there is an optimum

block ratio at approximately nA� 0.2 to get the maximum steric effect. For a random

copolymer the adsorption varies from depletion when nA¼ 0 to that of homopolymer A

when nA¼ 1.

The experimental data in Figure 8.32 are for a series of ABA block copolymers of PEO

and poly(propylene oxide) (PPO) on PS latex which show clearly the trend of increasing

Figure 8.29 A schematic representation of the adsorption of a block copolymer (A) and
a random copolymer (B). The adsorbing segments are in grey and the non-adsorbing ones in
black
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adsorbed amount up to a certain critical fraction of the adsorbing monomer as predicted by

theory. The general results are quite typical of block copolymer systems.

8.5.1 Liquid/Liquid Interfaces

The SF formalism can be used to investigate block copolymers adsorbed at penetrable

interfaces, for example an emulsion where the hydrophobic block penetrates into the oil

phase and the hydrophilic one into water (1). Figure 8.33 shows how this partition can take

place. The experimental system shown in Figure 8.34 is for a pluronic PEO–PPO–PEO

block copolymer with 96 monomers in each of the two PEO chains and 69 PPO units.

The data were obtained using neutron reflection. In this instance the PPO is not very soluble

in the oil and the penetration is not as large as would be found, for example, with an alkyl

chain.
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Figure 8.30 Theoretical thickness or adsorbed amount for an adsorbed random copolymer
based on the Scheutjens–Fleer theory. This figure has the same y-axis scale as Figure 8.31
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Figure 8.31 Theoretical thickness or adsorbed amount for an adsorbed block copolymer based
on the Scheutjens–Fleer theory
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8.6 Polymer Brushes

The terminally attached chain discussed at the beginning of this section can also be

investigated using the basic SF method and for comparison Figure 8.35 shows examples

similar to the ones in Section 8.3.

Thebrush systemhas been studied extensively and inFigure8.35we showanexperimental

example of polystyrene (PS) grafted onto silica and dispersed in dimethylformamide

(DMF) which is a good solvent and from which PS does not physically adsorb. Under
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Figure 8.33 SF calculation for the adsorption of an ABA block copolymer at the liquid/liquid
interface. The inset shows schematically how the segments could arrange
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Figure 8.32 The adsorbed amount for a series of pluronic (ABA) block copolymers adsorbed
on polystyrene latex
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of PEO and PPO adsorbed at the hexane/water interface
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these conditions we would expect the mushroom picture. In toluene where physical

adsorption does take place, we expect a pancake. The comparison of the SANS data with

the SF (solid line and long dashes) prediction is startling (1).

The same brush system as above has been studied with PCS and SANS to compare

with the scaling prediction for a brush (Equation 8.11). From Figure 8.36 it can be seen

that for a series of samples of different molecular weights and grafting densities we get a

universal plot. The height of the brush surprisingly scales with the number of segments

(�n) which is in marked contrast to a polymer in a good solvent solution where the coil

size �n0.6.

8.7 Conclusions

In this chapter we have learnt that the structure of a polymer at an interface is very different

from that in solution. Two very different scenarios can occur: adsorption and depletion. In

the adsorbed state the polymer chain no longer has spherical symmetry and there is an

entropic penalty, but this is offset by a gain in energy through adsorption and the gain in

entropy on displacing the solvent from the interface. The ends of the adsorbed chain stretch

away from the surface by a considerable distance compared to the solution radius of

gyration and these farthermost tail segments are responsible for the particle hydrodynamics

and the onset of interactions between particles. Polydispersity can lead to rounded

isotherms and effective irreversible adsorption. Random copolymers can show behaviour

intermediate between those of the two respective homopolymers whereas block copoly-

mers can segregate at surfaces giving an anchor and a buoy layer. There is an optimum

value of block size to give the maximum thickness for a given overall chain length. For

terminally attached chains, mushroom and pancake layer shapes can be found, depending
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Figure 8.36 The hydrodynamic thickness of terminally attached brushes of polystyrene on
silica as a function of chain length and grafting density
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on the attraction of the polymer to the surface, and for this system the thickness is linear in

chain length.

For depletion interactions and its effects on colloid stability see Chapter 9.
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9

Effect of Polymers on Colloid Stability

Jeroen van Duijneveldt

School of Chemistry, University of Bristol, UK

9.1 Introduction

Many colloidal suspensions in practice also contain polymers. Thesemay be adsorbed to the

particles, chemically attached to their surfaces, or they may be free in solution. Whichever

form they take, their presence has a major effect on the stability of colloidal suspensions.

This chapter explores some of those possibilities. The effect of polymers on colloid stability

is an area of active research interest and a few examples of recent results are given below.

9.1.1 Colloid Stability

What is meant by colloid stability? As discussed in Chapter 1, in practice there are several

levels at which the stability of suspensions can be considered. First of all, we focus on the

interaction between a pair of particles in suspension. Generally van der Waals forces (see

Chapter 3) operate between any two colloidal particles in suspension and these can lead to

strong attractions at close contact of the particles. If no stabilisationmechanism is provided,

the particles will aggregate rapidly (a non-equilibrium process).

Once a stabilisation mechanism has been provided to avoid irreversible aggregation, the

suspension as a whole may still have a tendency to phase separate, into a dilute and a dense

phase for instance, as a result of weak particle attractions. A phase equilibrium may be

obtained, or long-lived non-equilibrium (such as gel) states may form.

Yet anothermeaning of the term colloid stability relates to the tendency of a suspension to

undergo sedimentation. If particles are well stabilised in terms of their pair interaction, the

stabilised suspension may still undergo sedimentation so the final suspension may not be
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considered stable. This chapter shows how polymers can be used to affect colloidal

stability at all these levels.

9.1.2 Limitations of Charge Stabilisation

The charge stabilisation of colloidal particles is discussed in detail in Chapters 2 and 3.

However, there are a number of limitations in relying on charge stabilisation (alone).

Effective stabilisation requires the use of a polar solvent, for instance. Charge-stabilised

particles are very sensitive to addition of salt, in particular high valency counter-ions. In fact,

charge-stabilised suspensions are essentially unstable (there is only a kinetic barrier to

aggregation), which can create difficulties at high concentrations or when the suspension is

sheared. Finally, if a suspension is likely to undergo freeze–thaw cycles, they may not

recover from the freezing cycle.

9.1.3 Effect of Polymers on Interactions

The outline of this chapter is as follows. After an introduction of particle interactions, three

keymechanisms are discussed by which polymers can affect interactions between colloidal

particles, and hence their overall stability:

. steric stabilisation, where a polymer is adsorbed or chemically attached to the surface of

the particles and the presence of the polymer gives rise to particle repulsions
. depletion interactions, where non-adsorbing polymers in solution induce attractions
. bridging interactions, where adsorbing polymers induce particle attractions by adsorbing

to two particles at the same time.

For more detail about colloids and in particular the role of polymers in controlling colloid

stability, the following textbooks are recommended.

. The main text on polymeric stabilisation still is the monograph by Napper (1).

. Somemore recent developments are summarised in the texts by Fleer and co-workers and

by Jones and Richards (2, 3).
. The description of steric interactions below is based on the approach presented by Russel

et al. (4).
. Surface forces are discussed in detail in the book by Israelachvili (5).

9.2 Particle Interaction Potential

First we consider the total interaction potential between two particles. This may consist of

a number of different contributions. For instance, van der Waals attractions will in

general have to be taken into account. In particular in polar solvents (but not exclusively),

charge interactions need to be considered. Finally there are interactions due to the

presence of polymer chains. In the general case all of these may be of importance

simultaneously. However in this chapter we will focus on the polymer-mediated

interactions alone. By studying suspensions close to refractive index matching, van der

Waals attractions areminimised (see Chapter 3). This ismost easily realised in non-aqueous

systems.
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Due to their high molecular weight, polymer chains have a large number of degrees of

freedom and structural correlations between polymer segments complicate their theoretical

description. This chapter only includes a few simplified approaches to gain a qualitative

understanding, whilst providing references to more detailed descriptions. A further point to

note is that the timescales involved in the structural relaxation of polymers in solution can be

significant, which means that colloidal particles do not necessarily experience the equilib-

rium interaction potential described by theory. Examples of this are given below.

9.2.1 Measuring Surface Forces

In developing a fundamental understanding of the role of polymers on interaction between

surfaces (and hence particles) a key role was played by the surface force apparatus (SFA),

developed by Israelachvili and co-workers (5). In the SFA two crossed cylindrical mica

surfaces are used, with mica being chosen because this material can be cleaved to give a

molecularly smooth surface. The surfaces are immersed in a solution and brought very

closely together. The surfaces are mounted on a stiff cantilever and an interferometric

technique is used to determine the distanceD between the two surfaces, and the deflection of

a laser beam is used to detect the bending of the cantilever, fromwhich the surface force can

be obtained.

This technique gives detailed information on the interaction as a function of distance

between two surfaces, or nanometre length scales. It measures F(D)/R, where R is the mean

radius of curvature of the mica cylinders. The Derjaguin approximation then relates this

force to the interaction energy between flat surfaces per unit area, E(D), as

FðDÞ=R ¼ 2pEðDÞ ð9:1Þ
This and othermethods formeasuring surface forces are discussed in detail in Chapter 16.

9.3 Steric Stabilisation

An important mechanism for providing colloid stability is that of steric stabilisation. It

involves covering the colloidal particleswith a dense polymer layer. In a good solvent for the

stabilising polymer, this gives rise to steep repulsions between the particles.

9.3.1 Theory

Perhaps the most common method to coat particles with a polymer layer is to allow the

polymer to adsorb from solution. A detailed description of the resulting adsorbed layer is

given in Chapter 8. Polymers at a surface may either adsorb or deplete, depending on the

value of the surface x parameter xs. If it is larger than a critical value, xs > xsc, then

adsorption will result, if it is less the polymer will be depleted from the surface instead.

Figure 9.1 summarises the adsorption process.

The left-hand panel shows an adsorption isotherm, giving the adsorbed amount per unit

of surface, G, as a function of the equilibrium concentration of polymer in solution, ceq. As

the equilibrium concentration is increased, in this case G quickly reaches a plateau. In

practice this plateau is typically a fewmilligrams per square metre of surface of particles.
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In the right-handpanel the polymer volume fraction is sketched as a function of distance from

the surface, z, summarising the structure of the polymer layer. Predicting such properties

analytically is not easy but there are numerical methods available which we can use to

calculate such properties, for instance the Scheutjens–Fleer method detailed in Chapter 8.

Figure 9.2 illustrates the principle of steric interactions. The particles are covered with a

dense layer of polymer, either through adsorption or through chemical grafting. As a first

approximation each polymer layer is represented as having a constant polymer volume

fraction w throughout the layer.

When two particles approach, the polymer layers will touch as soon as the particle surface

distance D becomes less than twice the layer thickness. Whilst maintaining the polymer

concentration in each layer as a step function, two possible scenarios now arise: (a)

interpenetration, in which the two polymer layers gradually intermingle as the surfaces

Γ

ceq z

φ

Figure 9.1 Summary of polymer adsorption behaviour. The left-hand panel shows an adsorp-
tion isotherm, and the right-hand panel the polymer volume fraction profile

CompressionInterpenetration

Figure 9.2 Principle of steric interactions
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approach, locally doubling the polymer segment concentration, or (b) compression, in

which the concentration of polymer segments between the surfaces gradually increases

from its initial value but is at the same value across the gap between the surfaces.

In a good solvent (Chapter 7) for the polymer the local increase in polymer concentration

carries a free energy penalty and this gives rise to a repulsive steric interaction between the

particles. This repulsion will be felt as soon as the surface separation D becomes less than

twice the unperturbed layer thickness L0, D< 2L0, and it will increase steeply as soon as

D< L0, when compression of the polymer layers is inevitable. This steep repulsion provides

the steric stabilisation of suspensions. Whereas van der Waals attractions still operate

between the colloidal particles, effective stability may ensue provided the attractions are

weak (compared to kBT) at separationsD � L0, where the steric repulsion sharply increases

(see also Chapter 3).

A simple analytical expression for the steric interaction energy Vster between two

polymer-coated particles of radius a was derived by Fischer (6):

Vster=kBT ¼ 4paG2NA

�v22
�V1

1

2
�x

� �
1� D

2L0

� �2

ð9:2Þ

The derivation assumes a constant segment density in the polymer layers and assumes

linear superposition of these densities and is therefore only valid for weak overlap between

the layers, in the regime L0<D< 2L0. The partial specific volume of the polymer chains is

written �v2 and the molar volume of the solvent molecules as �V1. In this expression the

interactions scale as the square of the surface coverage G, thus highlighting the importance

of a high surface coverage for effective steric stabilisation. For repulsive interactions,

Vster> 0, good solvent conditions are required, i.e. the Flory–Huggins parameter x< 0.5.

The role of solvent quality will be explored further in Section 9.6. A more detailed theory

was proposed by Hesselink, Vrij and Overbeek (7). An extensive overview of theories of

steric stabilisation is given in the text by Napper (1).

For interaction between polymer brushes, theAlexander–deGennes scaling theory yields

for the repulsive pressure (8):

PðDÞ � kBT

s3
ð2L0=DÞ9=4�ðD=2L0Þ3=4
h i

ðD < 2L0Þ ð9:3Þ

In this expression s is themean distance between grafted chains. AsG ¼ 1=s2 this implies

that P / G3=2, a slightly weaker dependence than the Fischer theory suggested. Equa-

tion (9.3) compares very well with data on aqueous surfactant bilayers (9). This result is

discussed in detail in Chapter 16.

In the case of adsorbing polymers the interaction will also depend on the equilibrium

conditions chosen, i.e. whether the adsorbed amount is able to adjust itself during the

approach of the surfaces (full equilibrium) or not. The text by Fleer et al. (2) gives a much

more detailed account of the different possibilities and of theoretical approaches, such as the

Scheutjens–Fleer method, to tackle them.

An example of steric interactions between two surfaces due to adsorbed polymer is shown

in Figure 9.3. A surface force apparatus was used to study the force–distance curve between

mica sheets towhich poly(ethylene oxide) (PEO)was adsorbed withMw¼ 160 000 gmol�1,
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from an aqueous solution containing 10mgL�1 PEO and 0.1M KNO3. For this polymer

Rg¼ 13 nm and adsorption was essentially irreversible (after Klein and Luckham, 10).

Initial compression follows the upper curve (full circles). Repulsions become visible at a

surface separation of 6Rg. Rapid decompression followed by compression follows the lower

curve (open circles). The force is now less than before, which is ascribed to the slow

adjustment of the adsorbed polymer concentration profile between the plates (on a typical

timescale of minutes to hours).

9.3.2 Steric Stabiliser Design

In order to achieve effective steric stabilisation, a number of conditions need to be met. For

adsorbing polymers we require:

. high surface coverage, G

. strong adsorption, xs > xsc

. good solvent for stabilising chain, x < 0:5

. low free polymer concentration, ceq � 0

Strong repulsions are only obtained at high surface coverage, and in fact at low surface

coverage bridging interactions might otherwise result (see below). The adsorbing polymer

needs to be in the plateau region of the adsorption isotherm (Figure 9.1). Strong adsorption is

required to ensure high surface coverage, and the good solvent condition is needed for

effective repulsions. Finally, a low concentration of free polymer is desirable to avoid the

depletion attractions discussed below. Although it is sometimes possible to achieve
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Figure 9.3 Force–distance curve for PEO (Mw¼ 160 000 gmol�1) in 0.1M KNO3. Full circles:
initial compression. Open circles: compression after rapid decompression. Reprinted with
permission from Ref. (10). Copyright (1984) American Chemical Society
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successful steric stabilisation using homopolymers, a more promising route in general is to

employ copolymers.

In practice copolymers are used, built up from two different monomers, which we denote

here as A, which adsorbs strongly to the particles, and B, which does not adsorb and which

dissolves well in the solvent. Different architectures can be considered:

. random copolymers A/B

. BAB block copolymers

. A-(B)n graft copolymers

. chemically grafted polymer B

. surfactant with tail group B.

Although an A/B random copolymer is straightforward to synthesise, this architecture is

not very effective at creating a thick, dense stabilising layer. It ismore effective to use a BAB

type block copolymer where the A portion would adsorb and the two B portions would stick

out into the solution and provide steric stabilisation (Chapter 8.5). Further along the same

line, an A-(B)n type graft copolymer can be used, where the A backbone adsorbs and the B

portions would stick out into solution again. Finally, B type polymers can be end-grafted

onto the particle surfaces. The advantage is that the polymer is then bound covalently and

hence will not desorb. Removal of the unreacted polymer, if required, is time consuming,

however. Finally, surfactants may be used in the same way, where the head groups of the

surfactantswould adsorb to the particles, and the tail groups of the surfactantswould provide

the steric stabilisation layer.

Model suspensions in which the suspended particles have near-hard sphere interactions

can be obtained by relying on steric interactions, using a polymer layer which is thin

compared to the particle core. Two well-studied systems are (a) poly(methylmethacrylate)

(PMMA) stabilised with a graft copolymer of poly(hydroxystearic acid) (PHS) (11) and (b)

silica stabilised with a grafted layer of stearyl alcohol (12). In both cases non-aqueous

solvents are used, with near-refractive index matching of the particles with the solvent

minimising Van der Waals attractions.

9.3.3 Marginal Solvents

As mentioned above, for effective steric stabilisation a good solvent for the stabilising

polymer chains is required. In other words, steric stabilisation is expected to break down

around theQ temperature (where x ¼ 0:5) (1). An examplewhich has practical importance

is the stability of PEO-stabilised particles in water, where aggregation may be observed on

temperature increase (depending on salt concentration) as aqueous solutions cease to be a

good solvent for PEO at elevated temperatures.

To describe the interactions between polymer layers the approach of Russel et al. (4) is

followed here. It starts from a model due to de Gennes and Alexander, representing each

polymer layer as having a constant polymer concentration, i.e. a step function of distance

(more realistic density profiles are presented in Chapter 8). In this approach the Helmholtz

free energy of a polymer solution of a polymer of N statistical segments is written:

A

MkBT
¼ ln

dn

N
�1þ 1

2
Nvdnþ 1

6
Nwdn2 ð9:4Þ
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where dn is the polymer segment density,M¼ dnV/N the number of polymer chains per unit

of volume, w1/2 is the physical volume per polymer segment and the so-called excluded

volume per segment v¼w1/2(1�2x) takes into account the solvent quality. Starting from

this an approximate expression is derived for the free energy per chain in a grafted polymer

layer of thickness L0,

Achain

kBT
¼ 3

2

L20
NI2

þ NI2

L20
�2

� �
þ 1

2
Nvdnþ 1

6
Nwdn2 ð9:5Þ

The thickness of a polymer layer can be determined from this equation under the

constraint that the total amount of polymer in the layer is fixed

dnL0 ¼ NGNA=Mw

In the approach by Russel et al. linear superposition of two polymer layers is again

assumedwhich allows the steric interaction energy per chain to be evaluated as a function of

the surface separation D. To illustrate the role of solvent quality on steric interactions this

theory is used here to obtain a few specific results. Figure 9.4 shows predicted interaction

curves (expressed as interaction energy per polymer chain, Achain).

The calculations were carried out tomodel the behaviour of a suspension of silica spheres

(diameter 88 nm), to which polystyrene (PS) of Mw¼ 26 600 gmol�1 was end-grafted to a

moderately high coverage, G¼ 2.3mgm�2. The particles were suspended in cyclohexane, a
marginal solvent for PS (13). In this solvent the Rg of PS of this size is 4.4 nm.

Figure 9.4 shows interaction curves for different values of the x parameter. In a very good

solvent (x¼ 0) steeply repulsive interactions are predicted which already set in at a surface
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Figure 9.4 Effect of solvent quality on steric interactions obtained from mean field theory.
Polystyrene stabilised silica, see text for details. Solvent x parameter (top to bottom) 0.0, 0.31,
0.57, 0.79
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separation of 30 nm. On approaching Q solvent conditions the stabilising layers shrink

somewhat and as a result repulsions only set in at smaller separationD, but still rise steeply at

short separations. Finally, in this case for x¼ 0.6, at intermediate distances an attractive

interaction is obtained. The fact that purely repulsive interactions are still predicted under

slightly worse than Q conditions is due to the high physical packing fraction of polymer

segments in the stabiliser layers (represented by w in the theory) compensating for the

negative excluded volume (represented by v).

Experimentally the particles discussed here were found to aggregate at temperatures a

little below the Q temperature for PS in cyclohexane of 34 �C (13). At low particle

concentrations fractal, open aggregates were formed, whereas space-filling gels were

obtained at particle volume fractions around 0.1.

Theoretical curves such as those in Figure 9.4 suggest that one would have a rather

delicate control of particle interactions, through the temperature. Once they have aggre-

gated, it should be possible to redisperse particles by reheating, and thus improving solvent

quality again. Indeed with short stabilising chains (stearyl alcohol grafted silica for

instance) this tends to be the case. However, particles treated with longer stabiliser chains

(such as the PS treated particles discussed here) are often hard to redisperse after they have

been aggregated for some time.This is possibly a result of the polymer chains having formed

bridges across to the next particle (see Section 9.5), or a result of physical entanglement of

the polymer chains. In Figure 9.3 time-dependent effects in steric interactions were also

encountered for adsorbed polymers.

9.4 Depletion Interactions

Addition of free (non-adsorbing) polymer in solution induces so-called depletion interac-

tions between colloidal particles. To gain an understanding of this we will discuss the

Asakura–Oosawa (AO)model of depletion interactions. The particles are considered as hard

spheres of diameter d and the polymers are represented by little spheres of diameter 2L0.

Within this description the polymer coils do not interact, and hence the osmotic pressure of

the polymer solution, P, can be calculated from their number concentration npol using the

Van’t Hoff law,

P � npolkBT ð9:6Þ

The polymer coils do have hard sphere interactions with the colloidal particles, however,

and hence they are excluded from a depletion layer with thickness L0 around each particle,

shown as dotted circles in Figure 9.5.

When two particles approach to a surface separation less than 2L0, the depletion layers

overlap and the available free volume for the polymer is increased. Due to the polymer

osmotic pressure this results in an effective attraction between the particles (‘attraction

through repulsion’). The size of the polymer molecules therefore sets the range of these

attractions. Their strength can be controlled by varying the polymer concentration.

Following this argument the depletion potential is given by

Vdep ¼ �PVov; ðd < r < d þ 2L0Þ ð9:7Þ
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where r is the particle centre–centre distance and the overlap volume of the depletion layers,

Vov, is given by

Vov ¼ 1� 3r

2dð1þ jÞ þ
1

2

r

dð1þ jÞ
� �3 !

p
6
d3ð1þ jÞ3 ð9:8Þ

with j ¼ L0=a the polymer/colloid size ratio.

Examples of this potential are shown in Figure 9.6 as V*
dep ¼ Vdep=Pv0 for a few values of

j. The interaction potential is normalised by dividing by the osmotic pressure and by the

2L0

d

Figure 9.5 Asakura–Oosawa model for depletion interactions
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Figure 9.6 Depletion potential (Equation 9.8) for different polymer/colloid size ratios j
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volume swept out by a polymer coil, v0 ¼ 4pL30=3, and the particle separation is normalised

by the particle diameter, d. An almost triangular attraction function is obtained, which

becomes narrower as the polymer size is reduced. Typically for the size of the polymer coil

(thickness of the depletion layer) the radius of gyration of the polymer is taken (L0 ¼ Rg) (4).

Although the AO model is rather approximate it has led to useful predictions, some of

which are discussed below. Amore detailed description of depletion interactions is given in

Fleer et al. (2). This is an area of active research, see for instance, references (14, 15) and

references therein.

The depletion mechanism allows for the switching on of particle attractions in a very

controlledmanner and the range and strength of the attractions can be varied independently.

As a result phase transitions can take place where different phases are formed, which differ

in the concentration and ordering of the colloidal particles. A few theoretical predictions are

shown here, obtained by combining the AO model with scaled particle theory for the

polymer-free volume (16). In Figure 9.7 calculated phase diagrams are plotted for size ratios

j¼ 0.1 and j¼ 0.4. The polymer concentration is expressed as the volume fraction of coils,

fcoil ¼ v0npol. Monodisperse hard spheres form colloidal crystals at particle volume

fractions fp > 0:5 so the pure colloidal suspension already has a fluid to solid transition.

This was verified experimentally using sterically stabilised PMMA colloids (17). It is

assumed here that the particles have a narrow size distribution; if the relative polydispersity

exceeds about 10% crystals are not obtained.

On addition of a small polymer (compared to the colloid) (short-range attractions,

j¼ 0.1) a wide immiscibility gap opens up, with a dilute fluid coexisting with a dense solid.

Using somewhat larger polymers (long-range attractions, j¼ 0.4) a qualitatively different

behaviour emerges with a gas–liquid transition at intermediate polymer and colloid

concentrations, and an area where all three phases (gas, liquid and solid) coexist. Note

that the requirement of equal chemical potentials implies that not only the colloid but also

the polymer concentration is different in the three phases.
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Figure 9.7 Theoretical phase diagrams for colloid–polymer mixtures based on the AO model.
Fluid (F), solid (S), gas (G) and liquid (L) phases are predicted to form. Size ratio (a) j¼ 0.1 and
(b) j¼ 0.4. Reprinted with permission from Ref. (16)
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Experimental work confirms these predictions (18). However, experimentally at high

attraction strength (polymer concentration) non-equilibrium states are often found, such as

aggregates (at low particle concentration) or gels (at higher particle concentration). These

non-equilibrium states can be long lived and may actually be the state a product is

formulated in (for instance a weak gel). At moderate polymer concentration the resulting

gels may be weak enough to undergo syneresis, with a sudden collapse observed in some

cases (19).

An important point to note about depletion interactions is that low polymer concentra-

tions, often only a few mgml�1, can induce phase separation. When sterically stabilised

particles are used with a thick stabilising polymer layer, the depletion effects are signifi-

cantly reduced as the free polymer is now able to penetrate the stabilising layer. Also, the

depletion effect may be lost on increasing polymer concentration further, resulting in

restabilisation (2).

The AO model discussed here is suitable to describe what is referred to as the ‘colloid

limit’ with j< 1. However, one can also consider the opposite limit, j> 1 where small

particles are added to solutions of large polymers. This is relevant for instance in protein

crystallisation experimentswhere it is common practice to add polymer in solution to aid the

crystallisation.Hence this is referred to as the ‘protein limit’. Phase separation in dilute (gas)

and dense (liquid) phases can still occur. However, a different theoretical description is

required as the polymer concentrations involved are typically above the overlap concen-

tration, fcoil > 1 (20–23).

This chapter focuses on the role of polymers in controlling interactions between colloidal

particles. However, as an aside, it is worth noting that depletion-type interactions occur

more generally. In suspensions containing more than one suspended species it can be useful

to think of one (typically the smallest) species as inducing a depletion attraction between the

larger particles. The depletant can for instance consist of small particles, or perhaps of

surfactant micelles. However, a theoretical description of such systems ismore difficult than

the idealised polymer case discussed here, because interactions between the small objects

themselves can usually not be neglected.

An example is that of hard spheremixtures, which for size ratio larger than 5 are predicted

to demix as a result of such depletion interactions. For such a phase separation to occur

high overall concentrations are typically needed, in the region of 50% by volume of

solids (24).

9.5 Bridging Interactions

Finally, we consider the case of bridging interactions (see Figure 9.8). At low surface

coverage G, adsorbing polymers may attach themselves to the surface of more than one

particle. The effect of this on the particle interactions is referred to as the bridging

interaction. Whereas steric interactions are repulsive under good solvent conditions,

the bridging interaction can lead to attractions in this case when homopolymers are

adsorbed (4, 5).

Polymeric flocculants can be designed to maximise bridging interactions, in cases where

aggregation is desired. ABA tri-block copolymers where the A block adsorbs are types of

moleculeswhich lend themselves for this type of behaviour.Often polyelectrolytes are used,
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where charges on the polymers are used to enhance adsorption to the target particles.

Counter intuitively, it is possible to achieve bridging flocculation also with polymers with

the same charge sign as the particles; the adsorption is then mediated by counter-ions such

as Ca2þ.
Polymeric flocculants are used in a variety of applications, for instance waste water

treatment, clarification of drinks such as beer and wine, and also in processing of minerals.

Following aggregation, suspended fine particles will settle downmore easily or the resulting

flocs may be filtered off.

So far the effects of steric interactions, depletion and bridging have been discussed

separately here. In practicemore than onemechanismmay have to be taken into account. The

same adsorbing polymer may give rise to both steric and bridging interactions, or a weakly

adsorbing polymer may cause both bridging and depletion attractions for instance.

As an illustration of the complex scenarios possible see Figure 9.9. A stability map is

shown for aqueouspolystyrene (PS) latex particles, carrying terminally graftedpoly(ethylene

oxide) (PEO) chains, towhich poly(acrylic acid) (PAA) is added (Mw¼ 14 000gmol�1), as a
function of pH (25).W2 is theweight fraction of added PAA. At low pH the PAA coacervates

with the PEO and at lowPAAconcentration this results in bridging flocculation.At higher pH

the PAA does not adsorb onto the PEO coated particles, but instead depletion flocculation

may occur at sufficiently high concentrations of added PAA. An intermediate range of pH

values is observed where neither effect is sufficient to cause flocculation.

9.6 Conclusion

Many products and processes involve colloidal suspensions and often polymers are also

involved in solution or attached to the particles. The presence of these polymers has a major

impact on the aggregation state and therefore on the flow properties (rheology, see

Chapter 12) of these suspensions. Whereas the influence of polymers on the behaviour

of solid, spherical particles is discussed in this chapter, the types of interaction are general

and would also apply to the behaviour of emulsion droplets or of non-spherical (rod-like or

plate-like) particles.

Figure 9.8 Principle of bridging interactions
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Depending on the application, there is a range of possibilities for what the practical aim

might be. When a stable suspension of finely suspended small particles is required, as in

inks, a good steric stabilisation is needed. However, larger particles would typically have a

tendency to settle down even if well-stabilised in terms of their particle interaction potential.

Equivalently oil-in-water emulsion droplets would tend to cream up. Aweak flocculation

induced by depletion interactions might help prevent this settling or creaming by building a

weak gel network. Finally there are applications such as water clarification where a rapid

and strong aggregation of the particles is needed, and polymeric flocculants could be used.
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Wetting of Surfaces

Paul Reynolds

Bristol Colloid Centre, University of Bristol, UK

10.1 Introduction

The sciences of surfaces and colloids are inextricably linked since the chemistry and physics

governing the surface properties of both large and small areas are identical in that they

describe the interactions between molecules and collections of molecules. As a result

the interaction between a material placed on a surface and an extensive solid surface can be

adequately described using our knowledge of both surfaces and colloids. In this chapter

we outline the established theories and explanations of wetting and use these to provide a

more practical appreciation of aspects of these phenomena. The basic principle is simple in

that when a liquid is placed on a solid surface it will spread to some extent. Here both liquid

and solid can be described as bulk. However, in the region of interaction where the bulk

phases meet, local interactions are of primary importance. Consider the adsorption of a

macromolecule or a surfactant or indeed a grease or oil stain on a surface and the effect that

this has on a liquid placed on the surface. Clearly this surface modificationmadewith only a

molecular, or macromolecular, dimension has a dramatic influence on the macroscopic

observation of the liquid drop behaviour on that surface. Wetting, the coverage of a surface

with another material, is an important industrial and academically interesting and often

challenging area.

The basic premise developed in this chapter is that a liquid in contact with a solid in the

presence of a given vapour exhibits behaviour which depends on all three components. The

rules that govern this behaviour may not be well developed and are empirical in many

instances. However, there is a scientific rationale behind these observations. It is the
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intention here to illustrate how these rules are developed and expose the scientific

background to the interactions.

10.2 Surfaces and Definitions

We would normally associate wetting with the coverage of a solid surface with a liquid

material. In doing so we would assume that the liquid is mobile on the solid surface. The

liquid surface is a dynamic surface whereas the solid surface is not. Interestingly, perhaps

what can be thought of as a fundamental property of a solid and a liquid, the surface energy

and the surface tension, respectively, have identical units, i.e. they are dimensionally the

same. An interesting discussion of the units and dimensions is given in Adamson and

Gast (1). It is important to note that vapour has not been omitted from the definitions of

surface tension and surface energy and is an important component of the overall interaction.

Moreover, given the necessity to include vapour it becomes clear that this will change

depending upon the temperature, pressure and partial pressure of the vapour phase.

There are four surfaces that we can consider in the absence of a vacuum:

. liquid/vapour – surface tension

. liquid/liquid – interfacial tension

. liquid/solid – surface energy or interfacial tension

. solid/vapour – surface energy.

The units of both surface tension and surface energy are Newton per metre (Nm�1) and

Joule per square metre (Jm�2). Although dimensionally the same and equivalent in value,

they are defined differently – as stated below.

Each of the surfaces identified above contributes to the overall picture of the wetting of a

surface,which in the case of a liquid on a solid leads to awell defined shape of droplet for any

given materials and conditions. In describing this behaviour we shall determine which

properties of the materials are important in controlling wetting.

10.3 Surface Tension

Consider first the liquid/vapour surface. It is a very dynamic surface where molecules from

the liquid phase are leaving the surface and molecules from the gaseous phase are entering

the liquid phase continuously. The interface is a difficult region to model and requires the

development of models based upon an imaginary surface known as the Gibbs dividing

surface. This gives the basis for developing equations for surface excesses (see Section

4.3.2). Unfortunatelymany elementary texts prefer to show a liquid schematically as a set of

spheres with interactions radiating in all directions and being equivalent to one another. At

the surface of the liquid we lose the equivalence in the direction of the surface, simply

because there are very few molecules above the surface. As a result it is ‘shown’ that the

force, or tension, arising in a surface is due to the ‘missing forces’ of interaction of a

molecule in the surface of the liquid phase in the direction of the vapour phase. The picture is

schematically satisfying but lacking in scientific rigor, yet surface tension can be shown to

depend only on the interactive forces between molecules.
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However, we can make measurements in the surface which relate to surface properties.

These lead to definitions of the surface tension. It is possible to write two definitions of

surface tension and both will take some mental agility to fully appreciate what is meant.

Thus common definitions are: surface tension is the force acting at right angles to a line of

unit length in the surface of a liquid, or surface tension is the force per unit length, which

when multiplied by the distance moved to create a new area is equal and opposite to the

work done in extending the area of surface by unit amount.

The latter expression shows that the surface tension can be interpreted as the energy per

unit surface area and that this has a tendency to reduce its area to a lower free energy

arrangement. A full discussion of surface tension is given in Chapter 4.

10.4 Surface Energy

We can think about a surface as being created by the work required in bringing a molecule

from the bulk to the surface. Thus, the work that is required to increase that surface area by

unity is the surface free energy. Of course there is a tendency of that surface to contract and

this is where the picture of molecules in the surface at least illustrates the ideas here because

we can visualise that state of tension in the surface and we would define that as the surface

tension.

10.5 Contact Angles

When a liquid is placed on a solid surface it can spread to form a continuous film or form

discrete droplets. In the case of the latter a range of different behaviours can be observed. It

has been stated previously that for a given solid and liquid and a defined set of conditions,

temperature and pressure for instance, a liquid drop will form a well-defined shape on the

solid surface. Figure 10.1 shows this schematically but additionally shows that the shape

subtended by the liquid at the three-phase line of contact, where the solid (s), liquid (l) and

vapour (v) meet, has a defining angle, called the contact angle (u).

Figure 10.1 Contact angle at the three-phase line of contact of solid, liquid and vapour
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Interpretation of this intomore fundamental forces reveals the nature of the contact angle.

This is done by considering the tensions in each of the surfaces, as shown in Figure 10.2.

Taking the tensions at the three-phase point of contact and putting them into a balance of

forces resolved in the plane of the solid surface, it is seen that there are three tensions (g): one
acting in the direction of the vapour/solid (gvs) and this is opposed by the two tensions, the
surface tension in the liquid/solid surface (gls) and a component of the surface tension of the

vapour/liquid (glv).When resolved in the plane of the solid surface the function becomes the

cosine of the contact angle. The resolution of these tensions gives Young’s equation (2)

(Equation 10.1)

gls þ glv cosu ¼ gvs ð10:1Þ
It must be remembered, however, that the contact angle whilst giving useful and

fundamental information about the solid/liquid interaction is defined in the presence of

the vapour phase. This is often forgotten and a change in vapour (partial) pressure and

composition can have very profound effects on the subsequent contact angle.

10.6 Wetting

Armedwith the previous definitions,wetting per se can nowbe discussed. For some liquids a

zero contact angle is obtained and might also be called perfect wetting and hence

spontaneous spreading. Another possibility is partial wetting, where a contact angle is

subtended somewhere between 0� and 90�. The 90� may well be thought of as an arbitrary

distinction between wetting and non-wetting but nonetheless we find it an important

distinction. An angle subtended between 90� and 180� in the liquid would be a non-wetting
condition and finally of course if the contact angle is 180� then we have a perfectly non-

wetted surface. These behaviours are shown schematically in Figure 10.3.

When discussing wetting behaviour it is most often convenient to speak in terms of

contact angle. The general principle of wetting can be defined by the characteristic surface

properties of the solid and liquid as shown in Figure 10.4.

Consider three different liquids, mercury, water and decane, having surface tensions of

484, 72 and 24mNm�1 respectively, that are placed on a planar surface of a material. In the

first instance we choose a high energy surface, magnesium oxide with a surface energy of

θ
vapour

liquid

solid
γvs

γvl

γls

γxx = surface tension or surface energy 

Figure 10.2 Equilibrium balance of forces for the tensions of liquid drop on a solid surface
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1200mNm�1. We would expect a finite contact angle and therefore wetting. However, the

three liquids would show a different interaction with a solid with a reduced surface energy.

For example if we use silica with a surface energy of 307mNm�1, water and decane would

be seen to wet the surface whereas mercury would not. Thus, mercury with a higher surface

tension than the silica surface energy does not wet the surfacewhereas water and decane do.

Reducing the energetics of the solid surface further, using polyethylene with a surface

energy of 31mNm�1, shows that only decane wets the surface; mercury and water do not.

Again we will see that mercury and water have higher surface tensions than the surface

energy of polyethylene. Finally, a low-energy solid surface, polytetrafluoroethylene

(PTFE), shows non-wetting of all three liquids, and all three liquids have higher surface

tensions than the surface energy of PTFE alone.

It is tempting using the above observations to conclude that a useful rule is: liquids with

low surface tensions wet solids with high surface energies.

liquid

solid

vapour

θ = 0º Perfect wetting

θ  = 180º Perfectly non wetted 

0o < θ < 90º Partial wetting

90o < θ  < 180º Non-wetting

Figure 10.3 Wetting as described by different values of the contact angle

Figure 10.4 Differential wetting of three liquids on solid surfaces of different surface energy
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Evidently, the magnitude of the contact angle follows some rationale governed by the

magnitude of surface tensions and energies. A more complete description of the governing

scientific principles is beyond the scope of this chapter; however, it would entail a

consideration of Hamaker constants which describe the interactions between molecules

in adjacent materials (3) (see Chapters 3 and 16). This idea is adopted later to describe the

observed behaviour from an empirical standpoint.

There are other generalisations which start to appear when studying comparative contact

angles measured for liquids in contact with materials. For example, Table 10.1 identifies

some materials in contact with a variety of liquids.

From Table 10.1 it can be seen for instance that water has a range of contact angles when

in contact with a low-energy solid surface like PTFE going through to higher energy solid

surfaces like glass. There is a clear trend in these values.

There are other trends apparent in these data and one can be seen for PTFE; high contact

angles (150�) are found for mercury, through to n-octane which has a contact angle of 30�.
The difference in the surface tensions of the liquids ranges from 484mNm�1 formercury to

2.6mNm�1 for n-octane. The above observations can be used to conclude another tentative

rule: high surface tension liquids tend to have large contact angles, while polar solids tend

to have smaller contact angles.

10.7 Liquid Spreading and Spreading Coefficients

The idea that there is a rational organisation to our observations can be taken a little further

with the specific case of perfect wetting (zero contact angle).

It is apparent from Young’s equation (Equation 10.1) that when the contact angle, u, is
zero it reduces to

gsv � gls � glv ¼ 0 ð10:2Þ

Table 10.1 Liquid surface tension and contact angles on solid surfaces

Liquid g (mNm�1) Solid u (degree)

Hg 484 PTFE 150
Water 73 PTFE 112

Paraffin wax 110
Polyethylene 103
Human skin 75–90

Gold 66
Glass 0

Methyl iodide 67 PTFE 85
Paraffin wax 61
Polyethylene 46

Benzene 28 PTFE 46
Graphite 0

n-decane 23 PTFE 40
n-octane 2.6 PTFE 30
Tetradecane/water 50.2 PTFE 170
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For real wetting we can evaluate Equation (10.2) as the spontaneous spreading coeffi-

cient, S. If S is positive then spontaneous wetting occurs whereas a negative value of Swould

result in a finite contact angle.

The coefficient S has some interesting properties when examined practically. One

example is the wetting properties of the homologous series of paraffins in contact with

a givenmaterial. As the carbon number is changed S can become progressively less negative

until spreading occurs. For example hexane spreads on water but decane does not. Perfect

wetting occurs at the point at which the surface energy and surface tension are equivalent

and this observation can be used for surface characterisation (4).

10.8 Cohesion and Adhesion

Surface energies can also be used to define cohesion and adhesion from the condition of

spontaneous spreading. Adhesion and cohesion simply define the interactions which lead to

the cohesive nature ofmaterials and the adhesive nature of onematerial when in contact with

another material. There is no implication in these definitions of any chemical bonding.

Adhesion between a solid and liquid is defined as the work required to separate the solid

from the liquid. Thus, the work of adhesion involves the creation of new surfaces of vapour/

liquid and solid/vapour, and the destruction of the old surface of liquid/solid. The Dupr�e
equation (Equation 10.3) defines this and Figure 10.5 shows a schematic of the process:

Wls ¼ gsv þ gvl � gls ¼ Wa ð10:3Þ
whereWa is the work of adhesion andWls is the work required to separate the solid from the

liquid surface. It is worth noting that all the quantities are defined per unit surface area.

In the same way cohesion can be seen to be the creation of two liquid/vapour interfaces

and the destruction of a liquid/liquid interface. The cohesive nature of a liquid (or solid)

involves the separation of the liquid from itself. Clearly from this construction the work of

cohesion, Wc, can be seen to be

Wc ¼ 2glv ð10:4Þ

Figure 10.5 Solid–liquid adhesion and cohesion. Adhesion is the separation of the solid from
the liquid. Cohesion is the separation of the liquid from itself

Wetting of Surfaces 203



Adhesion and cohesion have another quite simple relationship which can be developed by

taking into account the contact angle, shown as

cosu ¼ � 1þ 2
Wa

Wc

� �
ð10:5Þ

The result of this is that the contact angle is seen to be governed by the competition

between cohesion of a liquid to itself and adhesion of a liquid to a solid. Schematically

Figure 10.6 shows some simple results. At a 0� contact angle thework of cohesion equals the
work of adhesion; at a 90� contact angle, the condition just between wetting and non-

wetting, thework of cohesion equals twice thework of adhesion. For perfect non-wetting the

work of adhesion is zero.

Cohesive failures and adhesive failures in materials are more easily appreciated with this

understanding.

10.9 Two Liquids on a Surface

So far we have considered the wetting of a surface by a single liquid in equilibrium with its

vapour. There is, however, a commercially important case where two immiscible liquids sit

on a solid surface and differentially wet the surface. This case is shown schematically in

Figure 10.7 where the solid S is differentially wetted by liquid A and liquid B.

This is a commercially important case sincevery often there are two immiscible liquids in

contact on a surface and it is not difficult to find examples.

The appropriate tensions and the directions in which they are acting have been drawn in

the diagram, from which it is clear that they can be resolved in the same way as done

previously to recover Young’s equation. However, this time the equation (Equation 10.6)

applies to the two liquids in contact with each other and in contact with the solid surface:

gBS ¼ gAS þ gAB cosuA ð10:6Þ

Figure 10.6 Simple relationships between the work of cohesion and the work of adhesion for a
solid and a liquid
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From the diagram it can be seen that liquid A preferentially wets the solid, and that is

because the contact angle is smaller for liquid A than it is for liquid B, i.e. gBSH gAS.
This leads us to another rule of wetting: for two immiscible liquids on a solid surface, in

general the liquid with the smaller solid/liquid surface tension or surface energy wets the

solid preferentially.

Table 10.2 shows various results of studying two immiscible liquidswetting the surface of

a solid. The solids exemplified here are alumina, PTFE, mercury (note that mercury is also

taken as a liquid in the same table) and glass. It can be seen how they are differentially

wetted. In Table 10.2 the angle uSA is the angle subtended by liquid A on the solid surface.

Thus in the first case of water and benzene on alumina, liquid A is water having a contact

angle of 22� when benzene is present as the second liquid phase. Hence here water is better
wetting, or the one that is preferentially wetting the solid (alumina). Another example is that

of a PTFE surface which can be seen to be completely dewetted by liquid A, water, and thus

it will not wet PTFE in the presence of decane. With water and benzene on the surface of

mercury, water has a contact angle of 100� and so is dewetted preferentially. These two

results may not be surprising in that they show water to be the dewetted phase but it is the

magnitude that illustrates that the phenomena are not entirely predicted by our knowledge of

a single liquid on a solid surface. The value of 100� for water on mercury, in the presence of

benzene, is not far off the 90� distinction between wetting and non-wetting. Complete

dewetting, 180�, for water on PTFE in the presence of decane is very rarely observed for a

single liquid. Perhaps the most surprising result is that mercury and gallium as liquids in

contact with glass show mercury has a zero contact angle and therefore spreads ideally.

Consider, for instance, detergencywhere initially oil or grease adheres to a fabric surface,

or perhaps a ceramic surface. It is clear that we need to change the energetics, surface

energies, to be able to remove the oil from the surface, and it is generally awater solution that

will be used, in conjunction with a surfactant. This case will be considered later.

There are other important commercial caseswhich can be identified and some occur in the

manufacturing industry sector. The preparation of emulsions using small solid particles to

Liquid B

Liquid A

Solid S

γBS

γAB

γAS

Figure 10.7 Two immiscible liquids on a solid surface

Table 10.2 Differential wetting of a surface by two immiscible liquids

Solid Liquid A Liquid B uSA/(degree)

Al2O3 Water Benzene 22
PTFE Water Decane 180
Hg Water Benzene 100
Glass Hg Gallium 0
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stabilise the emulsion necessarily has differential wetting of the solid surface by the two

immiscible liquids. These are called Pickering emulsions. Essentially packing of the small

particles around the liquid droplet determines the type of emulsion, water in oil (W/O)

or oil in water (O/W). The particles therefore stabilise against aggregation and coalescence.

The rule is: the liquid phase which better wets the particle is going to be the external

phase.

This we can compare this with Bancroft’s rule (1), which states that the continuous phase

should be the phase in which the surfactant is the most soluble. This follows from a simple

geometrical argument based on the ratio of the head group area to that of the hydrophobic

chain cross-section of a simple surfactant and dictates the type (or stability) of the emulsion.

Thus if particles are better wetted by water than oil they will have a greater surface area

covered by water. As a result the oriented wedge of water-wetted surface fits together better

in between a set of spheres surrounding a larger sphere, where the oil only wets a small area

of the particles surface. The result is an oil inwater emulsion. This is shown schematically in

Figure 10.8. Silica is a good example of this effect whereas carbon black, which is wetted

better by oil than water, results in a water in oil emulsion.

There are many other important examples that can be found in the electronics and

personal care industries. In the process of soldering there is a liquid metal on a surface in

contact with a liquid flux, which is there to solubilise impurities and remove them from the

solid/liquid metal interface. Clearly this is complex since the temperatures are high and

fluctuate and this will lead to changes in the surface energies and the surface tension of the

flux. Also the properties of the flux/molten metal interface and flux/metal surface will

change as the level of impurities solubilised in the flux changes. In personal care

applications excess foam production can be a serious problem, for example in washing

machines. Antifoamers, which are often liquid silicones containing particulates, principally

silica, are commonly used (5, 6). These alsowork by differential surfacewetting of the silica

by water and silicone in order to make the thin foam films unstable.

Figure 10.8 A Pickering emulsion is a liquid droplet stabilised by particles which are better
wetted by the continuous phase than the internal phase. More efficient packing leads to a more
stable emulsion arrangement

206 Colloid Science: Principles, methods and applications



10.10 Detergency

One clear example of wetting of a surface with two immiscible liquids is that of everyday

washing. An oil stain (liquid) on a fabric (solid) surface is in contact with an immiscible

phasewhen immersed inwashingwater. The detergent action at the oil/water/solid interface

is influenced by adsorption of surfactants. The line of tensions may be analysed in much the

sameway as previously described. The great difference here is that the surface energies and

the surface tensions are constantly being modified with time as surfactant from the washing

water adsorbs to the oil and fabric surfaces. The dynamics of the mechanism become very

important.What is critical, however, is the rate at which the fabric/oil surface is modified by

surfactant adsorption. This is a slower process than adsorption at the other surfaces because

of the amount of time necessary to allow surfactant to diffuse through the oil droplet. This

process leads to the roll-up mechanism, leading to oil droplet detachment. This is shown

schematically in Figure 10.9.

The source of surfactant molecules is the micelles in the formulated detergent. These

diffuse to the appropriate surfaces and adsorb. The oil drop as it rolls up, because of the

contact angle change driven by the change in the surface tension balance of forces, exposes

a new surfacewhich then adsorbs surfactant to a greater extent. This stabilises the oil from

re-establishing an adsorbed state on the fabric surface and allows the drop to ultimately

detach (Figure 10.10). This process is, however, aided considerably by the agitation

occurring in thewashing process, as well as possibly the elevated temperature, although in

some parts of the world washing takes place at ambient temperatures and no hot water is

used.

10.11 Spreading of a Liquid on a Liquid

Spreading can also be observed for two immiscible liquidswhen one is placed on the surface

of the other. The lens formed from one liquid on the surface of the other can be described by

what may be termed a ‘generalised Young’s equation’ (Equation 10.7). This is necessary

since all the surfaces involved are deformable, as shown in Figure 10.11. Under these

conditions we need to allow for the contact angles of each to be resolved in a horizontal

direction,

gwv cosu3 ¼ gov cosu1 þ gow cosu2 ð10:7Þ

source of
surfactant
molecules

micelle

adsorption

at interfaces

oil/water
rapid transfer

solid/water

surface tension
lowered rapidly

oil/solid

diffusion through oil

surface tension
lowered slowly

slow transfer

Figure 10.9 Schematic of the detergency process
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The picture is relatively complicated, since, as spreading developswith time the angles all

change because of the finite size of the spreading liquid reservoir. Again, simply using the

definitions and expressions used previously, the balance of forces, leading to work of

adhesion (WAB between liquids A and B) and work of cohesion (¼ 2gA of the spreading

liquid), can be used to evaluate the spreading coefficient of one liquid on the other:

S ¼ WAB � 2gA ¼ gB � gA � gAB ð10:8Þ
Clearly for the spreading of liquidA on liquid B thework of adhesion betweenA andBmust

exceed the work of cohesion of the spreading liquid A, and the difference between the two

quantities is the spreading coefficient, S, of A on B. As shown previously, if the value of S is

positive, spreading results and if it is negative there is no spreading.

Solid surface

Oil or grease 
Surfactant
adsorption

Figure 10.10 The roll-up mechanism in detergency

Vapour

Water

Oil θ3

γOV γWV

γOW

θ
1

θ2

Figure 10.11 Surface tensions for a liquid lens on an immiscible liquid
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Table 10.3 shows some examples of the spreading of one liquid on another. By taking

liquid A as the spreading liquid (octyl alcohol, oleic acid, bromoform, liquid paraffin) on

water, we can look at the interfacial tensions and the surface tensions. The surface tension of

water in each case is 72.5mNm�1, and the liquid surface tensions of Avary only from 27.5

to 31.8mNm�1. However, the interfacial tensions change dramatically (from 8.5 to

57.2mNm�1). The spreading coefficients are obtained from the previous relationships,

and two are positive values (spreading) and two are negative (non-spreading).

Whilst there is a systematic change in spreading coefficient, there are clearly some

complicating issues. This is shown by the time-dependent behaviour of the spreading of

benzene on water.

When a drop of benzene is placed onwater a lens forms,which expands and spreads. After

a period of time it retracts back to reform the original lens. It turns out that there is a limited

solubility of benzene in water, and of water in benzene. It takes time for this equilibrium to

be established after the drop of benzene is placed on the water surface. From Table 10.4 the

initial values of the surface tensions of water and benzene give rise to a spreading coefficient

of 8.9mNm�1, the interfacial tension being 35mNm�1 and constant. However, after a

period of time, water uptake in benzene reduces the surface tension of benzene very slightly,

which also increases the spreading coefficient. After a longer period of time the benzene re-

equilibrates in the water and the interfacial surface tension of water drops to 62.2mNm�1.

The final sum for spreading coefficient is now negative (�1.6mNm�1) so it is now non-

spreading. The time-dependent dissolution of benzene in water and vice versa alters the

behaviour from benzene being spreading to non-spreading on water (1).

The vapour phase composition and (partial) pressures clearly have a significant influence

on the spreading behaviour. The role of solubilised impurities in the case of detergency and

for two immiscible liquids on a solid surface can also influence the balance of forces

markedly. The results may not be as expected. Consider these processes when put into a real

situation such as the soldering example; the fine balance of behaviour to create the desired

adhesion/cohesion conditions becomes very difficult to predict.

Table 10.4 Spreading of benzene on water

gwater (mNm�1) gbenzene (mNm�1) S (mNm�1)

Initial 72.8 28.9 8.9
72.8 28.8 9

Final gWB¼ 35mNm�1 62.2 28.8 –1.6

Table 10.3 Spreading coefficients of one liquid on another (liquid A on water,
g¼ 72.5mNm�1)

Liquid A gA (mNm�1) gAB (mNm�1) S (mNm�1)

Octyl alcohol 27.5 8.5 36.5
Oleic acid 32.5 15.5 24.5
Bromoform 41.5 40.8 �9.8
Liquid paraffin 31.8 57.2 �16.8
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10.12 Characterisation of a Solid Surface

Onemethod of characterising the solid surface is to use a series of liquids of varying surface

tension, which can be obtained in a homologous series and observe those which wet and

those which do not. Our general rule is that for wetting, the surface energy of the solid/

vapour interface is going to be greater than the surface tension of the liquid/vapour interface.

For the fluids, a ranking order can be arranged, which will give a good indication of the solid

surface energy from the null spreading condition.However, we can go further than this using

the homologous series of liquids, as drops, on the surface.

A plot of the cosine of the contact angle against the liquid surface tension gives us a

characterisation tool for the surface. An example is shown in Figure 10.12 and is linear. This

is called a Zisman plot (4). The extrapolation of the cosine of the contact angle for different

homologous series tends to the same intercept. This suggests that the surface energy can be

characterised by this extrapolated value, which can be termed a ‘critical surface tension’

(gC). The results, however, should be treated as semi-empirical.

10.13 Polar and Dispersive Components

Hamaker constants, like surface tensions, are related to intermolecular forces. For non-polar

materials when dispersion forces dominate, the surface tension properties of liquids can be

calculated directly using Hamaker constants (1, 3) using the following equation (1).

gdi ¼ Aii

24pðr0i Þ2
ð10:9Þ

Aii is theHamaker coefficient and r0i is a distance parameter used in integrating theHamaker

expression (7). Some values are given in Table 10.5.

Based only on the dispersion force, it is clear that for non-polar materials (n-octane, n-

hexadecane, PTFE and polystyrene) the predicted values obtained from calculations match

Cos

1.0

0

0 70

Zisman plots = a – bγ1

γ1 / (mN m-1)

γc

Figure 10.12 Zisman plot for homologous series of liquids on a solid surface
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almost exactly the experimentally obtained values. When the material has a polar nature,

such as water, there is a huge disparity between the calculated value and the experimental

values. Furthermore, we can also calculate contact angles as in Equation (10.10) (7):

cos u ¼ � 1þ 2f
gs
glv

� �1=2

� psl
glv

ð10:10Þ

f is a constant which accounts for the relative molecular sizes, polarity, etc. and depends

upon the molecule under consideration, but under conditions of non-polarity approximates

to 1. There is an additional term in this expression, the surface pressure psl, which essentially
reduces the solid surface energy through adsorption of vapour from the liquid at the solid/

vapour interface. Some caution must be exercised using these equations since significant

polar forces clearly affect the results.

10.14 Polar Materials

Polar materials can be treated in a similar manner by adding extra contributions to the total

surface tension (8). The surface tensions can be divided into separate independent terms, the

most simple being the addition of the polar component and the dispersive component, gp and
gd; thus

g ¼ gp þ gd ð10:11Þ
It is also possible, if necessary, to break the surface tension down into other components,

hydrogen bonding for instance. We could add the hydrogen bonding term to the dispersive

term, and add in a polar term to that and so on. The total surface tension is subdivided into

individual contributions. For a non-polar material, of course, the surface tension is simply

equal to the surface tension of the dispersion component.

An alternative approach is to use a set of semi-empirical expressions. These generally

contain a term in, or derived from, the geometricmean theoremwhich is used to combine the

Hamaker constants of different materials. Equation (10.12) is a useful expression which

combines the contributions from two components A and B:

gAB ¼ gA þ gB � 2 gdA gdB
� �1=2 � 2 gpA gpB

� �1=2 ð10:12Þ

Table 10.5 Comparison of calculated (calc) and experimentally (exp)
measured values of surface tension

Material gdcalc ðmNm � 1Þ gdexp ðmNm � 1Þ
n-octane 21.9 21.6
n-hexadecane 25.3 27.5
PTFE 18.5 18.3
Polystyrene 32.1 33
Water 18 72.4
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Thus the surface tension components of liquids can be obtained from measurement of

interfacial tension against an immiscible probe. Other semi-empirical expressions exist for

relating the polar and dispersive components of a liquid and solid with the contact

angle. These models are also based on methods of combining Hamaker constants such as

the geometricmean theorem for instance (7). TheOwens–Wendtmodel, Equation (10.13), is

one example:

1þ cosu ¼ 2ðgds Þ1=2
ðgdl Þ1=2
glv

$ %
þ 2ðgps Þ1=2

ðgpl Þ1=2
glv

$ %
ð10:13Þ

This expression can be used to estimate the solid surface energy and the contributions

from both the dispersive and polar components. The most simple method is to measure

contact angles with two probe liquids, one polar and one non-polar, but whose individual

components are known. The simultaneous equations can be solved to give estimates of the

solid surface properties.

Table 10.6 shows the numerical values obtained for the dispersive and polar components

from a series of materials, andwe can see there is a reasonable fit. PTFE, for instance, which

is a very non-polarmaterial, ismore or less completely dispersive. Polyethylene is non-polar

and again the only contributing component is dispersive. For poly(methyl methacrylate)

(PMMA) there is a contribution from a polar component, as is the case for polyethylene

terephthalate (PET) (9).

10.15 Wettability Envelopes

It may be imagined that up until nowwe have a rulewhich tells us if wettingwill occur when

placing a liquid on a solid. This comes from knowing the surface tension of the liquid and

the surface energy of the solid. Thus the rule which has been formulated states that ‘a

liquid, having a lower surface tension than the solid surface energy, will wet that solid’.

In practice it is found that this is not always the case and it is not, therefore, an immutable

rule.

A 2Dmap ofwetting can be constructed by using the components of surface tension and a

plot produced which is designed to show where wetting will occur. To illustrate this the

Owens–Wendt model described previously has been used to construct a plot.

It is suggested above that there are otherways of understanding how contact angles, hence

degrees of wetting, arise from an understanding of the forces existing in the materials and

Table 10.6 Surface tension components for solid surfaces

Surface g(mNm�1) gd(mNm�1) gP(mNm�1)

PTFE 18–22 18–20 0–2
Polyethylene 33 33 0
PMMA 41 30 11
PET 44 33 11
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between the materials. Rather than considering surface tension (or surface energy) as a

single component it can be seen that surface tension is the sum of individual components,

dispersive and polar components for instance, and these can be summed to yield the surface

tension. It is possible to take these components which have been generated by the empirical

expressions and draw (2D) maps of wetting.

The experimental programme required to produce the necessary information is

relatively simple and follows the rationale described in Section 10.14. The contact angles

for a solution on two standard substrates, for instance glass and poly(vinyl chloride)

(PVC), are determined. One of the surfaces is polar and the other is non-polar. Following

this the contact angles of two standard liquids on the substrates are determined

(iodomethane and water, for instance). The contact angle on the substrate of the liquid

of particular interest is subsequently determined. From this information the polar

and dispersive components are derived by using the Owens–Wendt equation. For the

unknown sample these components are plotted against each other. An example plot is

shown in Figure 10.13.

The dispersive component is plotted along the y-axis against the polar component along

the x-axis. Four points labelled A, B, C and D are shown on the plot. An envelope, the

‘wettability envelope’, is also plotted. The envelope is created when the Owens–Wendt

model is solved for the case of a contact angle of 90�; so the area bounded by the axes and the
curve is less than 90� and that outside this boundary is greater than 90�. For each of the four
liquids it can be seen that A and B will wet the substrate. From this it is clear that the two

materials A and B, which have different overall surface tensions, can be plotted on a map,

and both can be seen to be wetting. The values of polar and dispersive contributions have

been calculated previously. This starts to give an understanding of wettability. It is also clear

that D is dewetted, since it sits outside that envelope. In the case of liquid C it has a contact

angle of 90� and so is on the border of wetting and dewetting. It is possible to make a

comparison here between this type of approach and the calculation of solubility parameters.
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Figure 10.13 Wettability envelope for a substrate with a series of liquids
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The Hildebrandt solubility parameter (3) gives a single value of solubility, whereas it is also

possible to break the solubility parameter into components, as is done in the Hansen

solubility parameters (3, 10), or partial solubility parameters. In the latter a three-component

coordinate set of parameters can be identified, which map out the solubility in a more

detailed manner and give a greater insight into the solubility of materials, polymers for

instance, in different solvents. Thus the solubility of a material is put onto a 3D map which

has axes of polar, dispersive and hydrogen bonding. The same principle is adopted here, but

using surface tensions, to see how wettability is influenced by the components of surface

tension. This gives another view and method of predicting the wetting behaviour of

substrates with liquids.

10.16 Measurement Methods

Clearly it is of major importance to be able to make measurements of contact angles,

interfacial tensions and surface tensions, and this itself is quite a broad subject and topic to

consider. What is presented below is an identification of some of the more important

techniques. It is suggested that if the reader requires a more in-depth description, further

reading can easily be found on each of the techniques (1).

Capillary rise experiments can be used for both surface tension and contact angle. In each

case the experimental elegance employed can potentially offer a high degree of accuracy

producing contact angles with �0.1� accuracy. This is fine in an academic sense; however,

new commercially available equipment gives rapid capabilities for industrial applications.

Contact angle can be routinely measured by imaging techniques, essentially computer

frame grabbing. The Du Nouy ring is a reasonable method for surface tension measurement

and additionally is still the most appropriate method for interfacial tensions. The spinning

drop is another interfacial tension measurement technique but is useful only for ultra-low

interfacial tensions. Maximum bubble pressure techniques are able to study the develop-

ment of surface tension with time. At small times a bubble blown in surfactant solution will

give a value close to the pure solvent, whilst at long times the equilibrium value will be

given.

Techniques requiring drop or bubble shape analysis have been advanced over recent years

because of greatly improved computationalmethodswhen applied to an image of the drop or

bubble profile. The method, known as ‘axisymmetric drop shape analysis’ (11), can be

performed on the measured profiles of captive bubbles, sessile drops, hanging drops and

hanging bubbles, as shown in Figure 10.14. The principle of the technique is that the

pressure drop across a curved surface given by the Laplace equation is in balance with the

gravitational pull on the bubble or the drop, as shown by

g
1

R1

þ 1

R2

� �
¼ Dp0 þ rgz ð10:14Þ

From this we can develop some idea of the drop shape from the balance between the

Laplace pressure and the gravitational force, since it is a function of surface tension of the

214 Colloid Science: Principles, methods and applications



interface, g. The appropriate expressions are written in terms of surface tension, the

principal radii of the bubble or the drop, R1 and R2 and the pressures associated with

them,Dp, the pressure drop across the interface. This has two contributions:Dp0 the pressure
difference at a reference plane and an additional pressurewhich arises from the gravitational

component at any point on the surface. This is given by the density difference (r) between
the bubble or drop and the continuous phase and its vertical distance z from the reference

plane. The reference plane is a datum line from which values of z can be established, hence

its position needs to be established and a calibration taken to ensure determining accurate

values of z. The principal radii can be used to calculate the surface tensions from knowledge

of the density differences, the height to z above the reference plane and the curvature at

that height. The analysis involves a complex set of first-order differential equations that

are solved numerically to give the results. From the measured profiles it is possible to

obtain parameters such as surface tension, contact angle, the drop radius, drop volume and

surface area.

The method itself is not new and goes back many years to a set of tabulated calculation

results of Bashforth and Adams (12). The functions are look-up tables which make

corrections to the observed values of diameter, height and radius of the drop or bubble.

Using these values the surface tensions can be calculated.

There are a number of commercially available machines and because of the nature of the

experiment it is rapid, simple and produces a wealth of information. Because the method

Figure 10.14 Axisymmetric drop shape analysis measures the profiles of symmetrical drops in
bubbles
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observes the drops or bubbles optically the technique requires the magnification to be

calibrated so that absolute dimensions are known. This can be done in a number of ways but

the preferred method is to measure an object of known size using a sapphire ball. It is worth

noting that the methods require an axially symmetric drop or bubble. This condition would

be expected to be fulfilled for all the caseswith the possible exception of the sessile drop. It is

often noticed that a drop spreading on a surface does so in a series of jumps. These we can

argue are due to a number of causes, surface roughness, oil or contaminant on the surface,

different exposed surface energy domains, for instance. The consequence of this is that the

drop may not be axially symmetric. Therefore, a degree of care must be exercised in

performing these experiments.

An additional advantage of using this type of experimental equipment is that previously

obtained images can be presented to the analysis system. Hence, photographs of high-

temperature molten metals in contact with a surface, for instance, can be analysed to give

information regarding the surface tension and contact angle.

10.17 Conclusions

The topic of wetting as outlined in this chapter is seen to be a fascinating study. Only a

glimpse of the complete topic is shown here, but asmore advanced reading into the subject is

undertaken, it will be appreciated that there is still much to understand. Many of the

expressions and arguments shown in the text can at best be described as semi-empirical. This

confirms our belief that wetting is still a developing science. Perhaps it is because the subject

has such immense utility to industrial processes that our full understanding has lagged

behind the experimental development. Naturally, within the text here there are many

missing components of the subject, and one which deserves further reading is that of the

dynamics of wetting (13). This is a rich topic for investigationwith tremendous implications

for industrial processing.
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Aerosols

Nana-Owusua A. Kwamena and Jonathan P. Reid
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11.1 Introduction

Aerosols play important roles in a wide range of disciplines including colloid science,

pharmacy, combustion, and atmospheric chemistry and physics. An aerosol is defined as a

mixed phase system that is composed of a dispersed phase, either solid or liquid particles,

and a dispersion medium, the surrounding gas. Although the dispersed phase may represent

a very small fraction of the aerosol volume, the terms aerosol and particle are often used

interchangeably to refer to the particle phase. Particle diameters can span five orders of

magnitude, extending from aerosol nuclei at the nanometre scale to cloud droplets, dust

particles and sea salt spray at the 100mm scale. This corresponds to a range in volume and

mass of fifteen orders of magnitude.

Aerosols that are generated directly through suspension bymechanical action are referred

to as primary aerosols; common atmospheric examples include dust and sea salt. Secondary

aerosols are formed by chemical processes or the condensation of low volatility compounds

onto pre-existing aerosols, commonly described as gas-to-particle conversion. Natural

atmospheric aerosols are largely primary in origin with an estimated flux of 3100 teragrams

(1012 g) per year (Tg yr�1), arising from desert sands, sea spray, rock weathering, soil

erosion, biomass burning and volcanoes. Chemical constituents include aluminosilicates,

ores, clays, metal halides, sulfates, and elemental and organic carbon. Anthropogenic

sources are estimated to contribute �450 Tg yr�1 to the atmospheric aerosol burden.

Emissions are both primary and secondary and are more localised geographically than
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natural sources, arising from fossil fuel combustion, heavy industry and transportation.

Chemical constituents include sulfates, nitrates, organics, soot and heavy metals.

Particles are commonly classified according to their size (Figure 11.1). Particles smaller

than 0.1mm in diameter are referred to as nucleation mode particles (or Aitken nuclei) and

are generated by gas-to-particle conversion. Growth of the nucleation mode by condensa-

tion and coagulation leads to accumulation mode particles, which range from 0.1 to 1mm in

size. Particles generated by incomplete combustion fall into the nucleation and accumula-

tion modes. Organic components as well as sulfate and nitrate ions are commonly found in

particles less than 1mm in diameter. Particles larger than 1mmare referred to as coarsemode

particles and include pollens, dust and sea salt aerosol. Particle concentrations are generally

expressed as the number of particles per cubic centimetre (particles cm�3) or a mass per

cubic centimetre (usually mg cm�3). Typical particle concentrations in the atmosphere are

10–1000 cm�3 for nucleation and accumulation mode particles, falling to G1 cm�3 for

particles in the coarse mode.

Aerosol size distributions and concentrations are commonly indicative of their source.

For example, particle concentrations are usually lowest over the oceans and largest in urban

areas with average concentrations of 100 cm�3 andH1� 105 cm�3, respectively. Although
the maximum particle concentration usually occurs in the accumulation mode, the coarse

mode can dominate the aerosol volume distribution (mm3 cm�3) and mass concentration

(mg cm�3). The larger surface-to-volume ratio of smaller particles and their high number

densities lead to a surface distribution (mm2 cm�3) that peaks in the accumulation mode.

Figure 11.1 Classification of particles according to size and examples of common aerosols
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Indeed, the accumulationmode plays a dominant role inmediating important heterogeneous

atmospheric chemistry, for example in the origin of acid rain and the formation of the ozone

hole. The accumulation mode also influences the radiative balance of the earth through

direct scattering of solar and terrestrial light and through the impact of aerosols on cloud

albedo and lifetime (1).

Epidemiological studies have highlighted the significant impact that aerosols can have on

human health, with higher mortality and morbidity rates at particle concentrations lower

than had previously been thought (2). Although chemical composition is important in

determining toxicity, with particles acting to adsorb and concentrate potentially carcino-

genic species, physical properties are also important. Toxicity can be correlated with

particle size, shape, electrical charge and solubility, with fine particles (G1mm in diameter)

able to penetrate deep into the respiratory tract. Particles are divided into size classifications

for regulatory air quality standards. Particles less than 2.5mm in diameter are known as

PM2.5 and fall within the respirable range allowing them to penetrate deep into the

respiratory tract, increasing the rate of progression of respiratory, pulmonary and cardio-

vascular diseases (2, 3).

The lifetime of an aerosol can range from seconds to days. During this time the aerosol

may interact with other gas- or condensed-phase species and undergo chemical and physical

transformations or ageing. These transformations can occur by condensational growth or

evaporative loss, or by heterogeneous chemistry with trace gas-phase reactant species.

Further, variations in relative humidity or coagulation of particles through collisions can

lead to changes in aerosol size distributions andmixing states. The cross section of particles

greater than 10mm results in coagulation contributing appreciably to the rate of growth.

Conversely, the high diffusion constant of nucleation mode particles leads to rapid

diffusional loss through coagulation. Solid inclusions may be incorporated within a liquid

host by coagulation, leading to a transition from an externally mixed to an internally mixed

particle. An external mixed aerosol population is observed when the compositions of

individual particles are homogeneous, but particles in the population have radically

different compositions. This is distinct from an internal mixture in which any one particle

has a composition that is representative of the entire population.

Dry deposition through impaction, diffusion or gravitational settling provides the

dominant loss mechanism for most particles. Small particles are buoyant and are lifted

by upwelling air currents. Loss for these smaller particles occurs when air currents direct the

particles close to surfaces leading to impaction. In contrast, the dominant loss process for

coarse particles is gravitational settling or sedimentation. For particles of intermediate size,

particles move by Brownian motion and are eventually deposited by sedimentation.

Impaction occurs for particles of high mass and inertia that are not able to adapt their

path with the deflected air flow around an object. A gradient in particle concentration in the

atmosphere is thus established,with lower particle concentrations near the surface as a result

of deposition. In the atmosphere, wet deposition through incorporation into existing rain

droplets and wash out is another important loss mechanism for particles 0.1–10mm in

diameter.

As a result of the wide variation in size, concentration, composition, morphology and

phase, a detailed characterisation of the state of an aerosol is challenging (4–6). Ideally, all

of the physical and chemical properties of a particle would be measured, examining, for

example, the variation in particle composition with particle size. To complicate aerosol
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analysis further, the highly dynamic nature of aerosol particles can lead to pronounced and

rapid temporal variations in particle size and composition, arising from the large surface

area interacting with the surrounding gas phase. Clearly, compromises must be made in the

analysis of aerosols. In order to better understand the thermodynamic and kinetic factors that

control the composition and reactivity of aerosols across a range of disciplines, methods for

probing the size, concentration and composition of aerosols are imperative. Therefore, we

first provide an overview of some of the different techniques that are available for generating

and sampling aerosols, characterising particle size distributions and determining the

chemical composition of aerosols. We then introduce the thermodynamic factors that

govern the equilibrium size and composition of an aerosol, before considering the kinetics

of aerosol transformation.

11.2 Generating and Sampling Aerosols

Generating an aerosol of a well-defined size distribution and composition is crucial for

calibrating and testing aerosol analysis techniques and for performing detailed experiments

under controlled laboratory conditions (7). Particle size distributions may be described as

being either monodisperse or polydisperse. A monodisperse aerosol of known size, shape,

density and/or composition is required to test sampling systems and to calibrate particle

sizing instruments. A polydisperse aerosol contains particles of a wide range of particle

sizes, shapes, densities and/or compositions. A general requirement of any aerosol

generating method is to yield a reproducible output of particles of uniform concentration,

composition and size. Recent reviews by McMurry (8) and Finlayson-Pitts and Pitts (7)

provide additional information on the different methods of generating and sampling

aerosols that are currently in use.

11.2.1 Generating Aerosols

Themost commonmethod for generating a polydisperse liquid aerosol is the compressed air

nebuliser, as illustrated in Figure 11.2. Compressed air at a pressure of 30–250 kPa exits

at high velocity from a nozzle or orifice. The low pressure resulting from theBernoulli effect

in the exit region of the nozzle draws liquid from a reservoir into the gas stream and disperses

the liquid jet into droplets (4). The resulting aerosol spray is directed onto a surface where

large particles are lost by impaction and small particles remain in the gas flow. This results in

a polydisperse stream of droplets with mass median diameters between 1 to 5 mm and

particle concentrations as high as 107 particles cm�3. Ultrasonic nebulisers are able to

produce a higher volume of a polydisperse aerosol at higher concentrations than compressed

air nebulisers. Ultrasonic waves, generated by a piezoelectric crystal, are focused onto a

liquid surface. Capillary waves form at the surface and then break to form a dense aerosol

cloud.

To generate liquid droplets larger than 5 mm in diameter, a vibrating orifice aerosol

generator (VOAG) is generally used (4). A liquid jet is unstable to amechanical disturbance

and by applying a regular mechanical vibration to a jet, formed by forcing liquid through a

small orifice, droplets of monodisperse size can be generated. The droplet size is dependent

on the frequency of the modulating vibration, provided by a piezoelectric crystal, and the
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size of the orifice. Initial droplet diameters of 5–200mm can be readily achieved with

concentrations of 10–500 cm�3. Coagulation can cause rapid increases in particle size unless
the aerosol is dispersed in a flow of air.

Homogeneous nucleation can be used to generate polydisperse liquid organic aerosols

G1mmin size. Avessel is filledwith a lowvolatility liquid and heated.As an inert gas passes

through the heated vessel the gas becomes saturated with the vapour of the liquid. Upon

leaving the heated region, the gas cools and becomes supersaturated, with the vapour

condensing to form an aerosol.

Solid particles can be obtained by nebulising a solution of a salt dissolved in a volatile

solvent using a nebuliser or VOAG. Evaporation of the volatile solvent leads to the

formation of solid particles with a final diameter that is determined by the initial volume

of the liquid droplet and the mass fraction of the solid material. Nebulising a liquid

suspension of solid particles can also lead to a controlled source of monodisperse solid

particles. For example, monodisperse polystyrene and poly(vinyl toluene) latex spheres,

0.01–100 mm in diameter, can be commercially obtained with standard deviations in size of

only a few percent. Once dispersed in a solvent and atomised, the solvent evaporates leaving

monodisperse spheres.

The simplest method for generating solid particles is to disperse a dry powder by gravity

feed into a high-velocity air stream. Concentrations of up to 100 gm�3 can be achieved,

although this is dependent on the particle size range, shape and the moisture content of the

powder. Particle sizes between 1 to 100 mm can be dispersed in this fashion. Dry and

hydrophobic powders disperse more readily than moist and hydrophilic ones. Agglomera-

tion in the powder to be dispersed is a major problem and this can be overcome by

introducing the powder into a fluidised bed consisting of 200mm diameter beads.

Multicomponent aerosols may be generated by atomising solutions of mixed composi-

tion. Mixed composition aerosols may also be obtained by generating an aerosol of low

Figure 11.2 A schematic of a compressed air nebuliser
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volatility and coating the aerosol with a second compound. An aerosol of low volatility is

usually generated by means of an atomiser and is then passed through a heated vessel

containing another low volatility compound.On leaving the heated region, the low volatility

gas condenses onto the pre-existing aerosol. Whether the resulting aerosol is core-shell in

structure or internallymixed depends on the relative difference in thevapour pressures of the

components and the temperature of the heated region. Further, the thickness of a coating can

be adjusted by varying the temperature of the heated vessel.

11.2.2 Sampling Aerosol

In sampling an aerosol it is important to minimise particle loss in the sampling inlet.

Therefore, regardless of particle size or inertia, isokinetic sampling must be achieved. The

sampling inlet must be aligned parallel to the gas flow and the gas velocity in the inlet must

be identical to the velocity of the gas approaching the inlet. If this is not maintained,

distortions in the size distributions passing through the inlet may result. Sampling particles

through an inlet into an instrument at reduced pressure can have a significant impact on the

partitioning of volatile components between the condensed and gas phases. Loss of a

volatile component, such as an organic component or water, can lead to changes not only in

composition, but also to particle size and phase.

It may be advantageous to select a specific size range for analysis when sampling an

aerosol. Inlets can be designed to deliver a sharp cut off in the size distribution, allowing

particles smaller than a certain aerodynamic diameter to pass through, as illustrated in

Figure 11.3(a). Impactors classify particles according to their inertia (Figure 11.3b).

Particles are accelerated through a nozzle or circular jet toward a substrate positioned at

90� to the gas flow. Particles larger than a limiting size have sufficient inertia to cross the flow

streamlines and impact on the substrate, while smaller particles follow the deflected

streamlines avoiding impaction on the substrate. When a number of impactors are operated

in series with progressively smaller cut off sizes, the aerosol sample can be size fractionated.

This is referred to as a cascade impactor (Figure 11.3b).

Impactors can allow an accurate determination of particle concentrations for particle

sizes smaller than 10 mm and typical fractionations include the separation of 10, 2.5 and

1mm sized particles. A low-pressure cascade impactor can enable the selection of particles

in the nanoparticle range and particle sizes down to 50 nm can be studied routinely. A

fraction of particlesmay bounce on encountering the substrate, particularly if the substrate is

solid, and become re-entrained in the aerosol flow. This can be minimised by coating the

substratewith oil or grease. Alternatively, this problemmay be avoided entirely by replacing

the substrate with a receiving tube, known as a virtual impactor.

A collimated flow of particles can be achieved by passing the aerosol through a series of

axisymmetric contractions and enlargements, known as an aerodynamic lens (9), before a

nozzle expansion. Particles smaller than a critical size can be confined very tightly to the axis

of the flow, with beam waists of as little as a few millimetres.

Aerosol samples are commonly collected on fibrous or porous membrane filters. Filters

are made from a wide range of materials and have collection efficiencies exceeding 99%.

Particle removal occurs as a result of collision and adsorption of the particle to the fibre

surface through interception, inertial impaction, diffusion or electrostatic interaction (10).

Fibrous filters are composed of glass, plastic or cellulose fibres and the fibres range fromG1
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to 100mm in diameter, forming an entangled mat. Examples of materials used for porous

membrane filters include Teflon, polyvinyl chloride and sintered metals.

Diffusion denuders are used for sampling semi-volatile compounds. The sampled aerosol

is passed through a conduit and gaseous components are removed by diffusion to the conduit

walls and subsequent reaction with a co-reactant selected to efficiently remove the gas-

phase component of interest. The aerosol particles flow through the tube unaffected and are

collected on a filter. This enables an examination of the partitioning of volatile components

between the gas and condensed phases.

11.3 Determining the Particle Concentration and Size

To characterise the aerosol distribution, it is important to determine the number concentra-

tion, themass concentration and size distribution of particles. The strengths and deficiencies

of some of the common methods are described below.

Figure 11.3 (a) Inlets are designed to collect particles larger than a specified size with a sharp
cut point; (b) An impactor and cascade impactor
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11.3.1 Determining the Number Concentration

The number concentration provides a measure of the number of particles per unit volume

(i.e. particles cm�3). The most commonly applied instrument is a condensation particle

counter (CPC), also known as a condensation nucleus counter (CNC), shown schematically

in Figure 11.4. The operation of the most common commercially available instrument is

divided into three parts: the saturator, condenser and particle detection region. The saturator

contains an alcohol (usually n-butyl alcohol) at elevated temperatures which readily

condenses on both hydrophilic or hydrophobic particles. Supersaturated conditions arise

as the heated flow leaves the saturator and enters the condenser. Particles grow rapidly to a

size at which they can be detected by light scattering, either permitting the counting of

individual light scattering events or by indirectly monitoring light attenuation. Single

particle counting can be achieved at particle concentrations lower than 104 cm�3.
Individual particles greater than 10 nm in diameter can be readily detected using a CPC.

To detect particlesG10 nm in diameter, supersaturations of several hundred percentmay be

required to achieve sufficient particle growth for detection. Avariant of the CPC is the cloud

condensation nuclei counter (CCNC). This instrument assesses the concentration of aerosol

particles that can act as cloud condensation nuclei, activating to form cloud droplets in a

water supersaturated environment between 0.01 and 1%.

11.3.2 Determining the Mass Concentration

Mass concentration (typically mg cm�3) provides an important measure of aerosol loading,

particularly for enforcing regulatory standards for air quality. The most common method

involves recording the mass loading of filters, under conditions of controlled temperature

and relative humidity, prior to and after sampling a known volume of air over a set period

Figure 11.4 An optical particle counter. Particles first undergo condensational growth prior to
counting by optical scattering
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of time. Particles larger than a specific size are removed at the inlet stage. Cascade

impactors can enable a determination of the cumulative mass distribution within a

number of sampling size ranges. Uncertainties in mass distribution can arise from water

absorption/desorption from the filter, evaporative losses of semi-volatile compounds and

particle loss during handling. The lower limit on themass concentration that can be detected

is about 2 mgm�3.
Piezoelectric crystals are a sensitive method for determining mass concentrations. The

resonant frequency of vibration of the crystal varies with material and thickness. If the

crystal increases in mass, the change in resonant frequency can be used to measure the mass

deposited from a knownvolume of air. A typical sensitivity of 1000Hz mg�1 can be achieved
for a resonant frequency of 10MHz. Such instruments are used for mass concentrations in

the 10 mgm�3 to 10mgm�3 range.

11.3.3 Determining Particle Size

The reported particle size depends on the technique employed and may differ from its

geometric size. Indeed, the interconversion of sizes reported by different measurement

techniques is nontrivial andmeasurements of particle shape, refractive index and density are

crucial for performing such a conversion. The aerodynamic diameter of a particle is the

diameter of the equivalent unit density (1 g cm�3) sphere that has the same settling velocity

as the particle (11). This exceeds the geometric diameter for particles with densities larger

than 1 g cm�3 and depends on particle shape, density and size. For non-spherical particles, it
is common to define the Stokes diameter, the diameter of a sphere that has the same density

and settling velocity as the particle. More generally for a non-spherical particle, an

equivalent diameter is used; the equivalent diameter is the diameter of the sphere that

would exhibit the same aerodynamic size as that of the non-spherical particle.

The cascade impactor, described above, and the aerodynamic particle sizer (APS) classify

particles according to their aerodynamic diameter. An APS operates by exploiting the

varying inertia of particles of varying size in a gas flow that has been accelerated through a

nozzle. The acceleration of a particle through the nozzle increases with decreasing particle

size and density. The velocity of a single particle is inferred by determining the time-of-

flight of the particle between two probe laser beams, with the scattered light acting to define

the timing cycle, as illustrated in Figure 11.5. Although the smallest size that can be probed

by the APS is 0.2 mm, high resolution information on particle size can be achieved in real-

time. For both the impaction technique and the APS, the pressure drop necessary to classify

the particle size can lead to changes in relative humidity and particle size, as well as

deformations in particle shape.

Electrostatic methods for determining particle size yield a measure of the electrical

mobility of a particle. The electrical mobility size is dependent on particle shape and size,

but not density and is commonly measured with a differential mobility particle sizer

(DMPS), which consists of a differential mobility analyser (DMA, also referred to as an

electrostatic classifier) and a particle detector, usually a CPC. The sampled aerosol is

exposed to a cloud of positive and negative ions in a bipolar charger, charging the particles

to �1, �2, . . . charge units with an aerosol mean charge close to zero. The particles flow

from the charger into the electrostatic classifier (Figure 11.6), which consists of

two concentric metal cylinders, passing into a laminar flow of clean air flowing in the
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Figure 11.5 An aerodynamic particle sizer that determines aerodynamic size from the time
required to travel between two probe laser beams

Figure 11.6 A schematic of a differential mobility analyser (DMA)
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annular space between the two cylinders. In such a coaxial design, the inner cylinder acts

as the collection rod and is maintained at a negative voltage (0–10 kV) while the outer

cylinder is maintained at ground. Particles travel through the electric field between the

two cylinders with a well-defined trajectory determined by their electrical mobility.

Only particles within a narrow mobility range are transmitted through a small slit at the

exit of the DMA. The size distribution can be determined by monitoring the number of

particles exiting the DMA as the classifier voltage is varied. The classifier voltage can also

be scanned continuously to measure a size distribution as a scanning mobility particle sizer

(SMPS).

Particle concentrations in the diameter range 3 nm to 1 mm can be determined by DMPS

and SMPS. The upper limit imposed on the operating particle concentration depends on

particle size but can be as high as 2� 108 cm�3. At the lower end of the size range, particle
diffusion is significant leading to diffusional losses and broadening of the size distributions.

In addition, approximately 1% of the particles at a size of 3 nmmay be charged and this can

lead to poor detection sensitivity.

The intensity of the light scattered from a particle can be used to measure the optical size,

which is dependent on the refractive index, shape and size of the particle (see Chapter 13).

An optical particle counter (OPC) records the intensity of scattered light from individual

particles integrated over a known solid angle. The particle size can be estimated from a

calibration curve, determined from monodisperse spherical particles of known size and

refractive index, which is a monotonic function of particle size (e.g. Figure 11.7) (12). The

light source can be a monochromatic laser or an incandescent white light source with

minimum detectable sizes of �50 nm and �200 nm, respectively. Instruments capable of

measuring particles in the size range 0.1–10 mm are common with size distributions

recorded by determining concentrations in up to 50 size-resolved ranges or channels.

Figure 11.7 An example of the variation in the scattered light intensity from a spherical particle
with change in particle size and refractive index. Mie scattering calculations were performed at
sizes shown by the symbols and the lines are included to guide the eye. The illuminating laser
wavelength is 650 nm and the light scattering is integrated between 80� and 100� from the
forward scattering direction. If the refractive index is unknown or the particles are large,
significant errors may result
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Coincidence errors may occur if the aerosol concentration rises above 1000 cm�3. OPCs can
be combined with a CPC for examining particle sizes down to and less than 10 nm.

11.4 Determining Particle Composition

Aerosol composition can be determined by the post-analysis of aerosol samples collected on

filters using a wide range of conventional techniques that identify and quantify chemical

species and composition. Such measurements are susceptible to artefacts that may occur

during sampling, transport or storage. Negative artefacts arise through loss (i.e. evaporation

or chemical reactions) of particulate species. Although real-time in situ analysis is

preferred, there are currently very few techniques that allow direct on-line determination

of aerosol composition.

11.4.1 Off-line Analysis

Awide range of analytical techniques can be used to analyse aerosol particles collected on

filters or impactor substrates. Analytical techniquesmust be sensitive enough to examine the

small amount of material that is collected. The time required for sample collection is

dependent on the aerosol mass loading and sampling rates. Typically, sampling durations

may extend beyond a day. In addition, the type offilter or impactor substrate used depends on

the nature of the samples to be analysed and the analytical technique that will be used. For

example, the total carbon loading present in atmospheric aerosols is typically divided into

organic and elemental carbon fractions (OC and EC, respectively) and aluminium foil

substrates must be used for sampling instead of the filter substrates discussed in Sec-

tion 11.2.2. A carbon-free substrate is essential as the total carbon loading is determined by

measuring the amount of carbon dioxide released on combustion (8). If samples are to be

analysed by ion chromatography, precleaned Teflon or Mylar substrates are used.

Teflon membrane filters are also used for non-destructive techniques such as X-ray

fluorescence (XRF) analysis or proton-induced X-ray emission (PIXE). Both analytical

techniques are rapid, non-destructive and sensitive, providing a powerful approach for the

elemental analysis of aerosols. A major advantage of PIXE is the extremely high spatial

resolution that can be achieved by the highly focused nature of the proton beam, focused to a

spot size of tens of micrometres. Typically, up to 20 elements may be quantified from a

single PIXE spectrum. Elemental concentrations as low as 1 ngm�3 can be analysed by

PIXE (6). XRF can be used to analyse up to 45 elements; however, light elementsmay be lost

from heating by X-rays or the vacuum conditions required for the technique (13). X-ray

photoelectron spectroscopy (XPS) is a non-destructive technique that probes the atomic

composition, structure and oxidation state of the elements in an aerosol sample and is

particularly useful for surface analysis (14).

Atomic absorption spectroscopy (AAS) and atomic emission spectroscopy (AES) can

also provide an elemental analysis of aerosol particles. One of the disadvantages ofAASand

AES is that samples must be in solution form for analysis and chemical and spectral

interferences must then be considered when choosing appropriate solvents and

reagents (14). For higher sensitivity trace analysis of elements, inductively coupled plasma

coupled with mass spectrometry (ICP-MS) can be used. ICP-MS has better detection limits
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compared to AAS and is capable of isotope determination (13). Gas chromatography with

either a flame ionisation detector (FID) or mass spectrometer (MS) can be used to analyse

the volatile organic components of an aerosol. For organics of lower volatility high-

performance liquid chromatography (HPLC) may be coupled with absorption and fluores-

cence detectors or with mass spectrometers.

Laser-induced breakdown spectroscopy (LIBS) is a real-time technique for acquiring an

elemental fingerprint of aerosol samples, particularly heavy metals. A laser beam of

sufficient energy is used to create a plasma that excites the elemental constituents that

are released from the aerosol and the resolved emission spectrum from the elements is

recorded. No sample preparation is required and LIBS can be used for multi-element

detection and single particle analysis (15). Laser microprobe mass spectrometry (LMMS)

uses a pulsed laser beam to generate elemental and molecular ions by laser ablation,

providing a signature of themolecular, aswell as elemental, constituents. Laser illumination

can be constrained to a single particle and, thus, this is a single particle technique, with the

ions detected bymass spectrometry. Some discrimination between particle surface and bulk

composition can be attained and trace OC compounds can be detected (6).

Raman and infrared (IR) spectroscopy are useful techniques for characterising the

molecular composition of an aerosol. Infrared spectroscopy can be used to probe the

chemical composition and phase of an aerosol population by passing an IR beam through a

suspended aerosol population. Analysis by infrared spectroscopy can be performed at

atmospheric pressure and, thus, the concentration of volatile species may be determined.

Raman spectroscopy is a non-destructive technique that can provide information about the

chemical bonds and the functional groups present in micrometre-sized aerosols.

Information on morphology and elemental composition of individual particles can be

obtained by transmission electron microscopy (TEM) or scanning electron microscopy

(SEM) coupled with energy-dispersive spectrometry (EDS). Environmental scanning

electron microscopy (ESEM) can be carried out at pressures of 0.1–1� 103 Pa (16), much

higher than the 10�4 Pa required for conventional SEM, thereby reducing some of the

problems associated with losing volatile components. Additional advantages of ESEM are

that very little sample preparation is required, images can be obtained in environments that

closely mimic the particles’ natural states, and dynamic experiments such as hydration/

dehydration cycles can be performed in situ (17). For anymicroscopy technique, collecting

data from a statistically significant number of particles can be time intensive.

11.4.2 Real-time Analysis

Despite the advantages of on-line analysis in real-time, such as avoiding sampling

artefacts and the need for expensive laboratory procedures, there remain few techniques

for determining aerosol composition directly in situ with high time resolution. For

example, EC in excess of 0.5mgm�3 can be quantified with a photoacoustic soot sensor.

Carbon black particles absorb energy from a laser beam and transfer the heat to the

surrounding gas phase.Modulation of the laser beam leads tomodulation in the heat transfer

which can be detectedwith amicrophone. Polycyclic aromatic hydrocarbons (PAHs) can be

quantified using a laser-induced fluorescence analyser. A sample is irradiatedwith aN2 laser

and PAH concentrations can be determined by fluorescence with a sensitivity of typically

G1mgm�3.
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One of the disadvantages of analysing ensembles of particles is that it is impossible to

simultaneously determine single particle size and composition. To probe the mixing state

of different aerosol components, size-resolved measurements of composition are

essential. Recent advances in the versatility of mass spectrometry to detect both inorganic

and organic species have been exploited in the development of single particle

instruments that now enable simultaneous analysis of particle size, elemental composition

and speciation in real-time (Figure 11.8) (18–20). Particle size is determined by an

optical technique, either by integrated scattering intensity or by the time required to travel

between two probe lasers. Laser desorption ionisation using a high-energy pulsed laser

is then used to desorb and ionise components of the aerosol. Alternatively, compounds

may be desorbed by thermal methods followed by either electron or chemical ionisation.

Chemical ionisation is often used as it is a softer ionisation technique that can allow

for determination of the parent molecular weight. Detection is usually by time-of-flight

(TOF) mass spectrometry. Dual polarity TOF spectrometers provide simultaneous infor-

mation on the positive and negative ions formed during the ionisation step, yielding

important information on chemical speciation and composition. The identification of key

chemical tracers is particularly useful for source apportionment. Most real-time mass

spectrometers are able to detect particles between 0.2 and 5.0 mm in size (18), although

particles as small as 50 nm may now be analysed (21, 22). Information can be gained

on the presence of elemental carbon, organic carbon, sulfates, nitrates, sea salt, dust and

metals.

Although qualitative analysis by mass spectrometry is now routine, quantification can be

difficult. This is particularly true for organic compounds for which extensive fragmentation

can occur at the laser desorption/ionisation stage. Incomplete vaporisation of the aerosol

particle can lead to a greater sensitivity for species on the surface of the particle than in the

particle bulk. As an alternative, desorption and ionisation can be achieved in two steps with

separate lasers performing each step. Lower irradiances are required and this leads to less

fragmentation of the desorbed compounds.

Figure 11.8 A schematic of a single particle time of flight mass spectrometer showing the
sampling, sizing and mass spectrometer stages
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Fluorescence detection is often used to discriminate between bacterial and other aerosols.

Irradiation of single particles with a UV laser can allow real-time in situ detection of

fluorescence signatures from flavins, and amino acids such as tryptophan and tyrosine, used

as markers of bacterial material (23). Elastic light scattering can be used in parallel to

determine the particle shape, refractive index and size, allowing detailed classification of

biological aerosols.

A number of approaches have been developed for sampling single particles non-

intrusively. Single particle measurements are particularly powerful for performing con-

trolled laboratory investigations of aerosol properties. The sampling of single solid or liquid

particles can be achieved using electrostatic traps, acoustic traps or with a focussed laser

beam. Electrostatic levitation was first employed by Millikan in the early 20th century to

measure the charge of an individual electron and has become a powerful tool for trapping

and characterising single aerosol particles. Contemporary instruments not only balance the

gravitational force by varying the potential difference between top and bottom electrodes,

but also confine the particle in the horizontal plane with AC frequencies (Figure 11.9) (24).

Measurements can be routinely made of electric charge, mass and size.

Optical levitation can be achieved with a single focussed laser beam (25). The optical

radiation pressure force acts on the particle in the direction of propagation of the laser beam,

balancing the gravitational force. To achieve a stable trap, the laser power is controlled by an

active feedbackmechanism to balance any changes in particle size and the trapwell-depth is

equal to the weight of the particle. More recently, single transparent particles have been

trapped in a three-dimensional single-beam gradient force optical trap, commonly referred

to as optical tweezers (seeChapter 14). A tightly focussed laser beam, formed by focussing a

laser beam through a high numerical aperture microscope objective, is characterised by a

strong gradient in electric field near the focal waist, which acts to pull a particle towards the

region of highest light intensity. Under these conditions, the gradient force can dominate the

scattering force by many orders of magnitude and a stable gradient trap is formed, strongly

confining the particle in three dimensions. Such a trap can be used to study and manipulate

Figure 11.9 A schematic of an electrodynamic balance. A single charged particle is trapped
allowing single particle spectroscopy and dynamics to be studied
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multiple particles held in parallel optical traps, allowing comparative measurements of

aerosol particle properties and dynamics, and studies of particle coagulation.

For particles trapped electrostatically, optically or acoustically, a wide range of non-

intrusive spectroscopic techniques can be used to probe the particle in situ. Raman,

fluorescence and infrared spectroscopy are perhaps the most generally applied, providing

unambiguous optical signatures of droplet composition. Typical sensitivities for trace

analysis in situ are 10�3M for Raman scattering. Stimulated Raman scattering from a

droplet, observed at wavelengths commensurate with morphology dependent resonances

(also referred to as whispering gallerymodes), can provide amethod for monitoring the size

of a spherical liquid droplet with nanometre accuracy (25). The combination of this wide

array of trapping and spectroscopic techniques can enable single particle dynamics to be

interrogated over extended periods of time, with spatial and temporal resolution of

composition and accurate determination of particle size and temperature.

11.5 The Equilibrium State of Aerosols

Wenow turn our attention to consider the thermodynamic and kinetic factors that determine

the size and composition of aerosol particles, considering first the equilibrium state of the

aerosol. In particular, we consider the partitioning of water between the gas and condensed

phase as this provides an excellent and relevant model system for interpreting the phase

behaviour of aerosol. Water is an important component of the atmospheric aerosol and

changes in relative humidity (RH) can lead to changes in particle size and composition,

which influence the radiative impact of aerosols and clouds on climate, the role of aerosols in

mediating heterogeneous chemistry, and the impact of airborne particles on human health.

This section describes the thermodynamic principles behind the interaction of particleswith

water vapour by first examining the phase behaviour of aerosol particles and the dependence

of wet particle size on RH through K€ohler theory, which determines hygroscopic growth.

11.5.1 Deliquescence and Efflorescence

Knowledge of the phase of an aerosol is of crucial importance for determining the optical

properties of the aerosol and for predicting the rates of heterogeneous reactions (26, 27).

Although both surface and bulk chemistry are important for a liquid aerosol due to the free

diffusion of reactants throughout the droplet bulk, mechanisms of heterogeneous chemistry

are largely limited to surface processes when solid aerosol particles are involved. The state

of a soluble solid inorganic salt is dependent on the RH of the surrounding environment, as

shown in Figure 11.10. The RH is defined as the ratio of the partial pressure of water to the

saturation water vapour pressure at a given temperature, expressed as a percentage.

At low RHs, the salt exists as solid particles with a certain dry particle diameter,Ddry. As

the RH increases, the particle remains dry until the RH reaches the deliquescence RH

(DRH), at which point the dry particle spontaneously takes upwater and grows to form a salt

solution droplet. At the DRH, a solute-saturated solution droplet is formed with a salt

concentration determined by the solubility limit of the solute in water. Thus, the DRH is

specific to each inorganic salt or organic compound and theDRHof amixed particle tends to

be lower than the DRH of the individual components. For solid multicomponent aerosols,
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the solubility of each component must be known to predict the partitioning of the chemical

species between the solid and aqueous phases (28).

The solution droplet continues to grow with further increase in RH, with an equilibrium

size determined by the dry particle diameter and the RH. The variation in equilibrium wet

particle diameter with RH,Dwet(RH), is described by K€ohler theory and is often reported as
a RH-dependent growth factor, i.e. the ratioDwet(RH)/Ddry. The solution droplet loses water

by evaporation with decrease in RH, remaining as a supersaturated solution at RHs below

the deliquescence point. Crystallisation is dependent on the slow kinetics for forming salt

nuclei leading to a phase change, which cannot be predicted from thermodynamic

principles. Thus, the liquid droplet remains in a supersaturated metastable state until a

critical supersaturation is achieved at an RH much lower than the DRH, at which point

efflorescence occurs. The efflorescence of multicomponent droplets is considerably more

difficult to predict than deliquescence behaviour. For example, the particlemay exhibitmore

than one efflorescence point, one for each component of the particle.

It should be noted that not all aerosol species undergo deliquescence or efflorescence

behaviour. Many organic aerosol components are observed to take up water continuously

across the entire range of RH from dry to wet conditions, behaviour that is similar to a

sulfuric acid aerosol. Some water-insoluble organics may not take up water at all, even at

RHs approaching 100%, remaining as solid particles across the whole range of RH.

11.5.2 K€ohler Theory

K€ohler theory is used to describe how the equilibrium wet particle size varies with RH,

recognising that the vapour pressure of the droplet must equal the surrounding RH for the

droplet to remain in equilibriumwith the vapour phase. There are two competing effects that

Figure 11.10 The variation in relative particle mass of a soluble inorganic salt particle (sodium
chloride) with relative humidity illustrating the RHs at which the particle changes phase
Reprinted with permission from Chem. Soc. Rev., Heterogeneous atmospheric aerosol chemis-
try: laboratory studies of chemistry on water droplets by Jonathan P. Reid and Robert M. Sayer,
32, 2, 70-79 Copyright (2003) Royal Society of Chemistry
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must be considered when determining the vapour pressure of a solution droplet: the Kelvin

effect and the solute effect. The K€ohler equation (Equation (11.1)) is used to describe how
the Kelvin effect and the solute effect act in combination to influence the equilibrium

particle size at a particular RH.

RH ¼ awexp
2Vwg
RTr

� �
ð11:1Þ

aw is the activity of water in an equivalent bulk solution with the same solute molality as the

droplet; Vw is the partial molar volume of water in the solution; g is the surface tension of

the solution, r is the radius of the liquid droplet, R is the ideal gas constant and T is the

temperature. The left-hand side defines the RH of the surrounding environment that must be

balanced by the droplet vapour pressure, the right-hand side. The first term on the right-hand

side describes the influence of the solute effect on vapour pressure, while the second term

describes the impact of surface curvature through the Kelvin effect. The contributions from

the two terms are shown in Figure 11.11, along with the combined effect.

The solute effect describes how the presence of a solute can lower the vapour pressure of

the droplet and is proportional to the solute concentration and inversely related to particle

size. As the RH of the environment decreases, the vapour pressure of the solution droplet

must decrease for the droplet to remain in equilibrium. Evaporation of water leads to a

reduction in droplet size and an increase in solute mole fraction, reducing the vapour

pressure of the aqueous component. At high RH,when the solutes are dilute, this decrease in

vapour pressure can be estimated from the Raoult equation for ideal solutions, which relates

the vapour pressure of the solution to the vapour pressure of purewater and themole fraction

of water in the solution. However, as the RH decreases and the solute concentration

increases, the ideality of the solution can no longer be assumed and the differences between

Figure 11.11 A K€ohler plot of the dependence of the equilibrium size of an aqueous sodium
chloride droplet on RH (solid black line). The dry particle size generating the liquid droplet is a
10 nm diameter sodium chloride particle. Contributions to the vapour pressure from the Kelvin
effect and solute effect are shown separately (upper and lower dashed curves, respectively). An
expanded view of the variation near 100% RH is shown in the inset figure
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solute–solute and solute–solvent interactionsmust be accounted for. The activity coefficient

of water must be included in the relation of the solvent activity to the solvent mole fraction,

behaviour characteristic of real solutions.

aw ¼ gw � xw ð11:2Þ
In the limit of large droplet size (r ! 1), the equilibrium vapour pressure of the droplet

is simply determined by the solute term.

The Kelvin effect describes the influence of surface curvature on the droplet vapour

pressure and is increasingly significant with diminishing particle size, becoming relatively

insignificant for particles greater than 1mm in diameter (28). The Kelvin effect leads to an

elevation of the vapour pressure of a droplet over that expected for a flat surface and has

profound consequences for the hygroscopic behaviour of aerosol particles. When the

contributions from the solute and Kelvin effects are both considered, the RH required for an

equilibrium size to be established can be in excess of 100%, as evident in Figure 11.11. If an

aerosol particle grows from small size with increasing RH, the RH must exceed a critical

supersaturation for the particle to become activated and grow larger than the activation

diameter. If this critical supersaturation is not achieved, the aerosol particle cannot grow

spontaneously to large size and remains unactivated. The critical supersaturation is directly

dependent on the aerosol composition through the influence of surface tension and also

through the contribution of the solute term. Quantifying the supersaturation required for the

activation of cloud condensation nuclei is important for understanding the influence of

aerosol on the properties and lifetimes of clouds in the atmosphere.

11.5.3 Measurements of Hygroscopic Growth

Hygroscopic growth studies are used to provide information on the water uptake behaviour

and mixing state of wet aerosol particles, in effect leading to direct measurements and

parameterisations of the K€ohler equation for a specific aerosol component. Particle

composition and relative humidity dictate the water content of an aerosol. By recording

the dependence of the size of a single particle on RH, or the distribution of sizes in an

ensemble measurement, the variation in growth factor with RH can be determined.

Inorganic compounds are mostly hygroscopic and, although organics are known in general

to influence the water content of particles (29), the hygroscopic properties of organics are

much less well characterised (30). Hygroscopic growth measurements are valuable in

investigating how particles interact with water vapour under sub- and super-saturation

conditions. A microbalance may be used to obtain hygroscopic growth information, based

on the sensitivity of the balance to changes in the mass of particles on filters or impactor

substrates with varying RH. The long equilibration times required for the deposited

microparticles to equilibrate with the surrounding vapour have limited the application of

this method.

The standard and more universal method for performing hygroscopic growth measure-

ments on submicrometre particles is to use a humidified tandem DMA (HTDMA) set-

up (31). Such an approach is frequently used to study the influence of organic components

on the water uptake of inorganic salts and is advantageous because it can be used in both

ambient and laboratory studies. Aerosols are generated using an atomiser and dried by

passing the flow through a diffusion dryer, a region kept at a RH below the efflorescence
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point of the particle’s components. A DMA is used to select a monodisperse aerosol

population from the polydisperse sample. The monodisperse aerosol flows into an equili-

bration region of variable RH. The size distribution at the outflow from the equilibration

region is determined by a secondDMAand aCPC. The growth in particle size distribution is

assumed to be due to the condensation of water on the particles. The dependence of the

particle growth factor on RH can then be determined through measurements over a range of

RH. The size changes that are observed are based onmeasurements of the electricalmobility

diameter and, thus, provide information on the volume change associatedwithwater uptake.

Single particle measurements on electrostatically or optically trapped particles have also

been used extensively to investigate the hygroscopic properties of mixed component

aerosols, particularly in examining aerosols in supersaturated solute states. However, these

measurements have been universally made on particles considerably larger than 1mm in

diameter and are, as a consequence, insensitive to the influence of surface curvature on the

equilibrium size, providing a detailed analysis of the solute effect alone.

11.5.4 Other Phases

An aerosol may contain immiscible hydrophobic and hydrophilic phases and these may be

internally mixed within the same particle or externally mixed as separate aerosol compo-

nents with distinct size distributions. In polluted urban environments, an organic aerosol

component is often observed that is externally mixed from the dominant mass of inorganic-

containing aerosol, which is peaked at larger size within the accumulation mode. The

externally mixed organic phase arises from combustion sources and has a particle size

distribution that peaks at a diameter of �100 nm. The partitioning of components between

internally mixed hydrophobic and hydrophilic phases can be dependent on RH. Many

inorganic solutes, such as sodium chloride, ‘salt out’ any organic components dissolved in

an aqueous phase as the RH is lowered, increasing the mass of the organic partitioned to the

hydrophobic phase.

Pure and mixed organic particles may exist as supercooled droplets, which is a non-

equilibrium state (27). Supercooled droplets remain liquid even though the temperature is

below the freezing point of the droplet components. Small particle volumes and lack of

contact surfaces allow particles to remain supercooled for wider temperature ranges than

comparable bulk studies (32). Such conditions reduce the rate of nucleation preventing

crystallisation from occurring, similar to the formation of supersaturated solute droplets

below the DRH. Although the existence of supercooled particles in the atmosphere remains

to be confirmed, results of recent laboratory studies suggest that supercooled aerosols may

change the reactivity and lifetime of aerosol particles (27, 32).

11.6 The Kinetics of Aerosol Transformation

Defining the equilibrium state of an aerosol is central to understanding the properties of

aerosol in many complex environments. However, it is also imperative to quantify the

kinetics of particle transformations and the rate at which the equilibrium state is attained. In

many scenarios, such as in the delivery of active pharmaceutical ingredients or in industrial

processes such as spray drying in which the aerosol components are dispersed in a volatile

solvent, the initial aerosol system may start far from an equilibrium state. Rapid changes in
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particle size, temperature and composition may occur once the aerosol is generated and it is

essential to understand the intimate coupling between heat andmass transfer during particle

evaporation or growth.

11.6.1 Steady and Unsteady Mass and Heat Transfer

It is useful to define a relative physical length scale, known as the Knudsen number (Kn),

which is equal to the ratio of the mean free path of diffusing gas-phase molecules to the

particle radius. At low Knudsen numbers (�1), referred to as the continuum regime, the

mean free path is much smaller than the size of the particle and the gas phase behaves as a

continuous fluid surrounding a large particle. Under conditions representative of this limit,

diffusion in the gas phase is slow compared to processes at the aerosol particle surface or

within the particle bulk, and gas phase diffusion limits mass transfer between the phases. If

the Knudsen number is large (�1), referred to as the free-molecule regime, the particle is

much smaller than the mean free path and the gas-phase molecules move discretely around

it. Under conditions representative of this limit, molecular processes at the particle surface

(accommodation and adsorption) can limit the rate of mass transfer. A transition between

these limits is observed at Knudsen numbers of �1, referred to as the transition regime.

An immediate distinction can be drawn between the limiting conditions relevant for mass

and heat transfer for small accumulation mode particles (�1mm) and large coarse particles

(�10mm). In the former case, the Knudsen number is greater than 1 for particles at

pressures of 100 kPa or lower. Thus, for the dominant distribution of particles in the

atmosphere, we must understand the dynamics of molecular processes occurring at particle

surfaces to quantify the kinetics of particle transformation. By contrast, for cloud droplets

and coarse particles in many other disciplines, an understanding of gas-diffusion limited

mass transfer is required.

For droplets containing components of low volatility, themass flux from a particle is slow

and evaporation occurs isothermally, with the latent heat lost during evaporation returned to

the droplet by conduction from the gas phase. The mass flux is dependent on the gradient in

partial pressure of the evaporating component and can be calculated from Equation (11.3),

which is attributed to Maxwell.

dmi

dt
¼ � 4prDijMi

R

p0i ðTrÞ
Tr

� pi;1
T1

� �
ð11:3Þ

mi is themass of component i in the droplet, r is the droplet radius,Dij is diffusion constant of

component i in gas j,Mi is the molecular mass of component i, p0i ðTrÞ is the vapour pressure
of i at the temperature of the surface, Tr, and pi,1 is the partial pressure at infinite distance

from the droplet surface, where the temperature is specified by T1.
From Equation (11.3), the time-dependence of the change in particle radius can be

derived and is given by Equation (11.4) when the heat flux is in balance to and from the

droplet and the droplet and surroundings remain at a temperature T.

r2 ¼ r20�Sijðt�t0Þ where Sij ¼ 2DijMip
0
i ðTÞ

riRT
ð11:4Þ

ri is the density of the droplet and r0 is the initial droplet radius. Evaporation occurs at a

steady rate, with a time dependence that is characterised by a steady decline in the square of
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the radius. Indeed, single-particlemeasurements of evolving particle mass or size have been

used to determine the vapour pressures of semi-volatile and low-volatility compounds that

cannot be routinely probed by standard techniques.

If the loss of latent heat from an evaporating droplet is fast, either because the vapour

pressure is high or the diffusion constant is large (e.g. at low pressure), the droplet surface

and bulk decrease in temperature. This is accompanied by a decrease in the vapour pressures

of the evaporating components, leading to a lowering of the mass flux from the droplet. This

is referred to as the period of unsteady evaporation. Eventually the droplet attains the

constant wet-bulb temperature, at which the rate of latent heat loss from the droplet is

balanced by the rate of heat transfer to the droplet from the surrounding gas. The mass-flux

from the droplet then remains constant and the droplet remains at a steady temperature that

is depressed below that of the surrounding environment. Such a process requires that the

coupling of the mass and heat transfer be considered when examining the dynamics of

evaporation or growth for aerosols initially far removed from an equilibrium state.

11.6.2 Uptake of Trace Species and Heterogeneous Chemistry

On many occasions, a particle may be at equilibrium with the surrounding vapour, with the

vapour pressures of volatile components equal to their surrounding partial pressures.

However, it is important to be able to quantify the rate of equilibration when an aerosol

is exposed to a trace concentration of a gas-phase component. Uptake of the trace

component may lead to heterogeneous chemistry and the chemical ageing of the aerosol

phase. Heterogeneous chemistry often competes effectively with chemistry that occurs in

the gas phase as a result of the lower activation barriers that reactants can encounter in the

condensed phase due to the solvation of ionic intermediates, reactants and products (33). For

example, the oxidation of sulfur dioxide to sulfuric acid occurs rapidly in humid air

containing aerosol particles leading to the formation of acid rain.

SO2ðadsÞþH2O>Hþ ðaqÞþHSO�
3 ðaqÞ

HSO�
3 ðaqÞ>Hþ ðaqÞþ SO2�

3 ðaqÞ

HSO�
3 ðaqÞþOH� þO3 !H2Oþ SO2�

4 ðaqÞþO2

At the microscopic level, reactant molecules must first diffuse through the gas phase

(shown schematically in Figure 11.12). On collision with the surface of the particle, the

reactant gas molecule must accommodate on the surface, a process that is quantified by the

mass accommodation coefficient,a, which is defined as the ratio of the number ofmolecules

adsorbed by the particle to the number ofmolecular collisionswith the surface. Reaction can

occur either on the surface of the particle or in the bulk of a liquid aerosol.

Equation (11.5), which follows directly from Equation (11.3), can be used to describe the

mass flux per unit area of a trace species accommodating on an aerosol particle that initially

does not contain the trace species,

Jc ¼ 4prDgðc1�csÞ or
Jc

4pr2
¼ c1

Dg

r
ð11:5Þ
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where the partial pressures have been replaced by number concentrations for the trace

species at the particle surface (cs) and at an infinite distance from the particle (c1) and the

diffusion constant of the trace species in the gas phase is denoted by Dg. From the

relationship of the diffusion constant to the mean free path and the definition of the

Knudsen number, it can be shown that:

Jc

4pr2
¼ c1�c

Gdiff

4
where Gdiff � Kn

4

3
ð11:6Þ

andGdiff is commonly referred to as the diffusional correction, accounting for the slowing of

themass flux or uptake due to gas diffusion, and�c is the rootmean square speed ofmolecules

in the gas phase. Although Equation (11.6) is appropriate for considering the diffusion

limitedmass flux of a trace species, themass fluxmay be limited bymass accommodation or

by Henry’s law saturation (Gsol) when the solute reaches the saturation concentration in the

condensed aerosol phase. This can be reflected by adapting Equation (11.6) to incorporate

an uptake coefficient, gmea, in place of the diffusional correction, thereby allowing the

estimation of themass flux of the trace adsorberwhile recognising that gas diffusionmay not

be the rate limiting process.

Jc

4pr2
¼ c1�c

gmea

4
where

1

gmea

¼ 1

Gdiff

þ 1

a
þ 1

Gsol

ð11:7Þ

This formalism is commonly referred to as the resistancemodel and has beenwidely used

to interpret and predict the mass flux of trace constituents from the gas to the particle phase.

Gas diffusion, mass accommodation and solubility (Gdiff, a, Gsol, respectively) can each be

considered to provide a certain conductance (or resistance, i.e. 1/Gdiff, etc.).When anyone of

the three processes for non-reactive uptake is the rate-limiting step in mass transfer, the

conductance value is small thereby contributing a large resistance in the determination of

Figure 11.12 Schematic of the fundamental processes involved in the partitioning of a gas
phase species to the aerosol condensed phase
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gmea. Thus, if the gas diffusion rate is fast and the solubility of the trace component in the

condensed phase is large, mass accommodation may limit the mass transfer rate and

Equation (11.7) can be written as:

Jc

4pr2
¼ c1�c

a

4
ð11:8Þ

Although the mass accommodation coefficient for water accommodating on a water

surface is considered to be large (H0.1), coefficients for many trace molecules have been

measured to be considerably less than 1. Under these conditions, the mass accommodation

of the trace species may limit the rates of chemical reactions in the condensed aerosol phase

and the rate of aerosol ageing. For example, the mass accommodation coefficients of ozone

and the hydroxyl radical on water surfaces have been determined to have a lower limit of

0.002 and 0.004, respectively.

11.7 Concluding Remarks

In this chapter we have illustrated the full breadth of information that can be gained in the

analysis of aerosols – size, morphology, concentration and composition. This array of

information allows one to better understand the thermodynamics and kinetics of processes

involving aerosols in a myriad of disciplines. In recent decades, the possibility of analysing

single particles has become a reality and has enabled themicroscopic factors that control the

composition and reactivity of the aerosol to be studiedwith unprecedented detail. There still

remain many challenges in aerosol science and we have highlighted some of them in

Section 11.1, particularly in regard to atmospheric science. The chemical and physical

properties of multicomponent and multiphase inorganic/organic/aqueous aerosol remain

poorly characterised and understood. The development of new analytical techniques for

field measurements and laboratory studies are set to play a crucial role in unravelling the

chemistry that occurs in such a complex environment.
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Practical Rheology

Roy Hughes

Bristol Colloid Centre, University of Bristol, UK

12.1 Introduction

In this chapter we are going to adopt a hands-on approach to the study of rheology. This

subject area is concerned with the science of the deformation and flow of matter. We will

introduce the concepts with the minimum of mathematics and consider how to make

measurements that are free from artefacts and relevant to many applications. We will

investigate the relationship between the rheology of a material and its storage stability.

Finally, we will consider ways in which we may impart the flow behaviour we desire by the

addition of colloid and polymer species to our formulation.

12.2 Making Measurements

It is easy to become daunted by the range ofmeasurements that can be performed bymodern

instruments (1–3). The unfamiliar terms and units that are used to enumerate the results can

be intimidating to the first-time user. The best way to overcome this difficulty is to grapple

with some basic definitions.

In rest of this chapter we are only going to consider measurements in shearing flows. This

type of flow is that which is most commonly encountered in instrument laboratories. You

should be aware that the processing of many materials results in complex flow patterns.

These may involve stretching flows or forces normal to the flow direction and even
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turbulence. You should always bear this in mind when comparing instrumental data with an

application for your material or formulation.

12.2.1 Definitions

Imagine you have a small deformable cube of material. Suppose we apply a force to the

upper plane of the cube whilst holding it steady. If the force is only gentle the cube will

deform only slightly. The vertical edge will move through an angle a. This is shown in

Figure 12.1. There is a net stretch on the cube due to the applied force. For a homogeneous

material the relative deformation is affine, which means it is essentially continuous

throughout the body of the cube. The relationship between the force and the deformation

is due to the physical properties of the cube and it is this that we are interested in. In principle

we could measure the stretch of the cube and record this value for an applied force. This

would be different for different sizes of cube and is not a very convenient measure. The

relative deformation of the cube is termed the (shear) strain, g, and removes the dependence

on the size of the body. It is the increase in the dimension in the x direction of the cube, Dx,
relative to the height of the cube z. This equates for small deformations to the angular

displacement. It is a dimensionless quantity. The force required to cause the deformation

also depends on the area of the cube onwhich it acts. If we double the areawe have to double

the force to cause the same deformation. Sowe use (shear) stress as a convenient tool. This is

the force divided by the area of the face of the cube. It has the units Pa orNm�2 and is denoted
by the symbol s. The stress divided by the strain gives us a fundamental property of our

material, G, the shear modulus, as shown in Equation (12.1):

G ¼ s

g
ð12:1Þ

For a material which is described as linear the shear modulus maintains a constant value

regardless of the stress or strain applied. Such a material is called a Hookean solid.

Whilst a simple elastic modulus might be an appropriate measure for rigid materials or

perhaps some gels, many colloid, polymer and surfactant systems appear essentially fluid. It

is difficult to practically arrange a simple cube to define our terms for these materials! We

need to visualise a slightlymore complex scenario. Imagine a fluid contained in a vesselwith

Figure 12.1 The shear stress and shear strain on a cube
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planar walls parallel to one another.We can consider just one small element of the vessel, as

shown in Figure 12.2.

Wewill now apply a stress to the upper surfacewhilstmaintaining the lower surface static.

If themolecules forming the fluid are firmly attracted to the upper and lower plates a velocity

gradient will develop with the distance z across the gap. As the material is a liquid the

displacement in the x direction is continuous. The strain is given by Equation (12.2)

provided the gap is small and the velocity change is linear. The strain increases constantly

with time t. At any time since the start of the experiment, the strain is given by the ratio of the

distance moved x relative to z.

gðtÞ ¼ x

z
ð12:2Þ

The velocity u is the rate of change of distance x with time. We can write this as in

Equation (12.3).

_g ¼ dgðtÞ
dt

¼ 1

z

dx

dt
¼ u

z
¼ du

dz
for large gaps

� �
ð12:3Þ

The term _g is the shear rate or strain rate and for a constant applied velocity this is invariant
with time. Thus the shear rate, which is constant with time, is a much more convenient term

to use than strain, which is varying with time. The dot on the strain is called ‘Newton’s dot’

and represents the time derivative of the strain. Shear rate has the units of reciprocal seconds,

s�1. In practise you set the shear rate by adjusting the conditions on the instrument you are

going to use. Themost important relationship to emerge is that between stress and shear rate.

The stress divided by the shear rate gives us a fundamental property of our material, h, the
shear viscosity, as shown in Equation (12.4):

h ¼ s

_g
ð12:4Þ

For a material which is described as linear the shear viscosity maintains a constant value

regardless of the stress or shear rate applied. Such a material is a Newtonian liquid.

x

y

z

Stress σ
Velocity u

γ =   
z

.
Fluid

Upper plate

u

Figure 12.2 The shear stress and shear rate on two plates

Practical Rheology 247



12.2.2 Designing an Experiment

Designing the correct experimental protocol is determined by what it is you would like to

know about your sample, the sensitivity and the range of themethod you are using. There are

numerous measurement methods based on industrial standards. For example, viscous flow

can bemonitored using a flow cup (ISO or Ford cup). Here a cupwith a small hole formed in

the base is filled with a liquid. The flow out of the cup through the hole is monitored with

time. The stress acting on the fluid is due to gravity and the viscosity of the fluid determines

the speed at which the liquid escapes. The shear rate is not single valued, but is determined

by the complex flow patterns that develop as the fluid approaches and exits the nozzle. Some

examples of cups are shown in Figure 12.3. Cups have found widespread and successful use

in the paint industry for assessing coatings, although their use is not restricted to just this

application. Drilling fluids are often characterised in terms of a pour point. If you take a

viscous liquid in a beaker the rate at which it pours depends upon the gravitational stresses

on the fluid and its viscosity. If we now reduce the temperature theviscosity of simple liquids

increases. At some point it will no longer ‘apparently’ pour. We can define a pour point

temperature for thismaterial. Under these conditions itwill prove hard to pump andfilter. As

a quality control tool and in difficult environments such methods have an important place.

These approaches become more difficult to use when we want to understand how a

particular formulation performs under a range offlow conditions: particularlywhenwe have

no previous knowledge of the relationship between measurement and performance. This is

partly because they impose complex flow patterns on the material and partly because they

may not be operating on timescales appropriate to our needs. Viscosity and elasticity tend to

be functions of stress and shear rate once a certain value is exceeded (i.e. non-linear). The

aforementioned measures will do only a little to explore these phenomena and so tend to be

more limited as tools for developing materials or understanding processes.

The best method to determine a rheological property for such a purpose is to control the

force or deformation applied to the sample.Most of the colloidal materials we are interested

Figure 12.3 Flow cups (pictures courtesy of Sheen Instruments Ltd).
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in have a fluid or near fluid like character. This means that the materials are not self

constraining and need to be introduced to a sample cell in order to hold their shape.

Such sample cells have organically acquired the name measuring geometries or simply

geometries. Figure 12.4 shows some designs of geometries. There are many variations.

Typically they contain sample volumes from about 0.5mL to 50mL; perhaps a little more.

The choice of geometry can be critical and the wrong selection can result in meaningless

data. Most viscometers or rheometers operate by using an electric motor to apply a known

torque or knownvelocity. The stress, strain or shear rate that is applied to the sample depends

upon the shape of the geometry attached to the motor and the performance of the motor.

Suppose you are investigating spraying or blade coating and you know that the sample

will experience very high deformation rates. In order to explore how a new formulationmay

respond in the laboratory you would want a high shear rate. Consider Equation (12.3), this

shows that for a given velocity u (supplied by the motor) in order to obtain a high shear rate

you need a small gap z (determined by the geometry). A typical high shear geometry is the

Mooney Ewart which consists of a bob placed concentrically in a cup with a small gap

between the two. One might achieve 10 000 s�1 with such a design. As the gap becomes

smaller the effect of any large contaminating particles becomes increasingly significant.

Clearly particles can bridge the gap between the geometries, an extreme case, which would

totally disrupt the measurements. There is a less extreme condition when particles have a

diameter of about 1/10th of the gap size. The shear rate and the strainwould not be affine and

these effects alone begin to change the stress you would achieve in a larger gap at the same

rate. It is equally more prone to particle jamming and local flow effects causing unusual and

irreversible phenomena such as particle aggregation. This might be desirable if you are

trying to mimic a process but it would not provide a well-controlled measure of the

rheological properties of a sample.

Figure 12.4 A range of instrument geometries from Bohlin Instruments.
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An overlooked problem with making a good measurement is that of wall slip. In order

to get the shear rate we believe our motor and geometry selection has determined we need

the assumption that the molecules would be firmly associated with the walls to be true

(see Section 12.2.1). If this is not the case, then we will form a slip plane between the

geometry surface and the liquid next to it. Thus when you rotate the geometry it will

move at a speed much faster than the neighbouring liquid and the shear again will be non-

affine. The data will prove difficult to interpret. The extent to which a material might slip

as a function of the velocity of the shearing surface is surprisingly poorly understood.

Emulsions and foams are particularly prone to this problem, as are high concentration

particulate systems or skin-forming materials such as doughs. The wetting characteristics

of the material play a role. So if you roughen the shearing surface for example by sand

blasting or attaching double sided sticky tape, you can reduce the energy of contact

between the fluid and the surface. This increases the ‘wettability of the surface’ and can

eliminate slip planes occurring. The local flow patterns can change, altering the

hydrodynamics close to the surface. You can also change the materials of the geometries

as a whole, switching between stainless steel and plastics or glass. This is also important

for achieving a desired chemical resistance of your geometries. You should not always

consider the adsorption of species as a positive benefit to your measurements. An

example of this is the addition of high molecular weight polymers in order to reduce

the drag between the walls of a pipe and the liquid it contains. This reduces pumping

energy and costs in long pipelines. The extent to which this effects polymer rheological

measurements particularly in mixed systems in the lab is not well understood and almost

always ignored.

A related phenomenon to wall slip is fracture. You see examples of this in very viscous

and slightly elastic slurries. Generally this occurs as the shear rate is increased during an

experiment. The velocity reduces across the gap between the moving and the stationary

surface. At some point after a given time and at some position across the gap a critical

strain is achieved and the sample breaks creating a plane of slip between a rapidly

moving and a slowly moving surface. The reason for the breakage depends upon the

rheological properties of the material and so it is difficult to generalise when you would

expect to see this.

Other considerations include the volume of the sample compared with the exposed area.

Large areas and small volumes accelerate the effects of evaporation. This will of course lead

to concentration changes but could also lead to films forming and bridging the moving and

static surfaces, significantly increasing the apparent viscosity of the material.

High concentrations of polymer solutions can produce forces normal to the plane of

rotation of the geometries. It is not uncommon to seematerials ‘climb out’ of the geometry at

moderate shear rates.

12.2.3 Geometries

Geometries are not always constructed to achieve a near perfect shear rate. For example, the

DIN standard cup and bob (Figure 12.5) has a well-defined shear rate that is achieved in the

narrow gap between thewalls. The conical base of the bob does not result in a constant shear

rate across the geometry, thus leading to systematic errors in the data collected. A constant

rate can be achieved using a narrow gap and a shallow cone angle. This is the basis of the
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cone and plate geometry. As the cone rotates the outer edge of the conemoves faster than the

centre of the cone. Thus the velocity is not constant across the geometry. However, by

angling the cone such that the increase in speed corresponds to an increase in the gap the

shear rate can be made constant. The point of the cone must of course be truncated, to

prevent a frictional drag between cone and plate. This truncation is usually by a distance of

about 50mm to 200 mm and clearly this is an area where large particles could become

trapped.

We need to account for another factor which can impinge on the quality of the rheological

measurement.When we shear the fluid in a geometry, lines of flow develop. If we consider a

small cubic element there will be a velocity gradient across the element. If we imagine the

cube was a rigid block, one side of the block would be travelling faster than the other. This

results in a twisting motion or a vorticity. At low shear rates the viscous forces tend to

dampen out this tendency but as the shear rate increases there is a tendency towards forming

small vortices. These secondary flow patterns occur at a critical rate dependent upon the

geometry, the density and the viscosity of the sample. The lower the viscosity, the greater the

tendency to form these flows. The shear rate where we see these secondary flows can be

estimated using the Taylor number. Once a critical value is exceeded, the shear stress at a

particular rate is no longer a measure of viscous processes alone; it includes inertial

properties.

When a very high shear rate is applied to the sample the vorticity becomes the dominant

feature of the flow.At this point complex turbulent flowpatterns develop andmixing occurs.

The onset of this is determined by the ratio of the inertial to viscous forces.We term this ratio

theReynolds number andwhenwe achieve highReynolds numbers the flow is dominated by

inertial rather than viscous processes (1, 3).

The lesson to learn here is that even the most wisely selected geometry can be used in

regions where it produces data of very little value.

Figure 12.5 A comparison of a cone and plate, and, a cup and bob geometry

Practical Rheology 251



12.2.4 Viscometry

We can measure a viscosity by applying a shear rate to a sample and recording the shear

stress we obtain. Suppose for a moment that we have the perfect device so that it was able to

apply an instantaneous velocity to the moving part of a geometry. Avelocity gradient would

develop with time across the sample and a steady state stress would be recorded. Simple

liquids such as water or oils are Newtonian; that is the viscosity is independent of the shear

rate. The molecules respond rapidly to the gradient and the time scale over which the stress

reaches a constant value is practically instantaneous on the timescales we are interested in.

However, complex materials, the subject of our discussion here, are made of much larger

species than single atoms or small molecules. As a result the timescale for the system to

reach a steady state is comparatively long. This is an important observation since if you

wished to record a steady state viscosity at any shear rate you need to wait long enough for

the larger species to respond.

The rate at which steady state is achieved depends upon the diffusive properties of the

species forming the system. The time required to diffuse a given distance is controlled by the

diffusion coefficient of the sample. If we look at an experimentwith a timescalemuch longer

than some characteristic diffusion time we certainly expect our structure to have achieved

steady state. We usually define a characteristic time, t, for a movement relative to the

dimensions of the species forming the system. So, for example, for a dispersion of

monodisperse particles with a radius a, we would write (3, 4),

t ¼ 6phð0Þa3
kBT

ð12:5Þ

where kBT is the thermal energy of the particles and h(0) is the viscosity at low stresses or

rates where the material is relatively unperturbed. As we suggested earlier the molecules

forming the dispersion medium respond instantly. We could test Equation (12.5) above and

show that atoms are so small, of the order ofAngstroms, that the characteristic timewould be

tiny compared to that of say a 1 micrometre silica particle. We have not made an arbitrary

choice in selecting the particle length to characterise our system. Many concentrated

particulate systems show a short range order akin to a true molecular liquid. The order

typically occurs over a particle diameter or so. Thus when a particle moves a distance of the

order of a particle dimension substantial local order is lost. We are characterising the size

and life time of the arrangement.

The practical outcome of this for our experimental design is that we must wait long

enough for the structure to respond to our applied stress in order to get steady state data.

Unfortunately Equation (12.5) is only a guide and also depends on our knowledge of the

viscosity at a low stress or shear rate. We can illustrate this using some experimental data

shown in Figure 12.6. This shows the stress that is achieved with time when four different

fixed shear rates are applied to a dispersion. The first thing to notice is that as the shear rate is

increased the shear stress increases. In order to see the data more clearly a logarithmic scale

is used.At low shear rates the stress gradually increases to reach a steady state response, seen

after about a minute. As the rate is increased, a steady state is achieved more rapidly and at

1000 s�1 it has occurred faster than the instrument was able to record readily.

In order to achieve a steady state response it is important to allow enough time for the

instrument to measure at each shear rate. It is possible to use feedback mechanisms in
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some instruments to sense when the viscosity reaches a plateau value. This can be

convenient but should be used with caution. An example of why you should take care is

shown by the response from a heavily entangled polymer solution (5, 6). Figure 12.7 shows

the stress response at a low shear rate (less than a few reciprocal seconds) and at high

rates (tens of reciprocal seconds). At low shear rates the viscosity, determined by the shear

rate divided into the stress at any instant, increases to a plateau value. The polymer chains

are taking time to rearrange to reach their steady state configuration. However, when a high

rate is applied the chains still attempt to follow the flow but they are unable to change their

mutual entanglements fast enough to respond to the higher flow rate. They begin to store

energy in highly distorted chains and much more stress is required to achieve a similar rate.
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Figure 12.6 A plot of shear stress versus time
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This leads to a peak in the viscosity or a stress overshoot. Eventually enough shear energy

is input to the system to enforce a new steady state conformation and the viscosity falls to a

plateau value. A material which looses its viscosity with time when a single shear rate is

applied and which recovers the viscosity once the shearing is stopped is termed

thixotropic (the reverse being anti-thixotropic). You can see from our polymer example

(Figure 12.7) that this simple classification is not always adequate. It is important to

clearly distinguish the difference between time-dependent responses at any one shear rate

separate from the steady state behaviour you observe at different shear rates. It is very

common for shear thinning and thixotropy to be confused. This can lead to very serious

formulation design problems.

Although steady state behaviour is often the most desirable form of characterisation,

sometimes the time required to achieve this state can be prohibitively long. It is quite

feasible for an hour or more to pass before an equilibrium response is achieved at low shear

rates. Under such circumstances a creep test (Section 12.3.3) is much more appropriate for

obtaining information.

It is worth considering that there are some circumstances where you may not wish to

achieve a steady state response. For example, you may be imitating a process where your

sample is transported from a trough to a blade coater and the fluid is rapidly deformed. A

steady state response is probably not a relevant measure here.

One experimental method, which is commonly available on viscometers, is a sweep of

shear rates. These experiments are designed to increase the shear rate from say 0 s�1 to
500 s�1 then back to 0 s�1 in a known time regardless of the steady state response. This can

result in very complex looking curves, optimistically called thixotropic loops. Although the

experiment can be performed in a very controlled manner the data is very difficult to

interpret. Not only is it unclear at which rates, if any, a steady state response is achieved but

also the material has been exposed to a complicated shear history.

The rheological properties depend on the shear history of the sample. This means that the

response depends upon all the previous deformations and stresses applied to the sample.

This also includes loading the sample into the geometry. Often the best we can do is to avoid

applying high shear on filling the geometry and leaving the sample a reasonable time to

recover. However, what constitutes a ‘reasonable time’ is a matter of opinion and patience!

12.2.5 Shear Thinning and Thickening Behaviour

By using a range of geometries it is possible to cover a very wide range of shear rates and

shear stresses. Accordingly, the best way of representing this data is to use logarithmic

scales. Typical example plots for two different silica dispersions are shown in Figure 12.8.

They typify two different classes of behaviour. For both samples we see that as the shear

rate is reduced the stress reduces. One curve goes through a point of inflection and then

continues reducing. At both high and low shear rates the data goes to a slope of unity.

This means that the shear stress divided by the shear rate gives a constant viscosity both

at low and high shear rates. The material will flow at both at low and high shear. This

defines a low shear rate h(0) and a high shear rate viscosity h(1). This type of flow

curve characterises a pseudoplastic material. The other sample, however, does not

display a low shear viscosity but a yield stress sy. If a stress is applied which is less

than this value no flow occurs. This is a plastic material.
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We can establish the viscosity on a log/log plot by extrapolating to the value on the

y-axis when the line fitted to the shear stress shear rate curve intersects with a shear

rate of 1 s�1. One feature of these two sets of data is the similarity of the high shear

viscosity. If the data is replotted on a linear/linear scale the two samples appear almost

identical and it would be hard to distinguish the material with a yield stress. A yield

stress essentially implies the material is solid-like at low rates and stresses. The

presence of a yield stress is important for storage stability and this is considered further

in this chapter.

A fuller characterisation of these curves is usually achieved by fitting the data to a

mathematical model. This allows us to compare trends in the data for materials of

varying composition using a limited number of constants. Fitting flow curves to a

model and extracting the constants as functions of composition also allows systems to

be compared more readily than plotting a large number of curves side by side. These

models describe the phenomena and are termed, unimaginatively, phenomenological

models (3).

12.2.5.1 Plastic Models

Bingham : s ¼ sby þhpl _g ð12:6Þ

Casson : s ¼ ffiffiffiffiffi
sc

p þ
ffiffiffiffiffiffiffiffi
hpl _g

q� �2

ð12:7Þ

Herchel-Bulkley : s ¼ shb þðhpl _gÞ�nþ 1 ð12:8Þ

The yield stress is given by sby, sc, shb and hpl is the plastic (high shear) viscosity.
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Figure 12.8 A double logarithmic plot of shear stress against shear rate.

Practical Rheology 255



12.2.5.2 Pseudoplastic Models

Cross : hð _gÞ ¼ hð1Þþ hð0Þ�hð1Þ
1þðb_gÞn ð12:9Þ

Kreiger : hðsÞ ¼ hð1Þþ hð0Þ�hð1Þ
1þðasÞm ð12:10Þ

where a, b,m and n are constants. It is not always possible to measure either the high or low

shear rate behaviour. Data can still be fitted using power law behaviour.

Ostwald-DeWaele : s ¼ A _g�nþ 1 ð12:11Þ
At very high shear rates or stresses with viscous slurries it is possible to observe a log

jamming effect and this can lead to increases inviscosity. Trying to establish the steady state

nature of these is extremely difficult.

12.3 Rheometry and Viscoelasticity

In Section 12.2.2 we suggested that most of the materials of interest to us in this discussion

had near fluid-like character. This intentionally vague terminology allowed us to dismiss

concerns about the physical state of a material. The ‘true state’ of a material, whether it is

solid or liquid-like can be of great importance to us.Wewill now start to explore this inmore

detail in the next sections and consider its relationship to sedimentation, one form of storage

instability.

12.3.1 Viscoelasticity and Deborah Number

Suppose a strain is imposed on a solid sample by the application of a stress. The size of the

stress is determined by the shear modulus (Equation 12.1). Now just imagine there is a little

fluid character to our solid and the molecules that form the material begin to rearrange and

move relative to each other. The energy stored in the structure is dissipated by the flow and

the stress begins to reduce. The rate atwhich the sample relaxes is determined by the balance

of elastic and viscous processes. We can define a relaxation time, t, as the ratio of the

viscosity to the elasticity.

t ¼ h

G
ð12:12Þ

This time is related to that defined in Equation (12.5) which measures a diffusion

timescale for particles to begin to lose their local order. If we were to make experimental

observations at times much shorter than this we would see a more elastic character in our

sample, and at times much longer, we would see a more viscous character. We can define a

ratio of the relaxation time to the experimental observation time, t.

De ¼ t
t

ð12:13Þ
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This ratio is the Deborah numberDe and this is a measure of the tendency of a material to

appear either viscous or elastic. We can classify the material into three classes of behaviour.

De � 1 De � 1 De � 1

solid-like viscoelastic liquid-like

So when the observational time of the material approaches the relaxation time it will

display both elastic and viscous characteristics and is termed viscoelastic.

12.3.2 Oscillation and Linearity

Characterising viscoelasticmaterials requires very subtle tests (5, 7, 8). It ismost convenient

to work in a linear regime. This means that the shear modulus and the shear viscosity are

independent of the strain or the stress used tomeasure them. They are only functions of time

or frequency. There is a very good reason for doing this, which is that when we apply small

deformations or forces we do not disrupt the structure of the sample too greatly. This makes

it easier to interpret the data.

Normally the first experiment you would perform is one to test the limits of linearity (3).

We would probably need to replace the sample in our geometry after this test to ensure that

the structure is not permanently damaged by the experiment. A typical test is a sweep of

stresses applied to a sample at a fixed frequency. The material responds by developing an

oscillating strain. If the material were purely elastic the strain and stress would be

coincident. This means a peak in the oscillating stress is accompanied by a peak in the

oscillating strain. The waves are said to be in-phase. Now as we introduce some viscous

character to the sample some energy is dissipated and the stress and strain waves begin to

mismatch.Aphase difference has occurred between thewaveforms.We can utilise the phase

difference to divide the waveforms into two terms:

. a strain in phase with the stress, an elastic energy stored component

. a strain 90� out of phase with the stress, a viscous energy dissipation component.

The ratio of the peak in the stress to the peak in the strain is the storage modulusG0 for the
in-phase component and the loss modulus G00 for the out-of-phase component.

The protocol used for the measurements consists of selecting a frequency, say 1Hz, and

applying this to the sample at a given stress. The procedure is then repeated at a higher stress

and so on. The storage and loss moduli should be constant (or in a practical sense nearly so)

until a critical strain or stress is reached. This sort of behaviour is shown in Figure 12.9 for a

concentrated emulsion in the form of a cream. Here you clearly observe the change in the

storage modulus as the critical stress is exceeded. Ideally you would like to work at a stress

which is in the linear region, so in the example (Figure 12.9) a value below 5 to 10 Pa would

be a good choice. The question of how low a stress you should use is a subtle balance. If you

pick a value too close to the end of the linear region this can lead to problems since the

application of a stress in an apparently ‘linear’ region over a very long period of time can

occasionally result in slow structural breakdown.However, if you select a stress which is too

small the strain can reduce to a point where the displacement is small and the signal contains

a high level of ‘noise’.

Suppose we take the critical stress and divide this by the storage modulus at the point

where the breakdown in linearity occurs, we get a strain of 0.05 or 5% (i.e.G0 ¼ 200 Pa and
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s¼ 10 Pa). This is a typical value for a dispersion or an emulsion. If the system is very

aggregated you might expect a lower strain will lead to a loss in linearity. Many polymers

can sustain much higher strains.

We have not considered the choice of the geometry for viscoelastic experiments in

any detail and it is important to consider all the aspects mentioned in the previous section.

There is an additional concern which is the issue of geometry inertia. Geometries have a

finite mass and so they require energy to enforce their motion. You can best aid the efforts of

your instrument manufacturer in their designs to allow for the energy dissipated in the

motion of the geometry by selecting lightweight geometries. If you want low stresses you

need a large sensing/application area and in order to reduce the weight of the geometry you

can use less dense but rigid materials such as titanium. This will improve the quality of the

low stress and strain data.

12.3.3 Creep Compliance

Sensorial testing tends to show that we have a good intuitive feel for the viscosity of a

material. We can compare two materials and providing there is a reasonable difference

between their viscosity and they are not too thick or thinwe can saywhich is themost or least

viscous by feeling it. We do not have such a good ‘feel’ for elasticity, the other key property

of a viscoelasticmaterial. For example, if one compares a block ofmetal with a bowl of jelly

you will find there is a tendency to say the jelly ‘is more springy’, ‘it is more elastic’. This

common usage of theword is entirely at odds with the scientific usage of theword.Whereas

a gel may have a shear modulus of 100 Pa say, the metal block has a shear modulus of

100GPa (1 000 000 000 times larger!). In fact, it is better if we think about the quantity

compliance. The shear compliance is denoted by the symbol J. It is the ratio of the shear

strain to shear stress, as shown in Equation (12.14) below.
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Figure 12.9 A shear stress sweep for a cream
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J ¼ g
s

ð12:14Þ

It is reciprocally related to the shearmodulus. In a creep compliance experimentwe apply

a stress to the sample and follow the compliance with time, J(t), after the application of a

shear stress. This experiment is a very good method for establishing if a material is

essentially viscous or elastic.

12.3.4 Liquid and Solid Behaviour

The application of a step stress to amaterial results in a displacement of part of the geometry.

Initially an instantaneous compliance, J(1) is recorded and then the strain grows to show a

change in compliance with time. In practice, the instantaneous response can be difficult to

observe: in an experiment it depends on how the signal is filtered and how quickly the strain

can be applied by the instrument. This test is referred to as a creep test (5) and a typical curve

for a fluid is shown in Figure 12.10. The remainder of the creep curve for a viscoelastic

material is made of two types of processes. We obtain a curve as the body is deformed

because the components which form the material rearrange and take time to do so. The

response is not instant but is slowed and is normally termed a retarded response. It has a

characteristic retardation time tr and an elastic component or compliance Jg. At longer times

we generally see one of two processes occurring.

For a material which is pseudoplastic and has a low shear viscosity the strain and the

compliance will keep increasing all the time the strain is applied. This is shown in

Figure 12.10. At long times the strain increases in direct proportion to the time. The

material has attained a constant shear rate across it; the strain divided by the time is the shear

rate.

Figure 12.10 The creep compliance curve of a viscoelastic fluid
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_gt!1 ¼ g
t

ð12:15Þ

The viscosity is the shear stress divided by the shear rate.Wemay express this in terms of

the strain,

hð0Þ ¼ s

_gt!1
¼ stt!1

g
or hð0Þ ¼ t

JðtÞt!1
ð12:16Þ

As shown above, we can replace the strain divided by the stress with the compliance. This

equation shows us that the gradient of the compliance versus time curve gives us the

reciprocal of the viscosity. The point being made here is that if you run a creep experiment

for an appropriate time and determine the slope you can determine the viscosity.

Suppose we now remove the stress after a time t1. If all the rearrangements of the species

forming the material have occurred by the time the stress is removed the geometry will stop

moving and the strain will be constant. If the time t1 is too short compared to the retardation

time tr not all the rearrangements of species will have occurred and the material will still

possess some elastic properties. When the stress is removed the material will recover some

of its original shape. A portion of the original displacement will be returned and the

compliance reduced. This portion of the curve is known as creep recovery.

If thematerial is a viscoelastic liquid you can never recover all the strain, somewill be lost

through the process of flow. If it is a viscoelastic solid it will not possess a zero shear

viscosity but will have a yield point. This material will recover all the strain applied to the

sample provided the yield stress is not exceeded. Such a response is shown in Figure 12.11.

For very viscous materials it can be difficult to distinguish between the two states.

Mathematical analysis of the curve can help the distinction to be made. The plots also show

several ways of obtaining viscous and elastic responses. Creep tests do have some direct

analogues in terms of applications. For example, the levelling of a film under the action of a

gravitational stress has some similarities to the response of a material under a step shearing
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Figure 12.11 The creep compliance curve of a viscoelastic solid
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stress. Anomalous behaviour in one is reflected in the other, so it can prove a good tool. This

rule tends to work less well with high loadings of polymeric materials. Another use of this

technique is suggested in the following section.

12.3.5 Sedimentation and Storage Stability

Rheology is a very important discipline when it comes to distinguishing between the states

of matter. As we have seen in the previously described creep test we can differentiate

between viscoelastic materials that have viscous or elastic properties at low shear stresses.

This is a very useful indicator of the ability of a material to support solids (3). Imagine we

have a dispersion of particles. Let us suppose that the particles are denser than the medium.

The gravitational force g will cause particles of radius a, to sediment. An isolated particle

will sediment with a velocity v proportional to its frictional drag in the medium and the

density difference Dr between the particle and the medium.

v ¼ 2

9

Drga2

h0

ð12:17Þ

The viscosity in this expression is the solvent viscosity h0. This equation applies equally

to creamingwhere the particles are less dense than themedium andmigrate to the surface of

the fluid.

If, in a sedimenting system, we were to increase the concentration of the particles, they

will interact with each other, slowing their velocity of descent. In a pseudoplastic material

with a zero shear rate viscosity we can assume the gravitational stresses are too small to

induce thinning; this gives us an expression which has a zero shear rate viscosity as opposed

to the solvent viscosity.

v ¼ 2

9

Drga2

hð0Þ ð12:18Þ

A cursory inspection of the equation shows that the higher the low shear viscosity the

more slowly thematerial will separate. Therefore, storage stability will tend to increasewith

higher low shear viscosity.We can do a little better with our prediction. Let us set ourselves a

storage stability rejection criterion. We will reject our product if it sediments more than

1mm in a month. This gives us a velocity of nearly 4� 10�10m s�1. We may now use

Equation (12.18) to determine the viscosity we require to achieve this stability. Figure 12.12

shows a plot of particle radius on the x-axis versus the viscosity on the y-axis required to

achieve our desired storage stability. This plot shows that small particles, nanoparticles,

require a much lower viscosity than those of larger species. For a particle 2mm in diameter

and with a density difference between the particle and the medium of only 0.2 g cm�3, the
viscosity required to stabilise the system is already at 1 Pa s, which is 1000 times that of

water. For some processes this is unacceptably large. The solution to this difficulty is to

reformulate the system to introduce a yield stress.

A plastic material has a yield stress. This has probably arisen through the formation of a

network of interconnecting species. Suppose we know that gravity tends to cause the

sedimentation of particles in the system. We may calculate the stress on these particles due

to the gravitational forces. This is controlled by the particle mass, their density difference
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compared to the medium and the area over which the gravitational force is acting.

Considering all these elements we obtain,

syH
Drga
3

ð12:19Þ

So if the sample has a yield stress greater than the value calculated on the right-hand side

of the expression we have good reason to expect some stability. We should not treat the

results from this calculation as providing us with an exact solution, more as a very good

guide to the yield stress you require in order to gain storage stability.

There is an important practical limitation to this approach. Let us consider a typical limit

of sensitivity for an instrument as 0.01 Pa. This means we cannot determine yield stresses

below this value. Now take a 2mm diameter particle in water with a density of 1.1 g cm�3.
The yield stress to keep this stable should exceed 0.0003 Pa, which is 33 times smaller than

we can measure! Even if the density difference was 10 times larger, it is still 3.3 times

smaller than we canmeasure. One lesson to be learnt here is that it can be difficult to be truly

sure of the stability of your system from a single measurement. Often it is the balance of

evidence from viscoelastic studies at low stresses that provides the clues as to whether the

material will store well. Another lesson to be learnt here is the inadequacy of flow curves

when it comes to establishing yield stresses for sedimentation control. Attempting to

extrapolate from a flow curve, where stresses of say 100 Pa or 1000 Pa have been used, down

to a stress less than 0.1 Pa is fraught with errors.

Complex pastes can often give rise to another form of ‘phase separation’ called syneresis.

This can bemistaken for sedimentation. This is understandable as it gives rise to a separated

fluid on the upper surface of your paste. You see this sometimes in English mustard. In a

container it can have the appearance of sedimentation. The process that is normally

responsible for this is a network rearrangement between species in the paste. Following

processing, the material begins to relax and rearrange to give a new network structure. The
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Figure 12.12 A plot of the low shear viscosity required to achieved stability in a month as a
function of particle size and density
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new network occupies a smaller volume than the original mixture, squeezing out liquid as it

forms. It can differ from sedimentation visually in that you can sometimes observe the paste

dewetting from the container to produce a lubricating layer between the vessel and the solid

body of the paste.

Opaque systems present another difficulty. Larger particles separate more readily than

smaller ones. So size polydispersity can lead to an uneven distribution of particles that is

difficult to observe by eye since the opacity may appear unaltered throughout the system.

This can lead to thick gooey sediments developing undetected. One should consider

Equations (12.18) and (12.19) for all the species in your system.

Finally, you should also be aware that as the system sediments the concentration of

species increases down the vessel. The rheological properties tend to increase in

magnitude. This can halt sedimentation, so you can observe over a few days that a

clear layer develops, gets a little larger and then becomes static. The system reaches

equilibrium. An old trick is to sample this new concentration in the sedimented layer and

reproduce it: in most cases your new rheology should prove to be just right to maintain

stability.

12.4 Examples of Soft Materials

Many of the systems of practical interest to us consist of complex mixtures of materials.

Theymay carry an active ingredient and require the correct rheological properties to deliver

it effectively. Alternatively, the rheological properties may be an intrinsic part of their

application, such as in a paint. It would be convenient if these complexmixtures ofmaterials

can be blended to give ‘exactly the right’ properties. So suppose we have a blend of a

polyacrylate dispersion and a surfactant solution. If we know the viscosity of the dispersion

is 100mPa s and the viscosity of the surfactant solution was 3mPa s it would be very

convenient if we found the combination was 103mPa s or 51.5mPa s or some simple

combining rule. Unfortunately, such relationships rarely hold and it is very difficult to

predict the viscosity of many blends of materials. The main reason for this is straightfor-

ward. Colloidal materials tend to show interfacial activity and when you introduce one

material to another new relationships develop between the components. It is no longer a

simplemixture of the original components. This leads to complex changes in the rheological

fingerprint of the material. The key thing is to understand the interactions between the

components that form your material, then you can begin to design a formulation to give you

what you want.

We can ask ourselves a question –what are themain features that control the rheology of a

system? Clearly it depends in detail on whether we are discussing polymers or particles or

surfactants and so forth. We can identify some key embracing rules that determine the

magnitude of the properties. These are as follows (3–6):

. the number of interactions between species per unit volume (the number concentration;

entities per mL, for example)
. the size of the entities
. the strength of the interactions (for example, in a mixed polymer surfactant system; is the

polymer attracted to the surfactant and how strongly)
. the spatial arrangement of the species.
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It is quite a tall order to have all this information in sufficient detail even in highly

contrived model systems. In general the way we should approach designing or controlling

the rheology is to have a good grasp of what we want and the type of colloidal interactions

that can achieve it.

12.4.1 Simple Particles and Polymers

Frequently the rheological properties of formulations are adjusted by the addition of

thickeners. These come in two forms: particles and polymers. Let us begin with a simple

model for the flow of these species. Imagine a system of species that only interact through

the flow lines they generate as they move through the medium and the rearrangements they

can undergo. These are referred to as non-interacting species since the interactions are not

influenced significantly by other types of interaction forces. Particles of this nature are

referred to as hard spheres, and polymers are described as ideal.

Polymer chains will change their conformation both internally and with respect to each

other. The primary cause for the flow we observe in non-functionalised polymers is the

entanglement of the chains (5, 6). Themore concentrated the system, themore entangled the

chains become. There is a critical molecular weight, hence size, where this happens. The

viscosity changes gradually with concentration, roughly linearly. At high concentrations

power laws of 3–4 are observed before the systems become too viscous to measure using

most practical methods. The onset of the higher power law behaviour is dictated by a critical

concentrationwhere polymer entanglements dominate the arrangement of chains. The trend

in viscosity is shown in Figure 12.13.
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Figure 12.13 The low shear viscosity of a polymer as a function of concentration
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Particles are restricted to rearranging their spatial distribution since they are too rigid to

allow internal rearrangements to occur (3, 4). The concentration of the species determines

the viscosity at any point. There are similarities between the change in viscosity with

concentration for both particles and with polymers. We usually use the volume fraction to

represent our concentration profile. A typical curve is shown in Figure 12.14.

The viscosity increases more rapidly with concentration for dispersions than it does for

polymers. The rapid increase occurs near the maximum packing fraction of the dispersion.

This is the point where the particles become space filling; it occurs at a volume fraction

called the maximum packing fraction; typically in the range fm¼ 0.5–0.7. This applies to

both the high and low shear rate limiting viscosity. The packing is always smaller at the low

shear rate limit than at the high shear rate limit.

In general the shear thinning profile of the systems have a similar form, as illustrated in

Figures 12.15 and 12.16.

The key points illustrated by these flow profiles are as follows:

. that it is easier to achieve a high shear rate limiting viscosity with particles than with

polymers
. the rate of change of viscosity with shear rate is more rapid with particles than with

polymeric species
. the low shear rate viscosity and the degree of shear thinning are linked in polymers; as the

low shear viscosity is increased the degree of shear thinning increases
. significant shear thinning is only achieved with high concentrations of particles and often

close to a point where small changes in concentration leads to massive changes in

viscosity.
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Figure 12.14 The viscosity of a dispersion at high shear rates as a function of volume fraction
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The latter condition is not usually a good position to find yourself in with a formulated

system: small changes in concentrationwould cause large changes inviscosity. In summary:

without building in specific interactions neither system usually offers the ideal flow profile.

This has led to the use of highly functionalised systems.

12.4.2 Networks and Functionalisation

Functionalisation of polymer and particulate systems is very important for achieving good

rheology modifiers (3, 4). Manufacturers are constantly striving to develop better additives

with lower environmental impact and greater tuneability. The basic idea behind the

functionalisation of materials is usually two fold:

. to improve the compatability of the additive to a particular class of materials or

commercial sector
. to improve the ‘tuneability’ of the rheology through particle–particle or polymer–

polymer interactions.

You will find that it is almost universally the case that the rheological properties are

determined by controlling the connectivity between the polymers or particles or whatever

species we might be using, as illustrated in Figure 12.17. In order to get a more viscous or

elastic structurewe need to have a stronger network. The functionalisation controls how this

network is assembled, its strength and what conditions will cause its collapse.

The range of this functionality is vast and it is rare that one additivewill uniquely solve the

questions you ask of your formulation. The most typical form of functionalisation is the

introduction of charge interactions between species. This is most commonly, although not

exclusively, used in aqueous systems.

Particle network
Entangled network

Figure 12.17 A schematic of the differentways inwhich connectivity is achieved and networks
can be formed
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12.4.3 Polymeric Additives

Copolymerisation of polymers can produce block copolymers with charged groups down

their backbone. The introduction of acrylic acid, for example, produces carboxylic acid

groups down the backbone of the polymer. This causes elements of the chain to repel one

another and the chain to expand. This polymer achieves a higher viscosity at lower

concentrations than its non-functionalised cousin. Of course it increases its sensitivity to

both pH and electrolyte. This can be both a problem and an opportunity. It allows the chain

expansion and entanglements to be tuned to an extent. At low pH the carboxylic acid groups

are relatively poorly dissociated leading to lower viscosity systems.One of the difficulties of

using such materials is the care with which they must be introduced to your formulation. If

exposed to the wrong environment during processing they can precipitate and lose much of

their functionality. This can be a ‘one way trip’ and despite adjustment to the optimum

conditions later in the process path, the precipitated material may prove to remain

stubbornly in the precipitated state.

It is possible to build network structures by using multivalent cations. For example the

introduction of calcium cations to a polymer rich in carboxylic acid groups can result in ion

bridging. The divalent ion can link together charged groups on the same chain or on

neighbouringchains.Thiscanevenlead toprecipitationof thepolymerornetworkformation,

depending on the relative concentrations and the architecture of the chain. Blends of natural

polymers with opposing charges such as acacia and gelatine are good examples where

networks can form andmodify the rheology but in the correct ratio and at the correct pH they

will precipitate to form a coacervate: a solid precipitate. It is possible to produce ionomers

where a largely non-aqueous backbone has grafted charge groups. These sites can be used to

bridge chains together in low dielectric media since they prefer to associate with each other

than expose their charges tomediawhere their opportunity for dissociation is highly limited.

One of the characteristics of particles that is hard to reproduce in polymers is their rapid

shear thinning properties. However, these characteristics can be achieved using hydropho-

bic interactions. You can modify an aqueous polymer with hydrophobic groups. For

example, you can place small chain length alkyl groups as terminating species at either

end of a polyethylene oxide chain or as side groups on an hydroxycellulose backbone. These

groups prefer to associate with each other rather than the medium or the chain. A schematic

of this type of interaction is shown in Figure 12.18, in this case with micelles associating

with network sites and the hydrophobic branches of the chain.

The forces holding these sites together are relatively weak. The alkyl chains are attracted

by weak van der Waals interactions and the water molecules form a hydrogen bonded cage

around them.When we place such a networking point under shear the structure is relatively

easy to disrupt to give ‘particle like’ shear thinning. Hydrophobic modification has been

achieved in quite complex molecules such as branched polyacrylamides to give tuneable

flow behaviour. The alkyl tails are sensitive to surfactants and alcohols, which can be used to

tune the strength of associations between groups. They provide an interesting range of

possibilities.

12.4.4 Particle Additives

Particles almost cannot help being functionalised. In general a great deal of care must be

taken to produce a dispersion of particles which do not either mutually attract or repel. In
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polymer latex systems fragments of the initiator can result in particle surfaces possessing

charged groups. This enhances the interactions between the particles producing more

viscous systems at lower concentrations than systems interacting through hydrodynamic

forces alone.

Colloidal particles are in constant Brownianmotion in quiescent conditions. The onset of

shear thinning in pseudoplastic dispersions is caused by the shear field that is applied

overcoming the Brownianmotion of the particles. The particles are forced to follow the flow

lines induced by the movement of the geometry. If we could predict where this occurred we

could designmaterials to flow at a rate appropriate to our needs. In Section 12.2.4we defined

a relaxation time characteristic for the structure. Suppose we consider this time relative to

our applied shear rate. The dimensions of shear rate are s�1. So the reciprocal of the rate can
be thought of as a characteristic time for the shearing process. If the product of the shear

rate and the relaxation time is greater than 1 the convective forces will be stronger than the

Brownian forces. If it is less than 1 then Brownian forces win out. This ratio is termed the

Peclet number, Pe and it is given by the expression below (3).

Pe ¼ _gt ¼ 6phð0Þ _ga3
kT

¼ 6psa3

kT
ð12:20Þ

The Peclet number defines the stress where wewould start to see shear thinning. So if we

set the Peclet number equal to 1 we can define a relationship between the critical stress for

shear thinning sc, the particle radius and temperature.

sc ¼ kT

6pa3
ð12:21Þ

From this we can see that the smaller the particle the higher the stress you require to cause

it to undergo shear thinning. In order to disrupt this relationshipwe need to impart additional

forces to the particles.

Polymer chains

Surfactant
micelles

Hydrophobes

Figure 12.18 A schematic of the role played by hydrophobic modification in forming polymer
networks. In this case surfactant is also shown as present in the system
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Attractive forces between particles can be controlled to provideweak interactions and the

tendency to weakly aggregate. This can aid storage stability. At first it seems counterintui-

tive to use aggregation to control this type of stability. You might suppose as particles

aggregate they become larger and thus more prone to separate. However, if the concentra-

tion is high enough it can lead to fairly stable networks. These become space filling at much

lower concentrations than 60%. They can develop self-supporting network structures that

resist sedimentation and that are highly shear thinning. As we saw in a previous section

(Section 12.3.5), frequently you only need a weak yield stress to oppose the effects of

gravitational forces. This can be achieved with relatively weak attractions between the

particles. The application of even a small shearing stress readily disrupts this network and

causes substantial flow (and hence shear thinning) to occur. Thus systems which aggregate

weakly can be used to build networks stable to sedimentation but fragile at greater shear

stresses.

So far we have restricted our thinking to spherical colloidal particles. The most

catastrophic shear thinning is achieved with particles with strong shape anisotropy.

Rod-like or disk-like particles can show tremendous changes in rheology. For example

the synthetic hectorite clay, Laponite, is a small disc-like entity. The edges and the faces can

take different charges depending on the pH and ionic strength of the solution. They can form

clusters, they canmutually repel or perhaps form edge-face ‘house of cards’-like structures,

as shown in Figure 12.19.

At high pH both the faces and edges carry the same sign of electrical charge and mutual

repulsion results at low levels of ionic strength. This forms a gel-likematerial at high particle

concentrations and a pseudoplastic fluid at low particle concentrations. As the electrolyte is

increased the system begins to flocculate, leading to weak yield stresses. This material is

highly tuneable in the appropriate formulation. The phase diagram for transitions at high pH

is outlined in Figure 12.20.

House of cards Pile of plates Dispersed discs
Dispersed clusters

Positive edge (at low pH’s)
Negative edge (at high pH’s)

Negative
face

25 nm

Figure 12.19 An example of some of the ways in which Laponite discs may associate
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Laponite is just one example of a whole range of clays. It is particularly useful in ‘clean’

applications such as pharmaceutical and personal care products. Organophilic clays possess

some of the flexibility of their aqueous relations although they tend to be less tuneable.

A simple trick you can play with particulate systems is to increase their porosity,

although the word ‘simple’ should be viewed advisedly. Porous particles, especially those

that are silicaceous, tend to form highly space filling structures when dispersed into a

formulation. The maximum packing fraction occurs at very low mass concentrations and

a small amount of additive can result in large rheological changes. These systems are

guilty of having large surface areas. They can both adsorb species and leach ions, leading

to temporal drifts in properties in the wrong formulation. However, there are a wide

variety of choices of materials to select from. They can often be tailored to produce the

required behaviour.

12.5 Summary

In this chapter we have examined some of the important features of experimental design,

methods and the chemical influences on the rheological properties of colloidal systems. This

treatise has indicated problems to be aware of whenmakingmeasurements in order to avoid

artefact-laden data. Your choice of experiment should be such that it is ‘fit for purpose’ and is

either related to your process or can be used to give an interpretation of the structural

properties of your system. Finally, we have touched upon the behaviour of polymers and

particles and how their properties relate to their rheology. It is difficult to do full justice to the

field of experimental rheology in this chapter. The reader is urged to examine the referenced

texts and be rewarded by greater insights into specific aspects of the subject.
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Figure 12.20 A phase diagram for a Laponite dispersion at a high pH
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13

Scattering and Reflection
Techniques

Robert Richardson

Department of Physics, University of Bristol, UK

13.1 Introduction

Scattering of radiation is an essential tool for the colloid scientist. This chapter aims to

introduce the use of scattering techniques in colloid science. For more detailed information,

one can refer to several books that are based on the science that can be done using particular

types of radiation (1–3). There are also several books that describe the structure determi-

nation for crystals and glasses where the focus is the arrangement of atoms rather than the

larger scale structures of interest to colloid scientists. Nevertheless, these are useful

resources for information of relevance to colloidal systems (4). The most useful books

for a colloid scientist seeking to consolidate this introduction are those that describe the

scattering methods applied to colloids and polymers (5).

Colloids are generally dispersions of particles with dimensions between 1 nm and 1mm,

i.e. between 10 and 10 000A
�
(since 10A

� ¼ 1 nm). There are many experimental techniques

for characterising particles in this size range and their approximate ranges of sensitivity

are shown in Figure 13.1 and the strengths and weaknesses of the different techniques are

discussed below.

Electron microscopy (discussed in Chapter 15) can cover the whole range of sizes and

gives very detailed results. The only limitation is that in general the sample is not in its

natural equilibrium state. A vacuum is generally necessary so a colloidal dispersion

would be ‘frozen’ or its particles extracted and dried for ‘ex situ’ electron microscopy.
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To overcome these limitations, there are continuing developments in this field and

environmental scanning electron microscopy is capable of operating in a liquid vapour

while cryo-transmission electron microscopy seeks to freeze in an equilibrium structure by

very rapid cooling.

There are several techniques for particles size determination based on sedimentation.

These give useful but rather limited information on particles in an equilibrium state. An

example is the ultracentrifuge that can cover a wide range of particle size but experiments

are quite demanding. Simple measurements of solution viscosity can also be used to

estimate particle size.

Light scattering and small angle X-ray and neutron scattering by the particles in a

dispersion are the main topic of this chapter. These scattering techniques cover the entire

size range of interest and are capable of measuring the dimensions of particles ‘in situ’.

Thesemethodsmay also givemore detailed information on the internal structure of particles

and their interactions in a dispersion. It is this ability to determine the equilibrium structure

of colloids and surfaces in detail using a non-invasive probe that gives scattering methods

importance in colloid and surface science.

13.2 The Principle of a Scattering Experiment

The basic scattering experiment is very simple. As shown in Figure 13.2, a monochromatic

(i.e. single wavelength) beam is brought onto a sample. The intensity of the scattered

radiation is measured as a function of the scattering angle which we will label as u but note
there are other conventions. The important variable, however, is the scattering vector, Q,

whose magnitude is related to the scattering angle and wavelength.

Q ¼ 4p sin u=2
l

ð13:1Þ

Particle size in Ångstrom

X-ray and neutron scattering

light scattering and PCS

ultracentrifuge

electron microscope

N B 1Ångstrom = 0.1 nm

10 100             10001 10000

Figure 13.1 Size ranges covered by different sizing techniques
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In principle, one couldmeasure some scattering with two different wavelengths and plot the

intensity against Q and get the same features of the curves at the same Q values. The

distances probed in an experiment are inversely proportional to Q (i.e. distance � 2p/Q).
That means for large scale structures (e.g. 100A

�
or 10 nm) we need a small Q (i.e.

Q� 0.06A
��1). To achieve smallQ in a scattering experimentwe need a suitable combination

of large wavelength and low scattering angle. For light scattering, a wavelength that is

comparable to, or larger than, the size of the scattering particles is generally used. For X-ray

and neutron scattering a low scattering angle is generally used.

13.3 Radiation for Scattering Experiments

Table 13.1 summarises the properties of visible light, X-rays and neutrons for scattering

experiments from colloidal dispersions.

Visible light has a wavelength of 400 nm to 600 nm and is suited to particles sizes above

0.01mm although smaller particles can be detected. It is scattered by particles that have a

different refractive index from the surrounding solvent.

X-rays (like visible light) are electromagnetic radiation. The useful wavelength range is

shorter than about 0.2 nm because longer wavelengths tend to be adsorbed strongly. Small

angle X-ray scattering is suited to probing distances in the 1 nm to 1 mm range. For X-rays,

it is the difference in mean electron density between a particle and the solvent that scatters

the radiation. They are therefore excellent for dispersions of high atomic number materials

in low atomic number solvents (e.g. metals or oxides in water). They are less good for

Table 13.1 Properties of radiation for scattering experiments

Radiation Visible light X-rays Neutrons

Type Electromagnetic wave Electromagnetic wave Particle/wave
Wavelength, l 400–600nm 0.01–0.2 nm 0.01–2.0 nm
Distances probed >0.01mm nm to mm nm to mm
Scattered by

variations of
refractive index electron density nuclear scattering

properties

sample

detector

incident beam

Wavelength, λ

Transmitted beam

Scattered beam

Scattering vector Q

θ

Figure 13.2 Schematic diagram of a scattering experiment
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dispersions of organic materials in aqueous solvents because the electron densities of the

two materials are similar.

Neutrons are particles but have an associated wavelength. The useful wavelength range is

about 0.1 nm to 2 nm. Longer wavelength neutrons are difficult to produce with sufficient

intensity. Small angle neutron scattering is suited to probing distances in the 1 nm to 1 mm
range. Neutrons do not generally interact with the electrons in atoms but they are scattered

by an interaction with the nuclei. The scattering is not dependent on the atomic number so

they often offer a better option thanX-rays for scattering from a dispersion of onematerial in

another of similar atomic number. It is also possible to get different scattering from the same

element by using isotopes. Hydrogen/deuterium substitution is particularly useful in colloid

science. For instance, organics dispersed in heavy water (D2O) scatter neutrons strongly.

First we will look at the factors that determine the intensity in a classic light scattering

experiment.

13.4 Light Scattering

Light scattering has been used for decades to determine particle sizes. The intensity of light

scattered by a suspension of ‘small’ particles (i.e. particle diameter � wavelength) is

determined by the equation

IðQÞ ¼ kcMð1þ cos2 uÞ ð13:2Þ
where the four factors are the concentration, c, the molar mass of the particles, M, a

collection of constants, k, and the polarisation factor, (1þ cos2 u). The polarisation factor

results from the physics of the scattering process and is usually removed by an experimental

correction. It contains no interesting information about the sample. This equation was

derived by Lord Rayleigh in 1871. An interesting sideline is that the factor k contains the

inverse fourth power of the light wavelength which means that short wavelengths are

scattered much more strongly than long ones. Hence the sky is blue and the sun appears

yellow or red.

When light of wavelength 500 nm is incident on small particles (20 nm radius) the

anisotropy of the scattering only results from the polarisation factor. Forward and back

scattering intensities are therefore equal, as shown in the polar plot of scattered intensity in

Figure 13.3. If the constant, k, and concentration, c, are known, the particle mass may be

determined.

However, for larger particles (40 nm) the scattered intensity develops an asymmetry

between forward and back scattering. This is a particle size effect and is the basis for the

determination of particle size from scattering. The origin of this effect is shown in

Figure 13.4. There will be a different path length from source to detector for rays scattered

by different parts of the particle. Consider two rays scattered from opposite sides of the

particle. They have different source to detector distances. If the particle radius is comparable

with the wavelength of the radiation, the path difference means that the two rays arrive at

the detector somewhat out of phase. They interfere destructively so there is less intensity

detected. In fact the degree of destructive interference tends to increase as the scattering

angle increases so the intensity tends to decrease with increasing angle or Q.
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The rate at which the intensity changes with angle (or Q) depends on the size of the

particle. However, ‘the size of a particle’ is a vague concept. More precisely, the intensity

depends on a dimension which is called the radius of gyration of the particle because it is

roughly analogous to the mechanical quantity.

The radius of gyration,RG, depends on the size and shape of a particle. In general itmay be

calculated for any shape by an integral over the volume of a single particle:

RG ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

V

ð
V

r2== dV

vuut
* +

ð13:3Þ

Out of phase

In phase

particle

Q
0

detector

I(Q )

(a)

(b)

Figure 13.4 The origin of the particle size effect in scattering
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Figure 13.3 Polar plot of forward and backscattering intensities
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where r// is the component of distance from the centre of gravity alongQ,V is the volume of

the particle and the brackets indicate an average over all orientations of the particle with

respect to Q. The relationship of RG to the dimensions of some simple shapes is given in

Figure 13.5.

For large particles, there is an additional factor in the equation that governs the scattered

intensity:

IðQÞ ¼ kcMð1þ cos2uÞð1�ðQRGÞ2=3þ � � �Þ ð13:4Þ
This new factor depends on the radius of gyration and is approximated by (1�(QRG)

2/3).

Hence the dependence of the scattered intensity on scattering angle or Q may be used to

determine the radius of gyration of particles in a dilute dispersion. This theory (known as

Rayleigh–Gans–Debye theory) is applicable where particle diameter remains less than the

wavelength. For larger particles the scattering pattern becomes extremely complex andMie

theory applies. This is covered in more advanced texts such as (3).

13.5 Dynamic Light Scattering

There is another light scattering technique that operates in a different way. It relies on the

fact that particles in a dispersion are moving by diffusion. When a particle scatters a photon

of light, there is a small exchange of energy between the photon and the particle. The particle

may gain energy from or lose energy to the photon and the photon’s energy shifts

accordingly. This is the same process (Doppler shifting of frequency) that is used in radar

speed traps. The frequency of the radar is changed by reflection from a moving vehicle.

The spectrum of light scattered is measured using the elegant technique of photon

correlation spectroscopy (PCS). If the incident spectrum is monochromatic with frequency,

v0, then the spectrum from a colloid generally has a Lorentzian shape and the width of the

peak is determined by the diffusion coefficient of the particles, D, multiplied by Q2, as

shown in Figure 13.6(a):

IðvÞ / DQ2

ðv�v0Þ2 þ ðDQ2Þ2 ð13:5Þ

circular ring thin rodspherethin disc

l
a

a

a aRG 3

2
= RG = RG = RG =

2

a
5

3

12

l

Figure 13.5 Some simple particle shapes and their radii of gyration
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The hydrodynamic radius, a, may then be calculated from the diffusion coefficient using

the Stokes–Einstein equation, provided the solvent viscosity,h, is known.More details may

be found in reference (6)

a ¼ kT

6phD
ð13:6Þ

Since the diffusion coefficient is influenced by particle–particle interactions as well as

viscous drag, it is usually necessary to extrapolate the hydrodynamic radius to zero

concentration as shown in Figure 13.6(b). It should be noted that the hydrodynamic radius

is often greater than the radius determined by ‘static’ light scattering because it may include

layers of bound solvent.

13.6 Small Angle Scattering

We now consider the techniques of small angle scattering of X-rays and neutrons (SAXS

and SANS). A better term would be small Q scattering because the exact combination of

scattering angle and wavelength is not important.

Take a gold colloid for example. The scattering from such a sample is shown schemati-

cally in Figure 13.7. At small Q, the scattering is sensitive to the size and shape of the

particles (as we saw for light scattering) while at large Q the scattering reflects the internal

structure of the particles. For particles of a crystalline material the internal structure would

give Bragg peaks. The Bragg peaks from colloidal particles are often broader than those

from the samematerial in bulk form because of internal disorder and finite size effects on the

diffraction. However, it is the small Q scattering that is generally measured and interpreted

in colloid science.

13.7 Sources of Radiation

X-rays may be generated in the laboratory using a sealed tube generator. You can buy a

complete SAXS kit from several manufacturers. The intensity from a synchrotron source is

a/nm
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Figure 13.6 (a) Incident and scattered spectra for dynamic light scattering and (b) extrapo-
lating the hydrodynamic radius to zero concentration
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many orders of magnitude greater. Synchrotron radiation is produced tangentially when

a high energy electron beam is deflected by a magnetic field. Facilities exist at the ESRF at

Grenoble and Diamond at the Rutherford Appleton Laboratory, Oxfordshire. More details

may be found at the facility websites (7, 8). Neutrons in adequate quantities are only

available from central facilities. In theUKwe have access to the reactor at ILL, Grenoble (9)

and the pulsed source at ISIS at the Rutherford Appleton Laboratory (10). A second source

(Target Station 2) has recently been constructed at ISIS. Further details and links to neutron

sources worldwide may be found at the facility websites. The European Neutron Scattering

Association gives information for accessing European facilities and is actively involved in

planning future sources (11).

Neutrons produced by the fission process in a reactor have a huge energy (E� 1MeV) and

by consequence of the de Broglie relationship,

l=A
� ¼ 9:04=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E=meV

p
ð13:7Þ

a very short wavelength (l� 0.0003A
�
). This is useless for large scale structures. Fortu-

nately, the energy of the neutrons may be moderated by passing them through material to

thermalise. The neutrons adopt the thermal energy of the moderator material. If its

temperature is low, the energy of the neutrons becomes low and so their wavelength

becomes large. At the institute Laue Langevin, the cold moderator is liquid deuterium at

25K and it turns out that a 25K liquid deuterium moderator gives a ‘Maxwellian’

distribution of wavelengths peaked around 6A
�
. Such a cold source is ideal for SANS.

Figure 13.8 shows the moderator schematically and its wavelength distribution along with

those from ambient and hot moderators. Pulsed neutron sources also use moderators to

generate neutrons in the useful wavelength range.

13.8 Small Angle Scattering Apparatus

The basic components of a small angle neutron scattering apparatus are shown inFigure 13.9

(SAXS is similar after the sample). The reactor core is surrounded byD2O to reflect neutrons

back and maximise flux. The cold source is used to maximise the useful flux at �6A
�
. The

I(Q)

Q/Å−10

Figure 13.7 Schematic of scattering from colloid of crystalline particles
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velocity selector only passes a narrow(ish) band of neutron velocities. Since velocity, v, and

wavelength, l, are inversely proportional,

l in A
� ¼ 3956

v in m s�1
ð13:8Þ

a narrow band of wavelengths is passed and so the radiation incident on the sample is nearly

monochromatic. The sample is typically 1 cm square and 1 mm thick. A two-dimensional

position-sensitive detector collects scattered intensity. Software is often used to regroup the

data as intensity against Q. Evacuated tubes reduce background from air scattering.

On a pulsed neutron source, such as ISIS, the velocity selector is unnecessary since

the time-of-flight or velocity of the neutrons can be measured. From this the speed and

hence wavelength can be calculated. Since a ‘white beam’ is used the large intensity losses

associated with monochromatisation are avoided. Although intrinsically weaker, pulsed

sources tend to make efficient use of the neutrons.

Figure 13.9 Schematic of SANS Apparatus

Figure 13.8 ILL cold moderator and wavelength distribution. Reprinted with permission from
Quasielastic Neutron Scattering by M. Bee Copyright (1988) Institute of Physics Publishing Ltd
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Figure 13.10 shows the NG3 SANS apparatus at NIST Centre for Neutron Research,

Gaithersburg, MD, USA. It shows the shielding around the incident beam in the

foreground, the sample position and the large vacuum tank containing the detector in

the background. D11 and D22, the SANS instruments at ILL, have a similar layout. Other

reactor-based facilities have similar instrumentation. The current SANS apparatus at ISIS

is LOQ and a new instrument, SANS-2D, has been built on the second target station is now

available.

13.9 Scattering and Absorption by Atoms

The amplitude of the scattering by an atom is characterised by its scattering length, b. For

X-rays scattering, b is proportional to the atomic number, z. (Actually b¼ z� ae where

ae¼ 2.85� 10�15m, which is the scattering length for 1 electron.) For neutrons, the

scattering length is a nuclear property and it varies irregularly with atomic number and

also depends on isotope. Table 13.2 shows the scattering lengths and absorption cross

sections for some atoms.We see that hydrogen and deuterium have very different scattering

lengths. Physically, a positive or negative scattering length is related to the phase shift of

thewave during scattering butwe do not need to be concerned over the origin of the sign.We

just use it.

Figure 13.10 The NG3 SANS apparatus at NIST Centre for Neutron Research, Gaithersburg,
MD, USA
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The adsorption cross sections indicate how strongly an element absorbs the radiation.

Absorption of X-rays increases very strongly with atomic number so cells for X-ray

experiments are made of low-z materials. Neutrons tend to be absorbed less so sample

containment is not a problem. There are useful exceptions such as cadmium which can be

used for shielding and beam definition apertures.

13.10 Scattering Length Density

In ‘small angle’ experiments (i.e. low Q) the distances probed are generally much greater

than inter-atomic spacings so the technique is sensitive to changes in ‘scattering length

density’ over distances of up to �1000A
�
rather than the scattering by individual atoms.

Scattering length density, r, is therefore a very useful concept because it can be used to

describe the scattering from a large volume (such as a particle) without having to specify

the position of every atom. The scattering length density of a material, r, is calculated from
the product of the number density of each atom type, Nj, and its scattering length, bj. The

products for different types of atom are then summed.

For neutrons:

rN ¼
X

Njbj ð13:9Þ

where bj is the scattering length of an atom for neutrons.

For X-rays:

rX ¼ ae
X

Njzj ð13:10Þ

where ae is the scattering length of an electron for X-rays (ae¼ 2.85� 10�5 A
�
) and zj is the

atomic number.

The scattering length densities for some materials are shown in Table 13.3. It is worth

noting that for neutrons the scattering length density depends on the specific isotope. This

gives the experimentalist an important tool because it is possible to vary the isotopic

content of a sample, for instance by switching from H2O to D2O as solvent, in order to

emphasise some aspect of the scattering without changing the chemistry of the sample

appreciably.

Table 13.2 Some scattering lengths and absorption cross sections. Reproduced with permission
from Ref. (12). Copyright (2003) US Department of Commerce

Species
bN

10�15 m

bXðatQ ¼ 0Þ
10�15 m

sNðabsÞ
10�28 m2

sXðabsÞ
10�28 m2

H �3.74 2.85 0.28 0.73
D 6.67 2.85 0.0 0.73
C 6.65 17.1 0.003 92
O 5.83 22.8 0.0 306
Cd2þ 3.7 131.1 >103 9400
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13.11 Small Angle Scattering from a Dispersion

A simple picture of a dispersion is a number of identical particles suspended in a matrix

(the solvent), as shown in Figure 13.11. For a dilute dispersion the inter-particle distance

will be able to take almost any value and so inter-particle interference effects are eliminated.

The observed scattering intensity, I(Q), then depends only on the four factors in the

following equation:

IðQÞ ¼ ðrP�rMÞ2NPV
2
PPðQÞ ð13:11Þ

where (rP�rM) is the contrast in scattering length density between a particle and thematrix;

NP is the number of particles in the sample; VP is the volume of a particle and P(Q) is the

particle form factor which is defined by the size and shape of the particle.

ρP ρM

Figure 13.11 Simple picture of a dispersion of homogenous particles in a matrix

Table 13.3 Scattering length densities of some materials

Material rN/(10
�5 A

��2) rX/(10
�5 A

��2)

H2O �0.05 0.94
D2O 0.64 0.94
--(CH2)n-- �0.06 0.65
--(CD2)n-- 0.61 0.65
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13.12 Form Factor for Spherical Particles

The form factor may be calculated by integration over the volume of a particle of any shape.

For a spherical particle, the formula given below is obtained (13):

PðQÞ ¼ 3ðsinQRs �QRs cosQRsÞ
ðQRsÞ3

( )2

ð13:12Þ

where RS is the radius of the sphere.

This formula is plotted in Figure 13.12 for twovalues of the sphere radius. It demonstrates

several of the important general features of form factors (note the log scale).

. At Q¼ 0 it has a value of 1

. initially it decreases with increasing Q

. for smaller particles the function is more stretched out in Q and vice versa – in fact it is

a function of QRS

. maxima and minima appear at higher Q.

13.13 Determining Particle Size from SANS and SAXS

There are two complementary approaches to determining the particle dimensions in a dilute

dispersion.

The trial and error method involves calculating the scattering from an assumed particle

shape (e.g. a sphere) and varying the parameters (e.g. radius, number of particles) until a

good agreement is found between measured data and model. If no agreement is found, then

try assuming another shape and repeating the fitting process. This is usually done with a

least-squares fitting program. It is a useful method but critical interpretation is required

because a model that fits is not necessarily unique.
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Figure 13.12 Form factor of Spherical Particle

Scattering and Reflection Techniques 285



The Guinier law relates the low Q slope of the scattering to the radius of gyration of the

particle and makes no assumptions regarding the particle shape.

13.14 Guinier Plots to Determine Radius of Gyration

It turns out that at low Q (that means Q< 1/RG) the scattering from a dilute dispersion is

insensitive to the shape of the particles. The intensity, I(Q), only depends on contrast,

number of particles, particle volume and the radius of gyration, as shown in this approximate

equation, known as Guinier’s law (14).

IðQÞ ¼ Dr2NPV
2
P expð�Q2R2

G=3Þ ð13:13Þ

The radius of gyration was introduced in Section 13.4 for light scattering and is a very

convenient quantity for characterising the size of a particle. Figure 13.13 shows a Guinier

plot of natural log of intensity against Q2. It has a slope of�RG
2/3 so it is possible to

determine RG without assuming a particle shape.

Note that caution is required because the approximation is only valid for Q<RG�1.

In the next few sections we look at variations and extensions of this basic type of

measurement. Much more detail is available in specialised texts (15, 16).

13.15 Determination of Particle Shape

AtQ> 1/RG the shape of the particle does have amajor influence on the particle form factor

and hence the shape of the scattering from a dilute suspension. This can be seenmost clearly

on a log/log plot of the particle form factor for a sphere, a thin (i.e. 5A
�
thick) disc and a thin

(i.e. 5A
�
radius) rod, as shown in Figure 13.14. This shows a characteristic regionwith a slope

of�1 for the rod and�2 for the discs. AtQ� 1/(the dimension of the particle), Porod’s Law

(discussed later) applies. The particle sizes in this example have been chosen to have the

same radius of gyration (100A
�
) so the form factor is the same for all three in the region below

Q� 1/RG where the scattering obeys the Guinier Law.

Q 2

ln I (Q)

3

2
GR

slope −=

)ln( 22
PP VNintercept ρΔ=

Figure 13.13 Showing the straight line behaviour on a Guinier plot at low Q
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13.16 Polydispersity

Polydispersity does not greatly affect the low Q slope but it tends to smear out the maxima

andminima at higherQ, as shown in Figure 13.15. This can be visualised by averaging form

Sphere,
radius = 129Å

Thin disc,
radius = 141Å

Thin rod,
length = 346Å
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Figure 13.14 Form factors for different particle shapes with same radius of gyration
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Figure 13.15 Showing effect of polydispersity on form factor
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factors with slightly different values of the sphere radius, RS. The trial and error (fitting)

method can be used to deduce the degree of polydispersity.

13.17 Determination of Particle Size Distribution

There are other computer methods for extracting particle size distributions. For instance

there is a maximum entropy approach where the smoothest particle size distribution

consistent with the scattering curve is determined (17).

Figure 13.16(a) shows an example of SAXS from partly hydrolysed zirconium chloride

which forms polynuclear ions in solution. Themaximumentropy particle size distribution is
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Figure 13.16 (a) SAXS and (b) the particle size distribution determined using maximum
entropy method
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shown in Figure 13.16(b). The particles appear to have a radius of 10A
�
, with a small

proportion of larger particles (possibly dimers).

13.18 Alignment of Anisotropic Particles

For non-spherical particles it is advantageous to align the particles for a small angle

scattering measurement. The two characteristic dimensions may then be determined by

analysing the scattering in the two perpendicular directions on the detector (Figure 13.17).

For instanceworm-likemicellesmay be aligned by shearing in a cuvette (18). This is usually

made of silica which is transparent to neutrons with a gap of 1mm or less between the

external rotor and the internal stator. Nematic liquid crystals may be aligned by applying a

magnetic field.

13.19 Concentrated Dispersions

For concentrated dispersions, rays scattered from different particles will interfere. This

inter-particle interference is accounted for by a term called the structure factor, S(Q).

IðQÞ ¼ ðrP�rMÞ2NPV
2
PPðQÞSðQÞ ð13:14Þ

For dilute dispersions, S(Q)¼ 1. For concentrated dispersions it is an oscillatory function

and it can be used to determine how the particles pack together (19). The form of the

Aligned rod 
micelles

stator

rotor

Incident
beam

Figure 13.17 Schematic of scattering from shear aligned sample
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Figure 13.18 S(Q) and I(Q) from concentrated (solid) and dilute (dashed) dispersions

scattering intensity, I(Q) depends on the product of the particle form factor, P(Q), and the

structure factor, S(Q), as illustrated in Figure 13.18. Least-squares model fitting is used to

determine parameters such as the closest distance of approach of two particles (the hard

sphere repulsion radius). For charged particles (e.g. micelles) the surface charge and

screening length may be determined by model fitting (20).

One potential pitfall when using theGuinier law to determine radius of gyration is that the

slope of the plot is only �R2
G/3 if S(Q)¼ 1. For not very dilute samples this may not be

correct and analysis using the Guinier law leads to an incorrect value of RG.

Figure 13.19 shows SAXS from overbased detergents dispersed in oil. These are used as

an engine oil additive. They are calcium carbonate particles stabilised by surfactant. Since

the surfactant and the oil have very similar electron densities, which are different from

that of the CaCO3 core, the scattering is dominated by the more electron dense core. For

the concentrated dispersion, the peak position and shape may be analysed to give the hard

sphere radius. On dilution, the peak disappears (S(Q) tends to 1) and a Guinier plot can be

used to determine the core radius.

13.20 Contrast Variation using SANS

For SANS the use of contrast variation gives access to more detailed structural information

and it is particularly useful for composite particles. Consider such a particle which consists

of a core and a relatively thin coating, as shown in Figure 13.20. There will be three
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Figure 13.19 Showing SAXS from concentrated (a) and dilute (b) calcium carbonate
dispersions

contributions: scattering from the core, scattering from the coating and scattering that

comes from both. This can bemodelled but it is complex and there is a tendency for the core

scattering to dominate (because core has more volume than coating) so the coating structure

is difficult to extract.

To use contrast variationwe first arrange for the solvent to have the same scattering length

density as the coating as in Figure 13.20(b). For an aqueous medium, this is done by

choosing the correct ratio of H2O and D2O. The coating is now ‘contrast matched’ and the

only scattering is from the core so the radius of gyration of the core,RG, can be determined by

a Guinier plot.

Nowwe arrange for the solvent to have the same scattering length density as the core as in

Figure 13.20(c). The core is now ‘contrast matched’ and the only scattering is from the

coating. The thickness of the coating,RT, can be determined using a version of Guinier’s law

that applies to the scattering from anisotropic, plate-like objects at Q>RG�1 (21).
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IðQÞ / 1

Q2
expð�Q2R2

TÞ ð13:15Þ

A plot of ln(Q2I) against Q2 has a slope of �RT
2 so the coating thickness may be

determined. Since RT ¼ thickness=
ffiffiffiffiffi
12

p
.

13.21 High Q Limit: Porod Law

We now consider the form of the scattering at Q well above the Guinier region. Since the

distance probed is inversely proportional to Q, very high Q means short distances and the

only scattering comes from the step in scattering length density at the surface of the particles

in a dispersion, as shown schematically in Figure 13.21.

There are no inter-particle effects because the distances probed are very much shorter

than the particle separations. This highQ scattering decays as the fourth power ofQ and its

strength depends only on the contrast, Dr2, and the amount of surface area, S, in the sample.

IðQÞ 	 2pSDr2Q�4 ð13:16Þ
This is known as Porod’s law (22). The scattering intensity can therefore be used tomeasure

surface area in powders, dispersions, etc.

Porod’s Law is modified if the surfaces are not smooth. The nature of a surface can be

characterised by its surface fractal dimension, DS. This concept can be understood as

ρM = ρ2 

ρM = ρ1

ρ2 ρ1

ρM

(a) (b)

(c)

Figure 13.20 Contrast variations from a composite particle
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follows. Consider a sphere of radius R on a smooth surface. As the radius of the sphere

increases, the area of surface in the sphere increases as the second power of the radius.Hence

for a smooth surface, DS¼ 2. For a very rough, porous surface the surface area inside the

sphere will increase as the third power of the radius. Hence for a rough surface, DS¼ 3. In

general the surface fractal dimension will lie between these extremes: 2<DS< 3. Fig-

ure 13.22 shows the two extremes schematically.

For a fractal surface, Porod’s law is extended by changing the power from 4 to (6�DS)

and so the fractal dimension may be extracted from the slope of a log/log plot of the highQ

scattering, using equation (13.17). Note that for a smooth surface, Porod’s law is recovered.

lnðIðQÞÞ ¼ A�ð6�DsÞlnðQÞ ð13:17Þ
where A is a constant

2=SD
3Rarea ∝ 3≈SD2Rarea ∝

Smooth surface Rough porous surface

R

R

Figure 13.22 Fractal Surfaces

lnQ

ln(I )
Guinier
region

Slope~-4

Porod
region

Scattering is sensitive to
region of dimension 

Q–1

Q–1

Figure 13.21 Showing distance probed by high Q and the corresponding Porod region in the
scattering curve

Scattering and Reflection Techniques 293



Figure 13.23 shows the high Q scattering from a sample of porous glass (Vycor). When

it is dry, the slope of the log/log graph is�3.3, indicating a surface fractal dimension of 2.7

(i.e. quite rough). On exposing it to vapour (a halogenated solvent with similar scattering

length density to glass) the slope is�3.9 indicating a surface fractal dimension of 2.1 (i.e.

nearly perfectly smooth). The conclusion is that the pores have been filled in by capillary

condensed vapour of the same scattering length density as the glass so the surface appears

smooth.

The concept of fractals has many applications. For instance adsorbed polymer layers and

aggregates of particles may be characterised by fractal dimensions. A more detailed

discussion of scattering from surface and mass fractals may be found elsewhere (23–25).

13.22 Introduction to X-ray and Neutron Reflection

The reflectivity technique is a recently developed method for studying the structure of

macroscopic surfaces (26). We have seen in Section 13.20 above that it is possible to

characterise surfaces of particles using small angle scattering by contrast matching the

cores of the particles to the solvent. However, reflection from macroscopic surfaces has

several advantages as compared to studying surfaces of particles in dispersions. These

include:

. reflection is not restricted to stable dispersions

. reflection is not restricted to core contrast matched conditions

. it is more precise because the surface contribution to the scattering is separated out

experimentally as a specular reflection
. it is relatively simple to calculate reflectivity from a smooth surface exactly.

Dry Porous glass, slope = –3.3
DS = 2.7

Porous glass + vapour,
slope=-3.9;  DS=2.1
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Figure 13.23 SAXS from porous glass in dry state and exposed to vapour
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The big disadvantage is that several square centimetres of flat surface are required. This is

simple for the liquid–air interface but more difficult for solid–air, solid–liquid and

liquid–liquid interfaces.

13.23 Reflection Experiment

The reflectivity method, shown schematically in Figure 13.24, is very simple in principle.

Awell-collimated monochromatic beam of X-rays or neutrons is brought onto the surface

and the intensity of the reflected beam is measured. The angle of incidence is scanned to

vary Q. On a pulsed source, the Q variation can be done by measuring the time of flight at a

fixed angle so that Q is varied through the range of wavelengths, l. The reflectivity as a

function of Q is determined and interpreted in terms of the surface structure. It possible to

purchase an X-ray reflectometer and X-ray and neutron reflectometers are also available at

the central facilities mentioned above.

The reflectivity from a surface R(Q) may be calculated exactly using a method originally

developed for the optics of multi-layers (27). However, for the purposes of understanding

reflectivity results, the kinematic approximation is very useful (28).

In this approximation there are two factors. The first factor is the reflectivity that would be

observed from an ideally smooth sharp interface where the change in scattering length

density between the two media is Dr. It is a Q�4 decay. The second factor results from any

surface structure such as an adsorbed layer or diffuseness of the interface. It is the Fourier

transform squared of the scattering length density gradient perpendicular to the surface (i.e.

the z direction).

RðQÞ ¼ 16p2Dr2

Q4

1

Dr

ð1
�1

@rðzÞ
@z

eiQzdz

������
������
2

¼ 16p2

Q4

ð1
�1

@rðzÞ
@z

eiQzdz

������
������
2

ð13:18Þ

13.24 A Simple Example of a Reflection Measurement

As an example of neutron reflectivity, consider a monolayer of a deuterated surfactant

adsorbed at the surface of water, as shown schematically in Figure 13.25. The water can be

made invisible to neutrons by using 8%by volumeD2O so that its scattering length density is

zero and it contrast matches to air.

θ/2 θ/2z

Figure 13.24 Principle of reflection experiment
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The scattering length density profile is then a simple block shape and it can be shown from

standard Fourier transform results (29) that the surface structure factor has a cosine form.

RðQÞ 	 16p2

Q4
r2F 2ð1�cosQdÞ ð13:19Þ

where rF is the scattering length density of the surfactant film and d is its thickness.

If the reflectivity from such a system is plotted as RQ4, the rapid decay is removed from

the data. The position of the first maximum of the cosine is easily measured and hence the

layer thickness, d, may be determined.

d ¼ p=Qmax ð13:20Þ
The amplitude of the cosine oscillations is governed by the scattering length density of the

film which can therefore be determined.

rF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRQ4Þmax

64p2

r
ð13:21Þ

Since the scattering length density depends on the total scattering length of a surfactant

molecule,
P

molecule b, and the volume it occupies, the area per molecule, A, may be

calculated from the scattering length density of the film.

A ¼

X
molecule

b

rF d
ð13:22Þ

where the summation is over the scattering lengths of all the atoms in one molecule.

Figure 13.25 Deuterated surfactant adsorbed at the surface of ‘null’ water and the correspond-
ing scattering length density profile
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Figure 13.26 shows the reflectivity of d-behenic acid spread on water plotted as RQ4. The

data was taken using the CRISP reflectometer at the ISIS neutron source (30).

The position of the maximum indicates that the layer is 24A
�
thick and since the total

scattering length of the molecule is 441� 10�5 A
�
, the area per molecule is determined as

23A
� 2. This simple example shows how the two most important characteristics of the

surfactant layer may be determined. The method may be extended to cope with more

complex interfaces and to determine more detailed structural information.

13.25 Conclusion

We have discussed how light, X-ray and particularly neutron scattering can give useful

information on the structure of colloids and surfaces. Although the techniques do not give

‘real space’ images, the interpretation of scattering and reflection data in terms of structure

is reasonably direct. The data are generally obtained from the samples in an equilibrium

state and so are free from artefacts introduced by sample preparation or by the invasive

nature of the probe. Hence the methods outlined are widely used in colloid and surface

science. Potential users of the methods are encouraged to consult some of the books in the

bibliographywhere more detailed introductions may be found. Theweb pages of the central

facilities are also a useful source of further information, particularly about instrumentation.
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Optical Manipulation

Paul Bartlett

School of Chemistry, University of Bristol, UK

14.1 Introduction

Manipulating, analysing and organising the mesoscopic structure of materials is probably

the most challenging problem currently facing Soft Matter science. Soft materials, which

include polymers, colloids, microemulsions, micellar systems and their aggregates, are

characterised by a wide range of length scales, ranging from tens of nanometers to tens of

micrometres, forces from femtonewtons to nanonewtons and timescales which span

microseconds to hours. Organising material on these scales has traditionally only been

possible through a subtle chemical control of interactions and dynamics. However, in the

last two decades a new generation of optical techniques has emerged that allow soft matter

scientists to physically reach down into the microscopic world, grab, move and transform

dielectric objects at will, with almost nanometer precision. This chapter summarises the

ideas behind these new powerful optical manipulation techniques and highlights a few

recent applications in SoftMatter science.More detailed reviews of this area are included in

the articles by Grier (1) and Molloy and Padgett (2), while recent developments in optical

manipulation techniques have been summarised by Dholokia et al. (3).

14.2 Manipulating Matter with Light

Moving objects with light seems, at first sight, the stuff of science fiction stories.

Indeed ‘tractor beams’ play a big role in classic Sci-Fi tales such as Star Trek where the
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U.S.S.Enterprise’s laser beam is used to pull in crafts, tow another ship or hinder the escape

of an enemy spacecraft (4). The stories may be a little fantastical but the science is sound.

Light can move matter because photons carry a momentum. Each photon of wavelength l
has a momentum p¼ h/l, where h is Planck’s constant. Illuminating an object leads to a

change in the direction of light as a result of refraction, reflection and diffraction. The

incident momentum of the beam of photons is changed and so from Newton’s laws of

motion the object must also experience a force. Of course, the forces are not large enough to

move spaceships (unless the beam is phenomenally intense!) but for small objects, such as

micrometre-sized particles, the forces are sufficient to allow them to be moved at will.

A very simple calculation, illustrated in Figure 14.1, confirms the magnitude of optical

forces. Imagine a light beam of power P incident on a microscopic sphere. As every photon

carries an energy hn the number of photons incident on the particle per second is P/hn. If a
fraction q of the beam is reflected back then the momentum transferred to the particle leads

to a scattering force on the particle of

Fscat ¼ 2
P

hn

� �
� h

l

� �
� q ¼ 2qnP

c
ð14:1Þ

where c is the velocity of light and n is the refractive index of the medium. Inserting typical

values gives a crude estimate of the strength of optical forces. Assuming, for instance, a

100mW laser beam focused on a dielectric sphere of radius l, for which q is of order

0.05 (5), yields an optical force of about 40 pN.Although this force is obviously far too small

to move anything as large as a spacecraft, at the microscopic-level such piconewton-level

forces can have a very significant effect. To see this we need to consider the typical

magnitudes of forces found in colloidal systems.

Figure 14.2 shows schematically the range of typical forces encountered in soft matter

science. Rupture of covalent bonds requires forces of order 1–2 nN while forces of about

20–50 pN are sufficient to unravel polymer chains, convert DNA from a double helix to a

single-stranded chain, or to break most van der Waals interactions. Colloidal forces are

typically an order ofmagnitude smaller than the interaction forces betweenmicrometre-sized

colloidal particles and are on a scale of a few ten to hundreds of femtonewtons. Probably the

weakest forces encountered are those originating from gravity, where the sedimentation

force on a colloidal particle is typically a few femtonewtons. Optical techniques, as we shall

see below, may be used to apply and measure forces ranging between�10 fN and�100 pN,

making them ideally suited to the study and manipulation of soft matter.

The first three-dimensional optical traps were built by Arthur Ashkin working at Bell

Labs in the early 1970s (6). The trap consisted of two counter-propagating weakly diverging

laser beams, as shown schematically in Figure 14.3. At the equilibrium point the axial force

Figure 14.1 Optical scattering force on a sphere
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Fscat, generated by the scattering of photons from both beams, exactly balance and the

particle is stably trapped. Any motion along the axis leads to a net scattering force which

moves the particle towards the equilibrium point (Figure 14.3a). Although this might be

expected from our discussion above Ashkin saw, rather surprisingly, that the particle was

also confined radially (Figure 14.3b). This observation, although apparently mundane, is

key to the successful development of optical trapping techniques. It was the first demon-

stration that radiation pressure could also produce a transverse force component, which acts

perpendicular to the line of the beam. The transverse or gradient forceFgrad acts tomove the

particle to wherever the laser field is the highest. So in the case of the counter-propagating

trap any radial displacement of the particle is opposed by gradient forces generated by both

beams. The particle is stable against random displacements in all three dimensions and

‘optical trapping’ had arrived in the laboratory.

Figure 14.3 An optical trap generated by two counter-propagating beams. (a) At the equili-
briumposition the axial scattering forces Fscat generated by each beamexactly balance,while (b)
when the trapped particle is displaced radially there is an unbalanced lateral gradient force Fgrad.

Figure 14.2 The strengths of forces encountered in soft matter science
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While the counter-propagating trap worked, alignment was rather tedious and the need to

get optical access from two sides restricted its use. It was therefore a significant break-

throughwhenAshkin showed in 1986 (7) that the gradient forces produced near the focus of

a single tightly focused laser beam could trap a transparent particle in three dimensions. In

the last two decades, this technique, now referred to almost universally as ‘optical tweezers’,

has become a mainstream tool in nanotechnology and biology.

14.3 Force Generation in Optical Tweezers

To understand how a single tightly focused laser trap works, study Figure 14.4.

Figure 14.4 shows the passage of light rays as they travel through a transparent sphere

with a high index of refraction. At the surface of the sphere light is refracted and is bent

towards the normal on entry and away from the normal on exit, according to Snell’s law.

Each time the light ray is refracted there is a change in photon momentum and so from

Newton’s third law the particle will feel an equal and opposite force. Figure 14.4(a)

illustrates the case when the particle is displaced to the left of the centre of the beam. More

light is refracted to the left than to the right so the particle feels a net force directed to the

right and towards the centre of the beam. When the particle is moved up, away from the

beam focus, as shown in Figure 14.4(b), then light rays are refracted upwards which

generates a reaction force on the spherewhich pulls it towards the beam focus. The net effect

is that the motion of the particle is constrained in all three dimensions.

This ray optics approach gives remarkably accurate estimates for the strength of optical

trapping provided the sphere is significantly larger than the wavelength of the laser (8). For

smaller particles it is better to use arguments based on the strength of the electric field at the

trapped particle (9). Focusing a laser beam generates an intense electric field at the beam

focus, as shown schematically in Figure 14.5. The effect of the electric field is to polarise the

Figure 14.4 Force generation in a single-beam optical gradient trap
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trapped sphere and generate a time-dependent induced dipole m¼ aE, whose size depends
upon the polarisibility a of the sphere. Tofirst order, the polarisibility a of a sphere of radius r
varies like a� (np�nm)r

3, where np and nm are the index of refraction of the particle and

medium respectively. So a spherewith an index of refraction above that of the medium has a

positive polarisibility.

The effect of the oscillating induced dipole is two-fold. First it emits radiationwhich gives

rise to a scattering force on the particle. The intensity of light scattered is proportional to the

square of the induced dipole so the strength of the scattering force scales as the square of the

polarisibility, Fscat� a2E2� (np�nm)
2r6I where I is the laser intensity. Although not

apparent from this equation, Fscat is parallel to the direction of light propagation so the

particle is guided along the beam by the scattering force. The second effect arises from the

field gradient present near the beam focus. An aligned dipole, which consists of a separated

positive and negative centre of charge, feels no net force when placed in a uniform electric

field. However, in a spatially varying field the electric fields at the positive and negative

centres of charge differ so that there is a net force on the dipole. The strength of this gradient

force isFgrad�m!Ewhich using our earlier expression for the induced dipole is easily seen

as equivalent to Fgrad� (a/2)!E2 (! is the differential operator). The gradient force is

linear in the polarisibility and is directed towards the region of highest light intensity in the

casewhere aH 0. For stable three-dimensional trapping wemust concentrate on increasing

the gradient forces so that they exceed the scattering forces. This can not be done by simply

adjusting the laser intensity since both the scattering and gradient forces vary linearly with

intensity. Instead we need to maximise the intensity gradient near the beam focus. This is

most readily achieved by using a high numerical aperture microscope objective which

brings light from awide cone angle to a sharp focus. Finally,we emphasise that the refractive

Figure 14.5 A sphere trapped by the intense electric field at the focus of a single-beam gradient
trap
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index of the trapped particle must be higher than that of the surrounding medium to ensure

that the gradient force is directed towards the maximum intensity region. An air bubble or

generally a particle with a low-refractive index is expelled from the beam focus as the

gradient forces are reversed.

14.4 Nanofabrication

Optical tweezers offer a highly controlledway ofmanipulating soft matter systems. There is

no direct physical contact with the system so there is no possibility of contamination.

Furthermore the ability to remotely position colloids in spacemeans that it is nowpossible to

construct new classes of materials. One of themost exciting developments in optical tweezer

technology has been the creation of three-dimensional arrays of optical tweezers. These

multiple trap systems are created by using a computer-controlled liquid crystal spatial light

modulator to generate a highly controlled phase modulator. When illuminated with a single

coherent laser beam the outgoing reflected beam is preciselymodulated in phase so thatwhen

focused in the tweezer plane there is constructive interference between different parts of the

beam and an array of tweezers if generated. Using this technique (known as holographic

optical tweezers or HOT), more than nearly 2000 traps have been generated in a plane (10).

Holographic optical tweezers are computer controlled and can be reconfigured rapidly so

that the array of traps can be adjusted in space and the structure rotated or modified in real

time. Figure 14.6 shows, for instance, a sequence of video images of eight spheres trapped at

Figure 14.6 Eight silica spheres (diameter 2mm) trapped at the corners of tumbling simple
cubic lattice. (Reprinted with permission from Ref. (11). Copyright (2004) Optical Society of
America)
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positions corresponding to the corners of a ‘tumbling’ cube where the resolution of the

spatial light modulator allows the unit cell size to be set arbitrarily between 4 and 20mm.

Such controllable three-dimensional patterning is currently under active investigation as

a means of organising nanoparticles into photonic band-gap materials.

14.5 Single Particle Dynamics

For the last few decades much of what we know about the dynamics of soft matter has been

derived from bulk techniques such as light, X-ray and neutron scattering which measure the

properties of a statistically very large ensemble of particles (typicallyH 1012). The

averaging inherent in these measurements means that one can not measure the entire

distribution of particle properties. Single particle techniques offer a wealth of new data on

individual propertieswhich allowmuchmore stringent testing of ideas and also the potential

to reveal entirely new behaviour that is not discernible in averaged results particularly from

heterogeneous populations. In this sectionwe showhowoptical tweezer techniques allowus

to measure the dynamics of individual colloidal particles with nanometer spatial and

microsecond temporal resolution. We illustrate the power of this method by exploring the

heterogeneous dynamics of colloidal gels.

14.5.1 Measuring Nanometer Displacements

The three-dimensional position of a sphere held in an optical trap can be measured with a

resolution of a few nanometers using the four-quadrant photosensor depicted below.

The sensor relies on interference between the light scattered forward by the particle and

the transmitted trapping laser (12). Motion of the particle within the trap changes the

direction of the scattered light and so alters the interference pattern. The interference image

is projected onto a four-sector quadrant photodetector. The resulting photocurrents are

amplified and combined to yield voltage signals which are proportional to the x-, y- and

z-coordinate of the trapped sphere. Because of the intense illumination the resolution is very

high and using low noise electronics it is possible to achieve nanometer resolution over

a bandwidth from about 1 Hz to 10 kHz. Figure 14.7 shows the detector response when

Figure 14.7 Quadrant photosensor detection of particle displacement
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a sphere is scanned back and forth in 10 nm steps. Clearly the noise level is at the

nanometer level.

14.5.2 Brownian Fluctuations in an Optical Trap

Aparticle heldwithin an optical trap is in fact not fixed but fluctuates in position as a result of

a balance between thermal Brownian forces and the optical gradient and scattering forces.

The quadrant photosensor provides a very accurate picture of these thermal fluctuations.

Figure 14.8 shows an example of the chaotic random trajectory measured for a particle held

within an optical trap which can fluctuate about 50 nm around the optical axis.

Analysis of the time-dependent fluctuations of the trapped particle provides a quick and

accuratemethod to characterise the strength of the optical trap. Thegradient force provides a

restoring force which, over distances of several hundred nanometers, is a linear function of

the displacement x of the particle from the centre of the beam focus so that Fgrad¼�kx

where k is the stiffness or force constant of the optical trap. The trapped particle is

essentially bound by a weak spring to the centre of the trap. The particle, however, does not

oscillate (as it would in air or a vacuum) because the motion is heavily damped by the

surrounding viscous liquid medium. Figure 14.9(a) shows that the particle fluctuates on a

timescale of the order of 10 ms but the motion is very erratic as a consequence of random

solvent collisions. The statistics of the thermal fluctuations, however, reveal the nature of the

interaction between particle and optical trap. Spectral analysis (which reveals the strength of

each Fourier component) of the motion (shown in Figure 14.9b) shows a flat plateau at low

frequencieswith a high-frequency (v) Lorentzian decay (proportional tov�2), characteristic
of thermal fluctuations in a harmonic potential. The solid line shows that the measured

fluctuations are well described by theory. Similar information is obtained from the

Figure 14.8 The Brownian trajectory (measured for 0.8 s) of a PMMAmicrosphere of diameter
0.8mm held in an optical trap
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probability of finding the particle a distance x away from the beam centre, which is readily

calculated from the measured trajectory, an example of which is shown in Figure 14.9(c).

This distribution yields directly the optical trap stiffness k since from the Boltzmann law

P(x)¼A exp (�kx2/2kBT). Finally, Figure 14.9(d) depicts the mean-square displacement

(MSD) hDx2(t)i¼ h jx(t)�x(0) j 2i of the particle as a function of time. Fitting themeasured

MSD gives the stiffness of the optical trap as 6 fN nm�1. Consequently, a typical position
resolution of 1 nm equates to a force resolution of about 6 fN.

14.5.3 Dynamical Complexity in Colloidal Gels

Particulate gels, produced by adding a non-adsorbing polymer to a stable colloidal

suspension, play a wide role in industry. Gels are intrinsically complex, soft, multiphase

systems with an internal organisation or microstructure which varies with length scale. It is

this structural complexity which has frustrated previous attempts to link the bulk properties

of gels to what is happening on the individual particle scale. An understanding of this local

environment is critical for processing and understanding the long-term stability of these

materials. Particles with short-ranged attractions show an abrupt change in dynamics as the

volume fraction is increased. At the arrest transition, the system transforms from a viscous

liquid into a jammed, structurally disordered solid capable of sustaining a shear stress.

Since many commonplace materials such as foods, pesticides, coatings and cosmetics

consist of colloid or protein gels the molecular mechanism of arrest is a subject of intense

scientific debate. The scientific challenge is to explain the rich variety of arrested states seen

in protein and colloid gels. Optical tweezers provide a unique method to explore the very

different microenvironments present within a gel.

Figure 14.10 shows the trajectory of a single spherical titania particle trappedwithin a gel,

formed from equally sized (1.3mm), density and index-matched poly(methyl methacrylate)

spheres. The different microenvironments present within a gel sample are characterised by

Figure 14.9 The thermal fluctuations of a particle held within an optical trap
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positioning the probe particlewithin a pore and at the edge of the particle chains. As is clear

from Figure 14.10 the different microenvironments result in very different particle

dynamics. A scattering measurement, for instance, would average these different dynamics

together and not reveal the true heterogeneous nature of the system.

14.6 Conclusions

This chapter has provided a short introduction to the physics of optical tweezers and has

given a few simple applications of the technique to soft matter science. Optical tweezers can

now trap and orient large number of particles and measure their properties with high

precision. The optical toolkit is now in place. In the next few years, we can expect to see

these techniques rapidly developing to the point where they become mainstream, providing

researchers with the ability to control the microscopic world with unparalleled precision.
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15

Electron Microscopy

Sean Davis

School of Chemistry, University of Bristol, UK

15.1 General Features of (Electron) Optical Imaging Systems

The aim of any imaging system is to produce an image from an object. Generally this also

involves magnifying the image, but the main limitation on the maximum useful magnifica-

tion is the resolution, which is defined as ‘the smallest distance between two adjacent points

which can be seen as separate’. The human eye can distinguish features separated by

distances of�0.2mm. The resolving power of a light microscope is diffraction limited and

is given by Equation (15.1):

r ¼ 0:61l
m sin a

ð15:1Þ

where l is the wavelength of radiation, m is the refractive index and a is the semi-angle

subtended at the specimen.

Generally this corresponds to a resolution of about 200 nm, i.e. magnifications of around

1000�. Electron microscopy offers potentially improved resolution primarily due to the

shorter wavelength of electrons compared to light. When electrons interact with a specimen

a number of different signals can be produced, the most common of which are shown in

Figure 15.1.

Historically, the first electron microscopes to be developed were transmission electron

microscopes (TEM) in 1931; these electron optical systems being conceptually very similar

to light microscopes (see Table 15.1). As well as imaging, TEM is used to obtain
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crystallographic information about samples using electron diffraction. The first commercial

scanning electron microscope (SEM) was not produced until 1965. The two main types of

signal used for imaging in SEM are the low energy secondary electrons (SE) and elastically

scattered back-scattered electrons (BSE) (see Figure 15.2). Although the mechanism of

image formation is very different to TEM, the images are easy to interpret, and themachines

share a number of common components (electron gun, vacuum system, electromagnetic

lenses).

The design of conventional electron microscopes imposes a number of restrictions on

the nature of the specimens that can be imaged. The most obvious restriction is that in

conventional electron microscopy (SEM or TEM) the specimens have to be vacuum stable

(at room temperature and pressure the path length of electrons would only be a fewmm). In

addition the samples have to be stable to the electron beam (i.e. not thermally sensitive or

photosensitive). These restrictions can be particularly important when imaging colloidal

systems, and will be discussed further in the following sections.

Table 15.1 A comparison of optical and electron microscopes

Illumination Electron beam Light

Wavelength 0.0086 nm (20 keV)
0.0025 nm (200 keV)

750 nm visible

Construction Vacuum Atmosphere
Lens type Electromagnetic Glass
Aperture angle 35 mins 70�
Resolving power 0.2 nm �200nm
Magnification 10 – 1� 106; variable 10–200; fixed lens
Focussing Electronic Mechanical
Contrast Scattering, absorption,

diffraction, phase
Absorption, reflection,
phase, polarisation

Direct Beam 

Inelastically scattered 
electrons

Specimen

Secondary electrons

X-rays

Incident electron beam

Backscattered electrons

Elastically scattered 
electrons

Figure 15.1 Specimen electron interactions
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15.2 Conventional TEM

15.2.1 Background

In TEM the electron beam is passed through a thin specimen, and the transmitted image

is magnified and focussed. Because electromagnetic lenses behave as thin lenses, electron

optics can be treated similarly to light optics. However, for EM lenses, m¼ 1, and the

electrons are deflected through very small angles so sin a¼ a. Therefore, r¼ 0.61l/a.
Resolution increases as wavelength decreases (increased accelerating voltages), and also

as the objective lens aperture is made larger. For an instrument operated at an accelerating

voltage of 50 keV (l¼ 0.0055 nm) the theoretical resolution is r¼ 0.003 nm, which is

subatomic.

In fact the actual resolution obtainable is typically of the order of 0.2–0.3 nm. The

theoretical resolution is never obtained due to lens aberrations which are difficult to fully

compensate for in electron optical systems. The twomain sources which limit the resolution

are chromatic aberrations and achromatic (spherical aberrations). Both of these types of

aberration result in the electron beam being focussed in a range of positions along the

‘optical’ axis due to differences in the energy of the electrons (chromatic) or path length

travelled (achromatic). Although chromatic aberration can be reduced using monochro-

matic sources, inelastic scattering means the electrons emerging from the specimen have

a spread of energy. Thinner specimens and higher accelerating voltages reduce the number

of inelastic scattering events, and enable higher resolution imaging. Achromatic aberrations

can be reduced by using small objective apertures, i.e. selecting electrons close to the

‘optical’ axis. This also acts to increase contrast as electrons scattered through large angles

do not contribute to the final image. However, the theoretical resolution is decreased when

smaller objective apertures are used (a smaller).

Image contrast in the TEM results from threemechanisms, which can all contribute to the

image: mass/thickness, diffraction and phase. In brightfield imaging the objective aperture

is centred around the optical axis, and the size of the aperture determines the number of

Figure 15.2 Volume of interaction of electron beam with sample

Electron Microscopy 313



scattered electrons that contribute to the image. Thicker or higher density regions will

scatter electrons more and therefore appear darker in the image. If the specimen is

crystalline then the electrons may be diffracted, and the contrast will depend on crystal

orientation and strongly diffracting regions will appear dark. Phase contrast arises when

electrons of different phase are allowed through the objective aperture and contribute to

image formation. Asmost scattering events result in a change in phase, most images contain

some phase contrast as it is impossible to select a small enough objective aperture to exclude

all scattered electrons. If diffracted electron beams are allowed through this aperture

and interfere, a lattice image is produced which allows interplanar spacings of crystalline

materials to be directly measured from the image.

15.2.2 Practical Aspects

The main instrumental variables in terms of the operating conditions of the TEM are the

choice of accelerating voltage and objective aperture size.

Increasing accelerating voltage results in:

(i) increased specimen penetration

(ii) shorter electron wavelengths (better resolution)

(iii) reduced image contrast

(iv) reduced specimen damage.

Increasing objective aperture size results in:

(i) better theoretical resolution

(ii) reduced contrast

(iii) increased spherical aberration.

The actual conditions chosen are generally a compromise and depend on the nature of the

specimen and the information required (contrast vs. resolution).

TEM is a very powerful technique for obtaining information on colloidal systems. It is

routinely used for obtaining information on particle size, shape, dispersity and aggregation.

It can also provide analysis of internal structure, chemical composition and crystallographic

information. The most critical step in the analysis of colloidal systems is often the sample

preparation. As mentioned previously, a number of general restrictions (vacuum, thermal

and photostability) are placed on the specimen due to instrument design. For TEM analysis

further limitations are imposed on specimen dimensions. The specimens are usually

supported on 3mm diameter copper mesh grids, covered with a thin film of carbon or a

carbon-coated polymer film. Such support films are chosen because they are low atomic

weight, and amorphous, so minimise information loss in the image. In addition the sample

should generally be as thin as possible (G1mm) to allow transmission of electrons and to

minimise beam damage.

A wide variety of techniques are available to prepare samples for analysis in the TEM

(Table 15.2). However, all sample processing steps have the potential to introduce imaging

artefacts. Below are some selected examples of TEM studies on colloidal particles which

are used to highlight the range of information that can be obtained from simple dispersions

of colloidal particles and the additional information that can be acquired by some of the

indirect sample preparation methods.
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15.2.3 Polymer Latex Particles

Suspensions of small particles can be dried directly onto grids for examination in the TEM.

For particle sizing TEM is often used as a complementary technique, e.g. to light scattering.

Image analysis software allows a range of measurements to be performed on the particles

(Figure 15.3).

Assuming the aggregation of the particles is limited (e.g. by dilution of suspension), so

that individual particles can be readily distinguished, statistically significant measure-

ments on a number of particles can be performed relatively quickly. Aswell as aggregation

other possible artefacts are particle shrinkage, on drying and examination under vacuum,

and beam damage. The particles shown in Figure 15.3 are relatively large (�1100 nm)

so the contrast in the projected image arises from absorption/inelastic scattering. This is

fine for analysing external size and shape of these relatively stable particles. For more

thermally sensitive particles this may result in ‘melting’ under exposure to the electron

beam.

Table 15.2 Common methods of specimen preparation for TEM

Small particles
. Evaporation (Dispersions)
. “Dusting” (Dry powders)
. Electrostatic deposition
. Freeze-Etching

Bulk materials
. Ultramicrotomy
. Ion-Beam, chemical, electrochemical thinning

General
. Staining techniques
. ‘Decoration Techniques’
. Surface replication

Figure 15.3 Auto particle sizing of polymer latex particles
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15.2.4 Core/Shell Particles

TEM is particularly useful for directly imaging heterogeneous particles and allows the

determination of information in addition to the external diameter. For example, Figure 15.4

shows a nano-structured coating assembled onto a polymer latex particle (1).

The shell is less dense than the core so is readily discernible in the projected image.

Measurements of core diameter and shell thickness can be made, and in this particular

example used to determine the increase in shell thickness as each new layer of shell material

is sequentially added. However, after removal of the core, although the shells can still be

imaged, it is difficult to measure the shell thickness directly. Cross-sections of the shells

were prepared for TEManalysis by ultramicrotomy – a common technique for thinning bulk

materials for TEM studies. The dry shell material was embedded in a polymer resin in a

mould. Very thin slices (50–100 nm) of this sample were then cut using a diamond knife in

an ultramicrotome. The slices were collected on a grid and images of the shells in cross-

section were recorded on the TEM.

Figure 15.4 Layer by layer assembly of zeolite particles onto latex particles: (a) 3 layers,
(b) 5 layers, (c) ultramicrotomed thin section of shell after core removal. (Reprinted with
permission from Ref. (1). Copyright (2001) American Chemical Society)
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As well as methods to make thin samples for TEM analysis it is often necessary to

increase the contrast of material which cannot be imaged directly. The most common

method for doing this is using stains, which were developed to improve the contrast of

biological material in the TEM. The basic principle is that solutions of salts of heavymetals

(inherently high contrast) can be applied to TEM samples to increase contrast. Positive

stains act by interacting with specific functional groups (e.g. osmium tetroxide with

--C¼C--). Negative staining is an indirect method in which the stain solution is allowed

to dry on the grid. The heavymetal salts concentrate around the low contrast material on the

grid, allowing a ‘negative’ image to be obtained. For example, Figure 15.5 shows images

of the iron storage protein ferritin. Normally only the iron oxide (ferrihydrite) core is visible

when examined by TEM. If the sample is negatively stained with uranyl acetate, a halo

around the dense cores can be discerned, which corresponds to the protein shell. This

indirect imaging allows information on the core and shell diameter to be obtained.

However, again it must be remembered that any change in the physicochemical

conditions (pH, concentration, temperature, ionic strength) during sample preparation can

potentially change the nature of the colloidal system. For example, supramolecular

aggregate structures of surfactants and lipids can be particularly susceptible to alteration

during sample processing. For such labile systems the optimum technique is cryo TEM,

where the thin film specimen is first rapidly frozen by plunge freezing in liquid ethane or

propane and then the thin vitreous ice film is imaged at low temperature (liquid nitrogen)

using a cryo TEM holder.

15.2.5 Internal Structure

As discussed above, one of the key advantages of TEM is the ability to image the internal

structure of materials. TEM can be used to provide complementary information to other

techniques such as surface area measurements for porous materials, or XRD for crystalline

materials. However, the small sample volumes required for TEM means that when bulk

Figure 15.5 TEM image of the iron storage protein ferritin: (a) image of iron oxide cores,
(b) negatively stained sample to allow the protein shell to be imaged indirectly. Images courtesy
ofMei Li, School of Chemistry,University of Bristol. Reprintedwith permission. Copyright (2005)
Mei Li
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analyses are not possible for comparison, characterisation can be provided by TEManalysis

alone.

Over the last 10 years there has been considerable interest in meso-structured inorganic

materials prepared using surfactant aggregate structures as templates. TEM analysis of such

materials allows factors such as pore size, wall thickness, pore order, etc., to be determined

directly. Figure 15.6 shows a TEM image of a colloidal dispersion of silica MCM-41

particles.

Image processing and analysis can be used to get accuratemeasurements of the pore–pore

distance. For ceramic colloidal particles one common artefact is the sintering of aggregated

particles, e.g. condensation reactions of surface silanol groups on silica particles. The

related crystalline microporous zeolite materials are often extremely beam sensitive and

Figure 15.6 (a) TEM image of colloidal particles of MCM-41, (b) filtered image and (c)
corresponding linescan analysis of contrast variation
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tend to lose crystallinity on prolonged beam exposure. With these and other thermally

sensitive materials beam stability is improved by just imaging at low temperature, using a

cryo TEM holder.

Crystalline colloidal materials are usually characterised by TEM analysis of a number of

particles for size, shape, dispersity, composition and crystallinity (Figure 15.7).

Ultimately at high magnification the resolution of TEM allows lattice imaging of

individual crystalline particles. The demand for high resolution TEM instruments has been

driven in part by the explosion in interest in the synthesis and characterisation of

nanostructured materials. Improvements in instrument specifications such as field emission

guns, higher accelerating voltages, aberration corrected lenses and higher resolution digital

cameras have led to HRTEM becoming a more routine characterisation technique.

Figure 15.8 shows a high-resolution image of gold nanoparticles (�3 nm). The fringes in

the image correspond to the {200} lattice planes of gold (spacing¼ 0.2039 nm). As well as

the high-resolution imaging of individual particles it is also routinely possible to obtain

diffraction and X-ray analysis from isolated nanoparticles using electron beams of nominal

diameterG10 nm. This is particularly useful when characterising particles of varying size,

shape or composition. For example, Figure 15.9 shows a HRTEM image of a gold rod

Figure 15.7 (a) TEM characterisation of colloidal gold suspension, (b) corresponding electron
diffraction pattern and (c) energy dispersive X-ray analysis spectrum (Cu peaks from support
grid). (Reprinted with permission from Ref. (4). Copyright (2003) Macmillan Publishing Ltd)
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Figure 15.9 HRTEM image of gold nanorod viewed down the h112i/h100i zone showing
continuous {111} fringes (d¼ 0.236 nm) parallel to the direction of elongation. The fringes
are modulated in the central region of the twinned crystal into wider stripes due to double
diffraction arising from the superposition of twin domains aligned along different zones (scale
bar, 5 nm). (Reprinted with permission from Ref. (2). Copyright (2002) Royal Society of
Chemistry)

Figure 15.8 HRTEM image of gold particles (scale bar 5 nm)
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prepared by a seeded growth technique, from the particles shown in Figure 15.8 (2). From

such images it was possible to determine that the rods were not single crystalline particles,

but were in fact multiply twinned. Ultimately such insights allow for the improvement

and optimisation of the synthesis to improve the yield of the desired anisotropic rod-like

particles.

15.3 Conventional SEM

15.3.1 Background

In SEM the electron beam is scanned across the specimen surface point by point. The signal

collected from each point is used to construct an image on the display, with the cathode ray

tube beam and the column beam following a synchronised scanning pattern. Thus the

displayed image is the variation in detected signal intensity as the column beam is scanned

across the sample. The ultimate performance of the SEM is limited by the beam diameter.

The lenses in the SEM do not magnify the image, they demagnify the beam. The condenser

lens reduces the beam diameter from 50mm to �5 nm. The image is focused by adjusting

the final lens such that the beam has the minimum diameter at the specimen surface. The

magnification is given by the simple relationship between the width of specimen scanned

relative to the width of displayed image.

15.3.2 Types of Signal

Secondary electrons are produced when incident beam electrons knock out loosely bound

conduction electrons. Due to the low energy of secondary electrons (G50 eV) they can only

escape if they are within �10 nm of surface (Figure 15.2). The detected signal intensity

depends on the angle between the beam and the specimen. These two factors mean that the

secondary electron signal provides the highest resolution topographic information.

In contrast, the back-scattered signal is produced by elastically scattered electrons,

deflected through angles between 0� and 180� by atoms within the specimen. Those

scattered through greater than 90� can re-emerge from the specimen surface still with a high

energy. Under similar operating conditions the signal will be produced from a larger volume

than the secondary electron signal so will give lower resolution topographical information.

However, scattering events are more likely with atoms of higher atomic weight (or if the

incident electron has low energy) so the signal can be used to give qualitative compositional

information in heterogeneous samples.

15.3.3 Practical Aspects

SEM is used to look at the surface structure of materials with a resolutionG2 nm. Thus it

can be used for determining particle size, shape and dispersity, (Figure 15.10) as well as

chemical composition and distribution from the characteristic X-ray signal.

In the SEM, unlike the TEM, the sample dimensions are restricted purely by the physical

size of the column rather than the size of lenses and apertures. Typically sample holders are

in the region of 10–40mm in diameter, and obviously the specimens can be a lot thicker. It is

generally as easy to look at bulk specimens as it is thin films or dispersions. As well as the

general stability criteria of the specimens that can be routinely imaged, non-conducting
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specimens have to be coated in a thin conductive film (C, Au, Pt/Pd). This prevents charge

build up on the specimen, and the associated image distortion (Figure 15.11).

The main instrumental operating conditions that can be varied are accelerating voltage,

scan speed, spot size/beam current, aperture size, working distance and tilt.

The accelerating voltages used in the SEM are lower than for TEM, typically between

1 and 30 kV. The choice of voltage depends on the nature of the specimen material and the

Figure 15.10 SEM image of polydisperse latex sample

Figure 15.11 Powdered sample showing effects of specimen charging on image quality
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magnification range and image resolution required. Generally for high-resolution work

small beamdiameters are needed, thus high accelerating voltages are used to produce a good

emitted signal for image formation. However, high accelerating voltages in SEM result in

increased specimen penetration (e.g. Al 5 keV ! 1 nm, 30 keV ! 10 nm). Image infor-

mation is produced from deeper within the specimen, so surface detail is lost and the chance

of specimen damage is increased.

One of the main advantages of SEM over light microscopy is the increased depth of field

(range of positions of object for which eye can detect no change in sharpness of image).

For example, at an image magnification of 100�, the depth of field in the SEM is �1mm,

compared with 1mm in the optical microscope. A small aperture gives larger depth of field,

as well as increased resolution. Short working distances are also used for high-resolution

work, but this reduces the depth of field. For back-scattered electron imaging and X-ray

analysis larger apertures and beam diameters are used to increase the beam current and

hence yield of signal. Again, the increased beam current can lead to specimen damage

(Figure 15.12) (3).

The scan speed is essentially increased to improve signal to noise ratio when recording

images and focussing. For finding areas of interest a fast refresh rate is used (25 frames s�1).
The yield of secondary electrons detected can be improved by tilting the specimen

(Figure 15.13), but this causes image distortion (however, particle sizes can still be

determined from the images).

Another advantage of the SEM is that the characteristic X-rays detected can be plotted as

an elemental composition image (Figure 15.14). Due to the larger volume from which the

X-rays emerge from within the sample the resolution of these elemental maps is less than

the corresponding SEM image. However, they can prove useful for determining the

homogeneity of samples.

Figure 15.12 Damage to surface of a starch gel induced by high beam currents. (Image
courtesy of Sean Davis. Reprinted with permission from Ref. (3). Copyright (2005) Sean Davis)
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In SEM the use of field emission guns (FEG) has resulted in improved resolution

(Figure 15.15). With a resolving power of the order of a few nm, it is possible to routinely

image individual particles within aggregate structures.

For example, the homogeneity of coverage of nanostructured thin films on solid

substrates can be ascertained without all the associated sample preparation required for

TEM analysis. Over the last decade a number of improvements to instrument design have

been associated with developing non-conventional instruments which can image samples

in their native state. Traditional methods of preparing hydrated samples for EM analysis

Figure 15.14 Calcium phosphate precipitates grown on a titania substrate: (a) original image,
(b) titanium, (c) calcium and (d) phosphorus images

Figure 15.13 Tilting spherical polymer latex specimen to improve signal results in image
distortion
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include freeze-drying and critical point drying. Although these techniques reduce structural

damage caused by surface tension effects associated with air-drying wet samples, both have

limitations. For example, the solvent exchange steps required to dehydrate samples prior to

critical point drying (and also embedding material for sectioning) can result in some loss of

structure or solubilisation of certain components. The technique of cryo SEM can minimise

further the production of artefacts or loss of structure during specimen processing. Like cryo

TEM, the first step is rapid freezing of the sample. The specimen is then transferred into

a cooled specimen chamber, sputter coated and imaged.

The development of environmental SEMs has expanded further the range of information

that can be obtained from samples (4). The gun is still maintained at high vacuum but a

differential pumping system allows a low pressure of gas around the sample. Secondary

electrons are used for image formation, and the resolution of these instruments is �5 nm.

The advantage of environmental chambers is that for insulators no conductive coating is

required. In addition, if the gas is water hydrated specimens can be imaged. Controlling the

temperature allows the state of hydration to be varied, thus dynamic processes such as

aggregation and film formation can be studied (Figure 15.16).

Finally, a novel specimen holder has been developed to allow the imaging of samples in

their hydrated state (5). The specimen capsules have a vacuum-resistant, electron-trans-

parent membrane which also permits compositional analysis by EDX. Small volumes of

suspension are applied to the membrane, and then the holder is sealed. Images are produced

using high-energy back-scattered electrons (secondary electrons produced from the speci-

men are absorbed by the membrane). The detected signal is produced from particles close

to or adsorbed on the membrane. Potential applications include imaging cells, emulsions,

suspensions, creams, etc., with the obvious limitations of solvent compatibility and

adherence to the membrane. An example is shown in Figure 15.17.

Figure 15.15 FEG-SEM image of a resolution test specimen (gold on carbon)
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Figure 15.17 BSE images of an aqueous suspension of 200 nm silica and 30 nm gold particles
(Quantomix capsule)

Figure 15.16 ESEM image of partially dehydrated film forming latex particles prior to coales-
cence. (Reprinted with permission from Ref. (4). Copyright (2003) Macmillan Publishing Ltd)
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15.4 Summary

Although conventional SEM and TEM are well-established techniques, improvements in

microscope design and new techniques continue to be developed. Currently a lot of these

developments are being driven by the differing EM requirements of bio- and nanotechnol-

ogists. However, colloid scientists stand to benefit from these improvements as the range of

techniques available for imaging soft matter and small particles increases.

The following texts are useful general references:

. Electron Microscopy and Analysis, P.J. Goodhew

. The Operation of Transmission and Scanning Electron Microscopes, D. Chescoe and

P.J. Goodhew
. Environmental Scanning Electron Microscopy, Philips
. The Principles and Practice of X-ray Microanalysis, Oxford Instruments
. A Guide to Scanning Microscope Observation, Jeol
. www.matter.org.uk
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Surface Forces

Wuge Briscoe

School of Chemistry, University of Bristol, UK

16.1 Introduction

Colloids are ubiquitous in industrial processes and products and in natural biological

systems (c.f. Table 1.2 in Chapter 1), whereby colloidal particles are in close proximity to

each other. The properties of these products, the efficacy of these processes and our

understanding of many biological phenomena are largely determined by the interactions,

called surface forces, between the colloidal particles in close range.

It has transpired in earlier chapters of this book that there are a number of different types

of surface forces acting between colloidal particles. These include van derWaals forces and

electric double layer forces (Chapter 3), and polymer-mediated surface forces (Chapters 8

and 9). In addition, we also often encounter in the literature hydrophobic interactions,

structural forces, hydration forces, adhesion, capillary forces and so on. Such classifications

are somewhat arbitrary and really only for our convenience of distinguishing between them.

These surface forces betweenmacroscopic bodies all originate from the forces on an atomic

or molecular level.

16.1.1 Intermolecular Forces

There are four fundamental forces in nature: the strong and weak interactions between

elementary particles, and the universally present gravitational and electromagnetic forces.
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Intermolecular forces are electromagnetic forces, and can be further loosely divided into

three categories according to their range.

1. Coulomb forces are the electrostatic interactions between permanent charges and

dipoles, and have a long range.

2. Polarisation forces, giving rise to the van der Waals forces, arise from interactions

between dipoles in atoms and molecules induced by nearby charges and permanent

dipoles. van der Waals forces are considered long ranged on a molecular scale but short

ranged on a colloidal scale.

3. Very short-ranged forces of quantum mechanical nature include chemical bonds and

steric or Born repulsions due to Pauli’s exclusion principle.

The exact expressions for these intermolecular forces are complex (1, 2), and the Lennard-

Jones (L-J) potential is often used to describe the interaction energy or ‘pair potential’W(r)

between two molecules a distance r apart,

WðrÞ ¼ � C

r6
þ B

r12
ð16:1Þ

where C and B are the constants respectively for the (negative) van derWaals attraction and

the (positive)Born repulsion.Although semi-empirical, the L-J potential couldwell account

for the interactions between two neutral molecules (not engaging in the chemical bonding

process). For instance, we could split the constant C into three terms,

C ¼ CKeesom þCDebye þCLondon ð16:2Þ

to account for the three van der Waals components: the Keesom energy (interactions

between two permanent dipoles), the Debye energy (interactions between a rotating dipole

and an instantaneous dipole it induces) and the London dispersion energy (interactions

between two instantaneous dipoles).

Many familiar macroscopic physical properties of matter can be appreciated by consid-

ering the intermolecular forces above. For instance, the boiling point of a (non-hydrogen

bonding) liquid indicates the thermal energy required for themolecules to escape the van der

Waals attraction between them (i.e. the first term in the L-J potential in Equation 16.1).

Meanwhile, its melting point reflects the ability of its molecules to pack into a lattice,

which depends largely on the size and shape of the molecules – these in turn are determined

by the short-range intermolecular repulsion (the second term in the L-J potential in

Equation 16.1). The same repulsion also gives rise to the excluded volume effect of the

polymer monomers discussed in Section 7.6.4.

16.1.2 From Intermolecular Forces to Surface Forces

In theory, we could obtain the surface forces between colloidal particles by summing the

intermolecular forces between all the constituent molecules in the system, including the

interveningmediumbetween the colloidal particles. If this is done, and aswe know fromour

established experimental understanding, the intermolecular and surface forces differ in a

number of aspects, here we highlight three most distinct features of surface forces: their

range, the surface dominance and the confinement effect on the intervening medium.
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16.1.2.1 Surface Forces are much Longer Ranged than Intermolecular Forces

Firstly, the range of surface forces is much longer than that of their originating intermolec-

ular forces. To illustrate this, we consider only the van der Waals term in the L-J potential

(Equation 16.1),

WðrÞ ¼ � C

r6
ð16:3Þ

If the attraction between two atomic ormolecular species at a distances (of somemolecular

dimension) isW(s)¼�1/s6, then at 2s, its magnitudeW(2s)¼�1/(2s)6 falls by a factor of
26¼ 64 already. In general, the intermolecular van der Waals forces are ‘felt’ in the range

r� 0.2 nm to several nm.

We will compare this with that for two spherical colloidal particles of radii R1 and R2

respectively at a surface separation D apart (thus the centre-to-centre distance c¼R1þ
R2þD), as illustrated in Figure 16.1(b). We are most interested in the case when the

particles are in close proximity, i.e.R1,R2�D. The total van derWaals interaction energy is

obtained via the integration of the interactions between all the molecules over the volumes

of the two colloidal particles,

WðDÞ ¼
ð
v1

dv1

ð
v2

dv2r1r2
�C

r6

� �
ð16:4Þ

where ri and vi are the number density of molecules and the volume of sphere i. To carry out

this summation, we follow the approach of Hamaker (3) by first calculating the interaction

between a point molecule P and the sphere R1 at a surface separation D (Figure 16.1a).

Consider a thin shell (hatched in Figure 16.1) of thickness dr cut out by a sphere centred at

P of radius r. The cut-out angle u0 is defined by

R2
1 ¼ b2 þ r2 � 2R1rcos u0 ð16:5Þ

Figure 16.1 (a) A molecule P interacting with a sphere of radius R1 centred at O1; (b) two
spheres of radii R1 and R2 interacting with each other
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and the summation of the interaction between P and this thin shell volume is (c.f.

Equation 16.3)

dWðrÞ ¼ �r1dv1
C

r6
ð16:6Þ

The volume of the thin shell dv1 is, using Equation (16.5),

dv1 ¼ shell surface area� shell thickness

¼ 2

ðu0
0

pr2sinudu
� �

dr

¼ pr
b

R2
1 � bðb� rÞ2

h i8<
:

9=
;dr

ð16:7Þ

and the interaction energy between P and sphere R1 is

W1ðDÞ ¼
ð
dWðrÞ ¼

ðDþ 2R1

D

�r1dv1
C

r6

� �
¼ �

ðDþ 2R1

D

r1C

r6
pr
b

R2
1 �ðb� rÞ2

h i
dr

ð16:8Þ
Once this is done, the interactions between two spherical particles in Figure 16.1(b) can be

obtained in a similar fashion by considering the interaction between sphere R1 and a cut-out

thin shell in sphereR2 at r away from the centreO1. FromEquation (16.4), the sphere–sphere

interaction energy is

WðDÞ ¼
ð
v1

dv1

ð
v2

dv2r1r2
�C

r6

0
@

1
A

¼
ð
v2

W1ðDÞr2dv2

¼
ðcþR2

c�R2

W1ðDÞ pr
c

R2
2 �ðc� rÞ2

h i
dr

ð16:9Þ

This finally gives

WðDÞ ¼ � p2r1r2C
6

2R1R2

c2 �ðR1 þR2Þ2
þ 2R1R2

c2 �ðR1�R2Þ2
þ ln

c2 �ðR1 þR2Þ2
c2 �ðR1 �R2Þ2

" #
ð16:10Þ

For two spheres of equal radius, R1¼R2¼R, the above equation reduces to Equation (3.1)

in Chapter 3 (where x¼D/2R); for two such colloidal particles in close proximity, i.e.

D�R, it further simplifies to the familiar form for the van derWaals interaction free energy

between two spheres of equal radius R,

WðDÞ ¼ �AR

12

1

D
ð16:11Þ

332 Colloid Science: Principles, methods and applications



where A is the now well-known Hamaker constant,

A ¼ p2r1r2C ð16:12Þ

Comparing Equations (16.3) and (16.11), we recognise that, as a result of summation over

the volumes of the two interacting colloidal particles, the inter-surface van der Waals

interaction energy varies as 1/D, much less rapidly than the 1/r6 decay between two

molecules. This result holds generally for the argument of surface interactions, and as a rule

of thumb, surface forces operate in the range from intimate contact to some 100 nm. In

addition, we also note that the interaction in Equation (16.11) depends on the size (and

indeed the geometry) of the particles, a point that is relevant when the measurement of

surface forces is carried out and which we shall address shortly.

16.1.2.2 Colloidal Forces are Dominated by the ‘Surface’

We see in Equation (16.11) that, in the limit of close proximity between two colloidal

particles, the van der Waals interaction is a function of the surface separation, not of the

centre-to-centre distance. In the case of the electric double layer force (c.f. Chapter 3), it

arises from the surface charge either due to adsorption of charged species or due to

dissociation of some ionisable surface groups (c.f. Chapter 2). Indeed, surface forces are

dominated by the surface molecules. Hence, it is no coincidence that surfactants and

polymers are commonly added to the system to mediate desired surface forces, as they

readily anchor on the colloidal particle surface to form a surface layer, thereby modifying

the surface properties of colloidal particles and hence their interactions.

This surface effect is also felt by the molecules of the intervening medium immediately

adjacent to the surface. The van der Waals force field tends to densify them at the surface;

surface charges universally present on colloidal particles in aqueous media tend to orient

water molecules to form a tenacious yet fluid hydration layer; a hydrophobic colloid surface

could induce nucleation of nanobubbles on the surface. All of these surface-induced effects

could have direct and profound influence on the surface forces.

Considering above, it is thus pertinent we term the inter-colloidal particle forces surface

forces.

16.1.2.3 Molecules of Intervening Media Experience Confinement by Surfaces

Because of their macroscopic size as compared with molecules, when colloidal particles

come to a surface separation of a fewmolecular diameters, they create a nano-cavity. Under

this condition, the confined molecules of the intervening medium can no longer be

considered as a continuum – since the space between the confining walls is comparable

with the molecular size – and the surface forces in this regime are very different to those at

larger surface separations.

16.1.3 Why Measure Surface Forces?

We have carried out a summation of the van der Waals interaction between two spheres in

Section 16.1.2.1. However, in practice, due to the lack of the prior knowledge of a system
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and the large number and many types of molecules involved, such a summation often

cannot be easily performed.Measurement of surface forces is a directway to find out about

surface interactions experimentally, and it is clearly relevant to our understanding of

colloidal stability, an issue that must be considered in every industrial process involving

the colloidal state. By measuring the forces required to separate two surfaces from

intimate contact, we could obtain the adhesion energy between the surfaces. In addition,

given that surface forces are very sensitive to the surface condition, in particular to the

structures of the surfactants and polymers on the surface, by studying the surface forces

they mediate we can learn a great deal about these surface structures. For instance, a small

volume fraction (a few percent) of polymer adsorbed on a surface is rather challenging for

any scattering technique to ‘see’ (c.f. Chapter 8.4.1), but it would result in a detectable

surface force when two such surface polymer layers begin to interact. Furthermore, the

effect of confinement on the interveningmedium can also be studied, in fact quite uniquely

so, through surface forcemeasurement.With the advancement of nanotechnology, there is

a continuous drive for smaller and smaller components. The surface to volume ratio

associated with this process ever increases, and so does the importance of the considera-

tions of the surface interactions involved.

16.2 Forces and Energy; Size and Shape

Hitherto, the terms surface forces F, interactions and interaction free energy W have been

used in an interchangeable manner, although they are indeed different but related to each

other. Experimentally,we oftenmeasure the forcesF(D) between two bodies as a function of

their surface separationD, which should be size and geometry dependent. Theoretically, it is

most convenient to calculate the interaction free energy per unit area Wa(D) between two

parallel planar surfaces. In this section we will clarify the links between these terms and

between interactions associated with different geometries.

16.2.1 Pressure, Force and Energy

Firstly, the surface force F(D) between two colloidal particles at a separation D has its

corresponding ‘interaction free energy’W(D). Here ‘interaction’ means it is the separation

dependent components of the energy, and ‘free’ means that the system is at thermodynamic

equilibrium. Thus,W(D) is the work required to bring two colloidal particles from infinity

(where there is no force) to the separationD, integrating the surface forces this work is done

against from infinity to D, i.e.

WðDÞ ¼
ðD
1
FðDÞdD ð16:13Þ

and conversely, the surface force is the separation variation (i.e. the negative gradient) of

W(D),

FðDÞ ¼ � dWðDÞ
dD

ð16:14Þ
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The above relations hold similarly for the corresponding pair of quantities: pressure P(D)

(force per unit area) and interaction free energy per unit area Wa(D),

WaðDÞ ¼
ðD
1
PðDÞdD ð16:15Þ

and

PðDÞ ¼ � dWaðDÞ
dD

ð16:16Þ

16.2.2 The Derjaguin Approximation

The above F(D)–W(D) and P(D)–Wa(D) relations are formal, regardless of the size and

geometry of the interacting colloidal particles. However, in practice we would like to relate

F(D) measured between two spheres (or a sphere against a flat in the case of AFM; or

between two crossed cylinders in SFA) toWa(D) between two planar surfaces which is the

quantity often calculated in theory. This would also enable us to compare our results from

different experiments and from different experimental techniques employing different

geometries. This important F(D)–Wa(D) cross geometry comparison is facilitated by the

well-known Derjaguin approximation, which will be presented below in an approach taken

by Horn (4) that gives a clear dissemination of the approximation.

16.2.2.1 Four Approximations in the Derjaguin Approximation

Let us assume two spherical colloidal particles of radii R1 and R2 at a surface separation D

apart, as illustrated in Figure 16.2. To obtain the total surface forcesF(D) between these two

particles, we integrate the forces between a circular element strip of area 2pydy on the upper
surface and the lower surface,

FðDÞ ¼
ðZ¼DþR1

Z¼D

ð2pydyÞf ðZÞ ð16:17Þ

where f(Z) is the force per unit area. There are indeed four approximations in deriving the

F(D)–Wa(D) relation in the Derjaguin approximiation.

R2

R1

D D

D

z1

z1

yyy

Z Z

dydy

Figure 16.2 The Derjaguin approximation
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The first one is the ‘flat-for-curved’ approximation, for which we take three steps.

1. We divide the curved circular region into incremental area elements.

2. Replace each of these curved elements with a flat element parallel to the plane that is

tangential to the point of the closest approach, so that the curved circular strip becomes a

flat ring of width dy.

3. Replace the second surface (R2) with a semi-infinite flat surface at the separation Z

directly opposite to the flat area element – a reasonable approximation for R1, R2�D.

The second approximation is the ‘parabolic surface’ or Chord Theorem approximation, in

which the surface curvature is assumed to be parabolic. This is reasoned from the relation,

R2
1 ¼ ðR1 � z1Þ2 þ y2 ð16:18Þ

and for R1�D (and thus R1� z1), this gives,

z1 � y2

2R1

ð16:19Þ

and similarly,

z2 � y2

2R2

ð16:20Þ

Thus,

Z ¼ Dþ z1 þ z2 � Dþ y2

2R1

þ y2

2R2

ð16:21Þ

This gives,

dz ¼ y

R
dy ð16:22Þ

where

R ¼ R1R2

R1 þR2

ð16:23Þ

Substitution of Equations (16.22) and (16.23) into Equation (16.17) leads to

FðDÞ ¼ 2pR
ðZ¼DþR1

Z¼D

f ðZÞdZ ð16:24Þ

The third approximation is the ‘range’ approximation, assuming that the range of the

surface force is small compared with the size of the two spheres, R1 and R2. Thus, we can

replace the upper integration limit in Equation (16.24) with infinity, and bearing in mind

Equation (16.15) and the fact that f(Z) is the force between a unit area of the upper surface

and the entire lower surface (now approximated as a semi-infinite planar surface), we obtain

FðDÞ ¼ 2pR
ð1
D

f ðZÞdZ ¼ 2pRWAðDÞ ð16:25Þ
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whereWA(D) is the interaction free energy between a unit area and a semi-infinite surface

D apart.

The fourth approximation is the ‘unit area’ approximation, where we assume that the

interaction free energy between two unit areas Wa(D) is very similar to WA(D), i.e.

WaðDÞ � WAðDÞ ð16:26Þ

a very good approximation for surfaces in close proximity. Hence, we finally arrive at the

Derjaguin approximation,

FðDÞ ¼ 2pRWaðDÞ ð16:27Þ

16.2.2.2 Derjaguin’s Approximation for Different Geometries

Equation (16.27) has been derived for two spheres, and can be easily adapted to other

geometries. For two spheres of equal radius, R1¼R2¼R, it becomes

FðDÞ ¼ pRWaðDÞ ðfor two sphere of equal radius RÞ ð16:28Þ

For a sphere of radius R1¼R against a planar surface (as employed in colloidal atomic

force microscopy (AFM)), we set R2�R1 in Equation (16.23), and it gives

FðDÞ ¼ 2pRWaðDÞ ðfor a sphere of radius R against a planar surfaceÞ ð16:29Þ

For two cylinders of radii R1 and R2 atD (closest approach) from each other with their axes

crossed at an angle u, it can be readily shown that

FðDÞ ¼ 2p
ffiffiffiffiffiffiffiffiffiffi
R1R2

p
sin u

WaðDÞ ¼ 2pRcWaðDÞ ðfor two cross cylinders at an angle uÞ
ð16:30Þ

where Rc is the effective radius,

Rc ¼
ffiffiffiffiffiffiffiffiffiffi
R1R2

p
sin u

ð16:31Þ

We would like to consider in on its own a special case where R1¼R2¼R and u¼ 90�,
that is, the two cylinders are of equal radius and crossed orthogonally as shown in

Figure 16.3(a), since this geometry is employed in the surface force apparatus (SFA).

Setting these parameters accordingly in Equation (16.30), we see that its Derjaguin

approximation expression is identical to that for a sphere against a flat (Equation 16.29).

To prove the above geometrical equivalence, we need to establish that, for all pairs of

points (e.g. A and B in Figure 16.3) directly opposite each other on two cylinder surfaces

whose projections in the top view reside on a circle of radius r with r2¼ x2þ y2 (c.f.

Figure 16.3c), the separation Z between them should be constant, just as in the case of a
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sphere against a flat plate (c.f. Figure 16.3d). Similarly to Equation (16.21), Z is defined as

(c.f. the side view in Figure 16.3b)

Z ¼ Dþ z1 þ z2 � Dþ x2

2R
þ y2

2R
¼ Dþ 1

2R
ðx2 þ y2Þ ¼ Dþ 1

2R
r2 ð16:32Þ

which indeed is constant for a particular r value at a separation D, and this geometry is

equivalent toasphereofradiusRatDawayfromaplanar surface,asdepicted inFigure16.3(d).

Thus,

FðDÞ ¼ 2pRWaðDÞ ðfor two orthogonally crossed cyliners of equal radius RÞ
ð16:33Þ

This is whywewould plot the force–distance curve as F/R vs.Dwhen reporting results from

the colloidal AFM (a sphere against a flat) and SFA (two crossed cylinders), so that the data

from these two techniques are directly comparable.

16.2.2.3 Limitations of Derjaguin’s Approximation

The Derjaguin approximation holds remarkably well for colloidal particles in close range

and it does so even when one or two of its four approximations are challenged. Precautions

should, however, be exercised under some experimental conditions, and these include

x
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y
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B B
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r

R

R

DD
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z2

(a) (b)

(c) (d)

R

R

r

R

D

z= z1+ z2

Top view

Side view

A

B

Z

Z

A(B)

Figure 16.3 Orthogonally crossed cylindrical geometry in an SFA (a)–(c) and its geometrical
equivalence of a sphere vs. a planar surface (d)
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electrical double layer interactions between small colloids in non-polar media (see below)

where the range of the surface forces is very long – comparable to the size of colloidal

particles. Another situation involves the interpretation of the surface forcesmeasured with a

sharp tip which would invalidate the assumption R�D, which will in turn compromise the

‘flat-for-curved’ and ‘parabolic surface’ approximations above.

16.3 Surface Force Measurement Techniques

When carefully conducted and interpreted, direct force measurements can yield fruitful

information on the solid–liquid interface (1, 5). An absolute force as small as some 10�12 N
can be detected with great precision routinely using modern microbalance technology.

However, in colloid science, themeasured force between two surfaces can tell a ‘meaningful

story’ only when the surface separation at which it is detected, and subsequently, its

variation with the separation, can be established as well. Considerable effort has been

dedicated to achieving this, and various techniques have been developed. Comprehensive

reviews on the subject exist in the literature (e.g. the review by Claesson et al., (6)), and only

a brief account is given here, emphasising the underlying principles.

16.3.1 Optical Tweezers

In principle, the force is measured by gauging it with a known force, and different choices

and implementations of the gauge in different techniques determine their sensitivity

and suitability, and in turn, their applicability. When the technique of optical tweezers

(Chapter 14) is adapted to force measurements (7, 8), this gauge is the thermal fluctuation

energy kT, and it is particularly suitable for detecting the interaction between particles of

colloidal dimension in pure water. In this case, a pair of dielectric colloidal particles are

trapped and brought close to each other by two separate, tightly focused laser beams

impinging upon them. The trapping occurs due to the fact that the induced dielectric dipole

in the particle by the laser beam senses the gradient of the electromagnetic field intensity of

the beam, and is drawn to the brightest region, i.e. the central axis of the beam (9–11). Once

the laser beams are switched off, the particles are released from the optical traps and

fluctuate about their equilibrium positions. The probability pn(D) of finding the particles at a

centre-to-centre separationD is related to the total interaction free energyWtotal(D) between

them as gauged by kT,

pnðDÞ ¼ Wexp �WtotalðDÞ
kT

� �
ð16:34Þ

whereW is a constant. The probability function pn(D) can be established by switching on and

off (or blinking) the laser beams numerous times, and taking the snapshots of the trajectories

of the particles with different initial separations using the method of digital video

microscopy facilitated by a rigorous image processing algorithm (12). The limited resolu-

tion of the particle separation determination, currently 	50 nm, is due to its reliance on

digital video microscopy, but the blinking optical tweezers remain as one of the few

techniques available for direct force measurements between colloidal particles (a few

hundred nm to a few mm in diameter).
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16.3.2 Total Internal Reflection Microscopy (TIRM)

This limitation in the separation determination is overcome in the total internal reflection

microscopy (TIRM) as developed by Prieve et al. (13), which also employs kT as the gauge

for the interaction free energy between, in this case, a colloidal particle and a plate in an

aqueous medium. A colloidal particle (3� 30 mm in diameter) is allowed to settle above a

transparent plate due to its gravity, and to fluctuate about its equilibrium position. The

transient separation at which the particle appears can be sampled with 1 nm resolution from

the scattered light intensity by the particle when it is illuminated with an evanescent wave,

which is produced when a laser beam is incident upon the plate–liquid interface with an

angle of incidence greater than the critical angle. The total interaction free energy between

the particle and the plate still obeys Equation (16.34), but now with an additional gravity

component, which can be determined with ease from the linear part of the interaction free

energy profile. pn(D) in this case is established from the probability of the observation for

different light intensities, if a large enough number of observations is made. TIRM enjoys

both sensitivity in the magnitude of the force detectable and relatively high resolution in the

separation determination, and it is particularly suitable for probing the long-range tail of

weak interactions. However, it suffers a compromise in that the separation range of the

interaction accessible to the technique is limited by how close the particle can settle to the

plate, that is, by the gravitational force. This may be circumvented to a certain extent by

exerting an additional variable optical force on the particle, thus expanding the range of the

interaction that can be probed.

16.3.3 Atomic Force Microscope (AFM)

In the territory of the detection of colloidal forces, TIRM encounters competition from the

atomic force microscope (AFM) equipped with a colloidal probe (14). In this case, AFM

gauges the interaction between a colloidal particle attached to the tip of its cantilever and an

approaching planar substrate, with the deflection of the cantilever spring. The deflection can

be determined by a number of means, most commonly the laser optical technique which

claims a sub-A
�
ngstrom resolution. At any particular separation D, the total interaction free

energy and the surface force can be obtained through

2pRWtotalðDÞ ¼ FðDÞ
¼ 2pR½WðDÞ�Wð1Þ

¼ K½DxðDÞ�Dxð1Þ

¼ KDdðDÞ

ð16:35Þ

where K is the spring constant, R the radius of the colloidal particle, Dx the deflection of the
AFM cantilever spring, and Dd(D) the deviation of the spring deflection from that if the

surface force is absent. In practice, the infinity is chosen to be a large enough separation such

that the surface interaction can be regarded as zero. The spring constantK for anAFMcan be

as weak as 0.5 Nm�1, thus forces as small as 10�12 N can be detected. However, the radius of

the colloidal probeR is normally very small, i.e. of somemm,which then brings the detection

limit in Wtotal(D) to a modest 10�6 Jm�2. The advantage of AFM over TIRM is that it can
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have access to the full separation range of the interaction, and is suited to detect the strong

force when the surfaces are close to contact. However, it shares the drawback with all the

above-mentioned techniques that the true intimate contact between the surfaces cannot be

established.

16.3.4 Surface Force Apparatus (SFA)

Also using the deflection of cantilever springs as the gauge, the interferometric surface force

apparatus (SFA), as originally configured (15, 16), measures surface forces between

macroscopic bodies, one of which is suspended on the force-measuring cantilever springs.

The employment of an interferometry technique called fringes of equal chromatic order

(FECO) (17, 18)determines the surface separationwith0.2nmresolutionbut requires theuse

of the thin, smooth, transparent material as the model substrate. Most often this is mica,

although alternative materials have been explored (19–22). This restriction has led to the

development of alternative versions of SFA to enable a broader range of materials to be

studied (6,23–27), inwhich the surface separation ismonitoredbyothermeans.However, the

versatilityandeffectivenessof the interferometrytechnique intheSFAshouldbeappreciated.

Among all the techniques available, it is the only one that affords the unequivocal determi-

nation of true intimate contact between surfaces as well as allowing the direct observation of

the surface condition during the measurement, and enables the investigation of the optical

properties of the medium confined between the substrates (28, 29). In addition, it can yield

information that is valuable in contact mechanics (30) and surface topography (31, 32). The

spring constant K used in SFA can be varied over many orders of magnitude, i.e. 102� 105

Nm�1, with a common value of�150Nm�1 which is towards the low end of the range. This

translates to 10�7 N and 10�5 Jm�2 in the force and interaction free energy detection limits

respectively, given the typical radius of curvature R is 1 cm.

First developed by Tabor and Winterton (33) and Israelachvili and Tabor (34), a number

of versions of the SFA now exist in theworld. Figure 16.4 shows the essential components of

a version with sensitive friction measurement capability developed by Klein (35) (this is

sometimes called the surface force balance, SFB, by Klein). As schematically shown in

Figure 16.4, in this version of SFA, measurement is often made between mm thick mica

surfaces (a) mounted in a crossed cylindrical geometry immersed in a liquid (b) contained in

a boat (d). The normal force F is obtained from the deflection of a pair of cantilever springs

(c) carrying the bottom surface. The top surface is mounted on a sectored piezoelectric

ceramic tube (e), which is suspended via a rigid cradle (f) on a pair of vertical springs (g).

The deflection of the vertical springs, as attained from the displacement of a polished

stainless steel flag (h) gauged by a capacitance probe (i), gives the lateral or friction forceFs.

Separation D between, and the geometry of, the surfaces can be monitored interferometri-

cally by observing the FECO fringes focused into a scanning spectrometer (not shown) with

an objective (j) by shining a beam of collimated white light through the surfaces.

16.3.5 Other Techniques

There exist a variety of other techniques, for instance, the evanescent wave light scattering

microscopy (EVLSM) (26), the light lever instrument for force evaluation (LLIFE) (41),

and the measurement and analysis of surface interaction forces (MASIF) (27). Their

operating principles are largely in line with what has been outlined in the foregoing
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discussions, although the implementationsmay bear some distinct features. The capabilities

of these techniques have sometimes been compared with one another, in terms of their

detection limits in force or interaction free energy (13, 42). This comparison, however, is

simplistic; instead, it should be appreciated that various techniques are suitable for different

systems and are capable of yielding information that is complementary.

Derjaguin et al. (36–40) have constructed a beam balance and were the first to measure

the van der Waals force between macroscopic bodies in air and vacuum. However, the

application of the balance in other media or to detect other interactions has never been

reported in the literature. It is thus difficult to bring its advantages into comparison with

other techniques.

16.4 Different Types of Surface Forces

All originating from intermolecular forces as discussed in Section 16.1 above, surface forces

have been traditionally divided into different types. Our knowledge of some of these surface

forces is quitewell established, such that we have quite a few tricks up our sleeves to control

them in order to achieve desired inter-colloidal interactions. Others remain to be fully

understood. Comprehensive reviews on surface forces exist (1, 4, 5) to which interested

readers are referred. Certain aspects of van der Waals forces and electric double layer

forces have been discussed in Chapter 3, and polymer-mediated surface forces discussed

in Chapter 9. Here we only present a brief review of different types of surface forces

commonly encountered in dealing with colloidal suspensions.

White light

To spectrometer

FECO

b

c

e f

g

j

dR

a
D

i Δx

h

Figure 16.4 Key components of a version of the surface force apparatus with sensitive friction
measurement capability, sometimes called a surface force balance
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16.4.1 van der Waals Forces

The van derWaals force between two colloidal particles can be obtained by summing all the

interactions between atomic and molecular dipoles in the particles. There are two

approaches to doing this. The first one due to Hamaker (43), as conducted in Section 16.1,

is called pair-wise addition, simply adding together all the contributions from constituent

atoms andmolecules.Once this is done,wefind thevan derWaals interaction free energy per

unit area Wa(D) between two flat surfaces D apart is

WaðDÞ ¼ � A

12p
1

D2
ð16:36Þ

and the inter-particle force between two spherical colloids of radius R is obtained through

the Derjaguin approximation (Equation 16.17)

FðDÞ ¼ �AR

12

1

D2
ð16:37Þ

Note that Equation (16.37) could also be obtained from the F(D)–W(D) relation (Equa-

tion 16.14) by differentiating the van derWaals interaction free energy between two spheres

obtained in Equation (16.11) with respect to D. The Hamaker constant A in the above

equations, given by Equation (16.12), is related to the intermolecular pair potential

coefficient C, which in turn depends on the polarisabilities, permanent dipole moment

and ionisation energy of the interacting molecules.

The Hamaker pair-wise addition approach, however, does not take into account the

many-body effect, that is, the dipole field of one molecule is influenced by its

neighbouring molecules. The alternative Lifshitz approach addresses this by consider-

ing each interacting body (colloid) as a dielectric continuum, characterised by a

frequency/wavelength dependent dielectric constant « (or refractive index n). The

summation is made of the fluctuation modes of the electromagnetic field as two

surfaces approach each other. The energy associated with this summation is the van der

Waals interaction free energy. Its detail is sophisticated and beyond the scope and

purpose of this chapter. It suffices to say that as a result, Equation (16.37) is still valid,

but instead of Equation (16.12), the Hamaker constant A is computed from the

wavelength-dependent refractive indices of the interacting surfaces and the intervening

medium.

In practice, the values of the Hamaker constant for different materials across different

media are given in text books and they are of the order (0.4–40)� 10�20 J, (e.g. 1, 2) which
we can use to compute the van der Waals force between interacting colloidal particles. It is

useful to know several features of the van der Waals force. It is ubiquitous, and is always

attractive – that is the Hamaker constant is positive – between colloidal particles of similar

material, regardless of the intervening medium. However, the van der Waals force between

dissimilar materials (1 and 2) can be repulsive, if the value of refractive index of themedium

(3) is intermediate between those of material 1 and 2, i.e. if n1G n3G n2. An example for

this positive van der Waals force is realised in the interaction between gold and polytetra-

fluoroethylene (PTFE) in cyclohexane.
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16.4.2 Electric Double Layer Forces in a Polar Liquid

Most colloidal particles acquire a surface charge in a polar liquid, often negative, via a

number ofmechanisms, as discussed inChapter 2. A key prerequisite for the presence of this

surface charge is the high dielectric constant «r of a polar medium which reduces the

Coulomb energy between oppositely charged ions. TheCoulomb energy favours combining

the surface charge and the opposite charges (called counter-ions) to maintain charge

neutrality, whereas the entropic thermal agitation of the counter-ions favours smearing them

out throughout the polar medium. The balance between these two effects results in the

formation of the electric double layer: the surface charge layer and the diffuse layer of

opposite charges. A detailed description of the sophisticated Helmholtz–Gouy–Chapman

model of this double layer is given in Chapter 2, whereas here for surface forces we are

mainly concerned with the diffuse layer (i.e. the outer Gouy–Chapman layer).

The thickness of this double layer is measured by the Debye length k�1,

k�1 ¼ e2
P

riz
2
i

«0«rkT

� ��1=2

ð16:38Þ

where e¼�1.609� 10�19 C is the electronic charge, ri is the number density of ion species i

and zi its valence, «0¼ 8.854� 10�12 C2 J�1m�1 is the dielectric permittivity of a vacuum, «r
is the dielectric constant of the medium, k¼ 1.381� 10�23 J K�1 is the Boltzmann constant

and T is the absolute temperature in K. For example, k�1¼ 9.6 nm in 1mM NaCl solution

(c.f. Table 2.1), and for purewater at pH¼ 7, it approaches 1 mm, althoughwater is never that

pure, with its pH� 5.5 due to CO2 solubility.

Quantitatively, the interaction between the surface charge and the counter-ions is

described by the Poisson equation, which relates the electrical potential c(z) due to the

surface charge at any position z away from the surface and the charge density r(z) at this
position. Concurrently, the distribution of the ions away from the surface is described by the

Boltzmann distribution which relates r(z) in the vicinity of the surface to the charge density
in the bulk liquid. Equating the electrical potentials in the Poisson and Boltzmann equations

leads to the Poisson–Boltzmann equation, whose solution reveals that the electrical

potential c(z) decays exponentially away from the surface, with its decay length k�1.
When two similarly charged colloidal particles are brought into close proximity, so that

the diffuse layers of their electrical double layers overlap, it results in the ionic species

between the surfaces getting crowded, leading to a repulsion which is entropic in its origin.

The complete solution to this expression for the repulsion needs to be obtained numerically,

and it can be simplified by a linearisation in the weak overlap approximation for large

surface separations (DH k�1). The linearised interaction free energy per unit area for two

planar surfaces, for symmetric z : z electrolytes, is

WaðDÞ ¼ ð64 kTk�1
X

riÞ tanh
zec0

4kT

� �� �2
expð�kDÞ ð16:39Þ

where c0 is the surface potential and is related to the surface charge density ss through

ss ¼ ð4zek�1
X

riÞsinh
zec0

2kT

� �
ð16:40Þ

344 Colloid Science: Principles, methods and applications



For low c0 values, Equation (16.39) can be further simplified to

WaðDÞ�2«0«rk
2c2

0expð�kDÞ¼ 2s2
s

k«0«r
expð�kDÞ; ðper unit area for planar surfacesÞ

ð16:41Þ
which is applicable for all electrolytes regardless of their valence. Subsequently, the electric

double layer force F(D) between two spheres can be obtained through the Derjaguin

approximation.

A number of assumptions have been made in arriving at the above expressions in the

original Gouy–Chapman theory. These include:

. the ions are point charges, i.e. without any physical size

. the intervening medium is a structureless continuum, characterised only by its dielectric

constant
. the distribution of the surface charge is uniform.

These assumptions, clearly not all fulfilled in practical colloidal interactions, work quite

well for large surface separations DH k�1, but start to break down at smaller D, where an

accurate description of the interaction should resort to numerical solution of the Poisson–

Boltzmann equation.

A particular relevant issue is related to the adsorption of counter-ions on the surface at

smallD. If there is no such adsorption, it is termed the boundary condition of constant charge

density. Alternatively, counter-ions could adsorb on the surface to maintain a constant

surface potential boundary condition, which always results in a lower repulsion than the

constant charge density boundary condition. In practice, it is likely for the electrical double

layer interaction to lie between these two limits.

16.4.3 The DLVO Theory

The DLVO theory of colloidal stability, named after the two Russian scientists (Derjaguin

and Landau) and the two Dutch scientists (Verwey and Overbeek) who developed it around

the 1940s, is a cornerstone of colloid science. It is based on the assumption that the total

force between colloidal particles is obtained by adding together the van der Waals and

electrical double layer forces between them. Chapter 3 has described this theory and how it

is employed in considering colloidal stability. We will not reproduce it here, except noting

that it is very useful in predicting the correct trends, despite a number of non-DLVO surface

forces that could also be operating between colloidal particles. An example of the DLVO

forces measured between mica surfaces in pure water is shown in the inset of Figure 16.5.

Some of these non-DLVO forces will be described below.

16.4.4 Non-DLVO Forces

It has now been realised that it is commonplace rather than a rarity that surface forces of a

non-DLVOnature act between colloidal particles. Aswe have discussed in Sections 16.1.2.2

and 16.1.2.3, a surface could interact with the molecules of the intervening medium and

modify their distribution adjacent to the surface in a number of ways. In general, their range
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surfaces with adsorbed DDunAB surfactant in pure water (^ and^), measured when they are
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is confined within the surface separation of several molecular dimensions, except for the

hydrophobic force; they can be repulsive, attractive or oscillatory and their magnitude could

far exceed the DLVO forces, thus playing an important role in considering overall surface

forces. A consensus for a ‘name’ for these non-DLVO forces is yet to be reached.

Israelachvili (1) has termed them collectively solvation forces with three different sub-

categories (oscillatory, hydration and hydrophobic forces); Derjaguin (44) has referred to

hydration forces as structural forces; whereas, Horn (5) has elected to distinguish between

them more clearly, a convention we follow here.

16.4.4.1 Oscillatory Structural Forces

These forces have a geometric origin. As the molecules of the medium are confined to a

surface separation D of a few molecular dimensions s, they are induced to form ordered

quasi-discrete layers. When the surface separation is equal to an integral number of

molecular dimensions, i.e.D¼ms (wherem is an integer), themolecules pack comfortably

and efficiently in the gap, with each m corresponding to an energy minimum and thus an

attractive force of increasing magnitude as m decreases. As the molecular layers are being

squeezed out, i.e. D does not allow them to pack into integral number of layers, the

corresponding energymaxima result in repulsive forces between the surfaces, increasing in
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magnitude as m decreases. Adding together, this leads to an oscillatory structural force,

alternating between attractive minima and repulsive maxima, with the spacing of the

oscillation �s and its amplitude diminishing as D is greater than several s.
An approximate theoretical expression for this oscillatory structural force (45) is given in

terms of pressure P(D) experienced by the surfaces D apart,

PðDÞ � �kTrsð1Þcos 2p
D

s

� �
exp �D

s

� �
ð16:42Þ

where rs(1) is the density of the molecules of the intervening medium, and can be

approximated as (for close packing)

rsð1Þ �
ffiffiffi
2

p

s3
ð16:43Þ

The above equation basically states that the period of the oscillations is�s and the peak-to-

peak amplitude of the oscillations decays with D exponentially with the decay length also

�s. Using the P(D)–Wa(D) relation (Equation 16.15),we integrate the above equation to get

the interaction free energy per unit area between two planar surfaces:

WaðDÞ � skTrsð1Þ
1þ 4p2

cos 2p
D

s

� �
�2psin 2p

D

s

� �� �
expð�D=sÞ ð16:44Þ

As first reported by Horn and Israelachvili (46) (see Figure 16.6), such structural forces

have been observed in experiments on polar liquids (such as water) and a range of simple

3
100

pk-pk
n-2

3
4

5
6

7

amplitude
Pn-Qn

10

1

0.1
0 1 2 3 4 5

D
6 7 8

F
R

2

1

0

F
or

ce
/R

ad
iu

s,
 F

/R
 (

m
N

/m
)

–1

–2

–3
0 1 2 3 4 5

Distance, D (nm)

Q2

Q3

Q4

Q5

Q6
Q7 Q8

P3

P4
P5 P6 P7 P8

6 7 8 9 10

Figure 16.6 Oscillatory structural forces due to layering of OMCTS between mica surfaces
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liquids under confinement, and these include spherical molecules (octomethylcyclotetra-

siloxane, OMCTS) and linear chain molecules (alkanes) using the SFA. The range within

which it is observable is of up to 5–10 s, and its magnitude could well exceed the van der

Waals force in this range. Its manifestation depends highly on the shape of the molecules

being confined and the smoothness of the confining surfaces. For instance, the lack of

symmetry and regularity in branched alkanes means that they cannot pack easily into

ordered layering structures, and thus they do not mediate the oscillatory forces upon

confinement. Furthermore, a few A
�
of surface roughness would also disrupt the packing

order and smear out the oscillations.

One might argue that the interacting surfaces in real life are rarely molecularly smooth,

and thus the oscillatory forces are irrelevant to practical applications. However, surface

asperities invariably deform under applied pressure, particularly in the case of soft surfaces,

to form locally flattened, intimate contacts where such oscillatory structural forces would

play an important role. Moreover, it has been suggested that the out-of-plane layering of the

confined molecules, as revealed by the structural forces, could lead to a quasi-phase

transition of the liquid to a solid-like state in the case of simple liquids, corresponding to the

attractive minima in the oscillations, where the effective viscosity of the liquid could

dramatically increase by many orders of magnitude. This is very relevant to oily lubricants

found in many engineering applications. Interestingly and intriguingly, when similarly

confined, water molecules do not seem to undergo this ‘solidification’ process due to its

expansive freezing property (i.e. ice floats on water), that is, densification does not lead to

solidification for water. This unique property of water, and the issue of the fluidity of water

molecules, remains the subject of intensive research and enthusiastic debate. Wewill return

to this in the following section.

16.4.4.2 Hydration Forces

In the case of the structural force above, the surfaces have largely served as inert confining

boundaries for the intervening medium. However, the surfaces themselves can also become

solvated. In the case of aqueous media, repulsive hydration forces arise between two

surfaces when water molecules bind strongly to surface groups. These surface groups could

be ionic or hydrogen bonding groups, which would orient water molecules around them to

form hydration layers. The strength of the hydration force depends largely on the energy

required to dehydrate these hydrophilic groups.

In the case of many hydrophilic colloidal particles and clays, monovalent or multivalent

cations could bind to the usually negatively charged surface, carrying with them a full

hydration shell of water molecules and leading to hydration repulsion when the surfaces

approach the separation where the hydration sheaths become restricted. For monovalent

cations, as their radius decreases from Csþ to Liþ, the hydration number nH (number of

water molecules that tenaciously bind to the ions to form the primary hydration layer)

increases from 1–2 to 5–6 due to stronger Coulomb interactions with water molecules, and

their resultant hydration radii are all comparable at �0.33–0.38 nm. (However, different

methods of measurement give different values for the hydration number. For example, nH
for Liþ can vary from 2 to 6.) For divalent cations (such as Be2þ, Mg2þ and Ca2þ), their bare
ionic radii are generally smaller due to the double cationic charge losing an extra electron,

and this electron-nakedness again leads to stronger hydrogen bonding interactions with
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surrounding water molecules, and in turn larger hydration radii compared with monovalent

cations (by �0.1 nm) and a more hydrated state with nH¼ 4–6. Empirically, the repulsive

hydration energy (per unit area) follows an exponential decay:

WH
a ðDÞ ¼ W0 expð�D=l0Þ ð16:45Þ

where typical values for 1 : 1 electrolytes are W0¼ 3–30mJm�2 and the decay length

l0� 0.6–1.1 nm. The effective range of hydration forces is�3 nm as measured experimen-

tally, which is some twice that of the oscillatory structural forces above. Figure 16.7 shows

an example of the hydration force between mica surfaces, in this case in 60mM NaCl

solution measured with an SFA, and the hydration component of the repulsion (added to

the double layer force) can be fitted using Equation (16.45), with W0� 100mJm�2 and

l0¼ 0.25 nm in this case.

In addition to adsorbed cations, other surface hydrophilic groups such as hydroxyl

groups, quaternary ammonia groups, and sugar and zwitterionic groups (e.g. present on

biological cell membranes) can also facilitate hydration repulsion. The presence of

hydration forces could offer explanations for a range of phenomena, such as swelling of

certain clays and surfactant soap films, repulsion between biological membranes and

colloidal stability of silica dispersions in high salt. However, the nature and origin of

hydration forces remain to be fully understood, particularly on a theoretical level.

Another topical issue related to hydration forces is the fluidity of the water molecules in

the primary hydration layers of the surface hydrophilic groups. Though it is difficult to strip

these water molecules, there is evidence that they retain high fluidity even under high
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Figure 16.7 Hydration force between mica surfaces across 60 mM NaCl solution measured
with an SFA. The dashed curve shows the hydration force, fitted using Equation (16.45), with
W0¼ 100mJm�2 and l0¼ 0.25 nm, added to the longer ranged double layer force (data from
S. Perkin, UCL)
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compression, due to high exchange rate with bulk water molecules. This exchange rate or

lifetime of primary hydration molecules depends very much on the valency of the cations,

and ranges from 10�9–10�8 s for monovalent cations to 10�1–1 s for Al3þ and even many

orders of magnitude slower for other ions, such as Cr3þ. Both the repulsive hydration forces
and the fluidity of bound primary water molecules associated with multivalent cations

remain to be fully explored both experimentally and theoretically.

16.4.4.3 Hydrophobic Forces

First reported between two mica surfaces coated with cationic surfactant monolayers in

water using an SFA, hydrophobic forces now have been observed between a wide range of

hydrophobic surfaces prepared in different ways. These include surfaces bearing hydroge-

nated or fluorinated surfactant monolayers by adsorption or Langmuir–Blodgett deposition,

chemically modified with silane layers, plasma polymerisation from vapour phase on

surfaces, or spin coating of hydrophobic polymer films on a solid. The experimental

observations of hydrophobic forces remain vastly varied in range and magnitude, but it is

widely perceived that hydrophobic forces are very long ranged – measurable at D up to

�10–250 nm and much stronger than the van der Waals attraction. The hydrophobic

interaction free energy per unit area between two planar surfaces sometimes can be

described empirically by a double exponential expression,

WHph
a ðDÞ ¼ �2C1expð�D=l1Þ�2C2 expð�D=l2Þ ð16:46Þ

where the typical values for first pre-exponential factor C1¼ 10–50mJm�2 and the first

decay length l1� 1–3 nm can describe shorter range components of the hydrophobic forces

from a number of experiments; whereas, the values for the second pre-exponential factorC2

and decay length l2 vary vastly, indicating the particular variability of the longer range

components of hydrophobic forces. An example of the hydrophobic force measured

between mica surfaces in water with adsorbedmonolayers of di-chained cationic surfactant

[(CH3(CH2)10)2N
þ(CH3)2Br

�] (DDunDAB) is shown in Figure 16.5, and is given as a

contrast to theDLVO force between baremica inwater. In this case, the hydrophobic force is

not as long ranged as some reported values in literature, but it is much longer ranged than the

van der Waals force (dotted curve in the inset), detectable up to D� 30 nm.

The origin of hydrophobic forces remains to be established. Earlier suggestions have

included possible charge correlation effects due to patchy and mobile charges on surfaces,

and extended water network propagating into the bulk. Other experimental observations

have pointed to the presence of nanobubbles (47), and there are indications that the charge

correlation effects could be gaining some currency again (48). It is likely that a number of

mechanisms corroborate or operate in different experimental conditions.

16.4.4.4 Surface Forces in Contact: Adhesion and Capillary Force

When two surfaces come into intimate contact (D¼D0) in a vapour, for example in the case

of two spherical colloidal particles of equal radius R shown in Figure 16.8, the interaction

energy per unit area in Equation (16.28) becomes

FðD0Þ ¼ pRWaðD0Þ ¼ 2pRgs ð16:47Þ
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where gS¼ 1/2Wa(D0) is the surface energy of the solid in vacuum andD0�s/2.5 is taken as
the contact separation of the order of a fraction of themolecular dimension. In general, under

such adhesion, the solid surfaces would become elastically deformed, a subject dealt with in

the theory of contact mechanics. We will not discuss it in detail here.

If a vapour is present, and if its condensed liquid of surface energy gLwets the surface (i.e.
the contact angle uG 90�), a meniscus of liquid would form around the annulus of the

contact area, characterised by the Kelvin radius rk, as illustrated in Figure 16.8,

rk ¼ gLV
NAkTlogðp=psÞ ð16:48Þ

where V is the molar volume for the condensing liquid, NA¼ 6.022� 1023mol�1 is the

Avogadro constant and p/ps (i.e. the partial pressure over the saturation pressure at T) is

the relative vapour pressure of the liquid. For water at 20C, gV/NAkT¼ 0.54 nm. Since

p/psG 1, rkG 0, that is, the meniscus is concave. For instance, for p/ps¼ 0.5, rk��1.6 nm.

A negative rk alsomeans that the Laplace pressure DP in the liquid due to the curvature of

the meniscus is negative too, i.e.

DP ¼ gL
rk

G0 ð16:49Þ

whichmeans the surfaces experience an attraction due to the condensed liquidmeniscus.We

wish to estimate the contribution of this attractive force Fk and compare it with the adhesion

force from Equation (16.47). The Laplace pressure is acting on an area px2� 2pRz, and we
also have from the meniscus geometry 2z� 2rkcos u. Thus the attractive force due to the

Laplace pressure is

Fk ¼ px2DP ¼ 2pRgLcos u ð16:50Þ
We also note that gS in Equation (16.47) should be replaced with gSL (the solid–liquid

interfacial energy) due to the capillary condensation. Thus the total adhesive force in the

presence of the meniscus is

Fad ¼ Fk þFðD0; gSLÞ ¼ 2pRðgLcos uþ gSLÞ ¼ 2pRgSV ð16:51Þ

R

xx

rk

R

z

z

θ 

Figure 16.8 Capillary of Kelvin radius rk forms between two colloidal particles of equal radius R
in contact, when the liquid condensed from vapour wets the surface, i.e. uG90�
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Often gLcos uH gSL, which means the adhesion force is largely determined by the capillary

force and in turn by the surface energy of the condensing liquid.

Capillary condensation could also occur when the two spheres are immersed in a liquid

(1) with trace amounts of another immiscible liquid (2), e.g. an oil with a small amount of

water. Then Equation (16.48) becomes

rk ¼ g12V
NAkTlogðc=csÞ ð16:52Þ

where c/cs is the ratio between the concentration of the condensing liquid and its saturation

concentration (or solubility), and g12 is the interfacial tension between the two liquids. Now
the adhesion force is dominated by the capillary force Fk¼ 2pRg12cos u.
Such capillary forces are relevant to the colloidal stability in non-polar media, powder

processing and, of course, sand castle building.

16.4.5 Neutral Polymer-mediated Surface Forces

As we have seen, in general, the surface separation between colloidal particles where the

colloidal interactions become important lies in the range�0–100 nm. This is comparable to

the length scale of the radius of gyration Rg of typical polymers in a good solvent. Once

added to a colloidal system, the polymer-mediated interaction will normally dominate other

types of surface forces. Chapter 9 has explored how surface forces and colloidal stability

could be mediated and affected by adding polymers to the colloidal system. It is found that

the key parameter to be considered there is whether or not the polymer adsorbs favourably to

colloids. If the polymer does so at a high surface density or coverage, it leads to repulsion

between polymer-coated colloids. On the hand, if the surface coverage is low, bridging

attraction could occur as a polymer chain finds itself adsorbed on more than one colloidal

particle. In the case that the polymer does not adsorb onto the colloid surface, depletion

attraction may manifest when the surface separation becomes comparable to Rg due to the

osmotic pressure imbalance inside and outside the gap between the colloidal particles.

An effective strategy to anchor polymers on a colloidal particle surface at a high density is

to end anchor the polymer chains on the surface to form a brush. Considerable experimental

and theoretical efforts have been made to measure such polymer-brush-mediated surface

force, so we will examine it here briefly. For a brush to form, the solvent must be a good

solvent so that the chain is stretched out from the surface rather than adsorbing or collapsing

on it. In addition, the polymer chain density must be high so that the spacing s between the

polymer chains is smaller than Rg.

Figure 16.9 shows schematically such a polymer brush with a uniform brush equilibrium

height L0, each chain with N number of (neutral) monomers of size a and an end anchoring

energy ofakT per chain. (Note that the brush thickness is denoted as dH in Chapter 8.6.) The
volume per brush chain is thus Vchain¼ s2L for any brush height L, and volume fraction of

monomers in the brush isf¼Na3/Ls2. Themonomer volume fraction is such that it falls into

the semi-dilute regime, i.e. f� �f� 1, with f� �N�4/5 the threshold volume fraction

where polymer chains start to overlap. We will set out to find firstly the equilibrium brush

height L0 on a single surface and the equilibrium free energy associated with the brush by

considering the energetic balance between the osmotic repulsion and elastic stretching

energies. Secondly, we will bring two such brush-bearing planar surfaces to a separation
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D so that the brushes are confined toDG 2L0. TheD-dependent free energy changewill give

us the interaction free energy per unit area Wa(D). This will be carried out following the

approach by Alexander (49) and de Gennes (50). In doing so, we typically ignore some

prefactors of order unity to the expressions we use.

Wewill present our derivation in terms of energy per chain,Wchain; and given that the area

per chain is s2, it relates to energy per unit area as Wa(D)¼Wchain/s2. There are two

components inWchain due respectively to osmotic repulsion and chain elastic stretching, i.e.

Wchain ¼ Wchain
osm þWchain

stretch ð16:53Þ

16.4.5.1 Osmotic Pressure Posm in Polymer Brush

Firstly, the osmotic repulsion between monomers in a polymer brush arises because the

monomers do not like to be crowded together in a chain, and the osmotic term favours

stretching the chain away from the surface. In a semi-dilute regime, the monomers osmotic

pressure in the brush scales asPosmffi kTf9/4/a3, and thus the associated energy per chain is

Wchain
osm ¼ kTVchainPosm ffi kTðs2LÞ kT

a3
f9=4

� �
ffi kTN

Na3

s2L

� �5=4

ð16:54Þ

s

L0

N-mer per chain blobs

N – the number of monomers per chain
a – the size of a monomer
L0 – the equilibrium thickness of the brush
s – the mean separation between chains
ξ– the size of a blob
g – the number of monomers in a blob

ξ

Figure 16.9 A polymer brush
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16.4.5.2 Elastic Stretching Energy of a Brush Chain

Secondly, the polymer chain in a brush is highly stretched, and associated elastic energy

favours restoring the chain to its natural configuration, which, in a semi-dilute regime, is

characterised by an end-to-end size R(f). The effective spring constant of such a chain is

�kT/R2(f), so that the elastic restoring energy for a brush thickness L is

Wchain
stretch ffi

kT

R2ðfÞ L
2 ð16:55Þ

To obtain R(f), we consider that the polymer chain is made up of independent spheres of

size j, called blobs, shown as dotted circles in the figure (see also Chapter 8, Section 8.3.4),
eachwith g number ofmonomers. Inside one blob, gmonomers behave like a Flory chain, so

that j¼ ag3/5¼ af�3/4 according to the standard scaling relation and there areN/g number of

the blobs in each brush chain. However, these blobs do not interact with each other in the

semi-dilute regime, such that it is as if we have an ideal chain of size R(f) consisting ofN/g
blobs as its ‘blob monomers’. Thus, we have, as for an ideal chain,

R2ðfÞ ¼ N

g
j2 ffi Na2f�1=4; ðf* � f � 1Þ ð16:56Þ

and substitution into Equation (16.55) gives

Wchain
stretch ffi kT

L2

Na2
f1=4 ¼ kTL7=4N�3=4a�5=4s�1=2 ð16:57Þ

16.4.5.3 Equilibrium Brush Thickness L0 and Free Energy per Chain Wchain
0

Adding together the osmotic and elastic stretching terms in Equations (16.55) and (16.57),

we obtain the total energy per chain,

Wchain ¼ Wchain
osm þWchain

stretch ffi kT N
Na3

s2L

� �5=4

þ L7=4N�3=4a�5=4s�1=2
h i !

ð16:58Þ

and minimising it with respect to L we obtain the equilibrium brush thickness,

L0 ¼ Na
a

s

	 
2=3
ð16:59Þ

(Note that s is related to the grafting density s in Chapter 8, Section 8.6, as s¼ 1/s2, and thus

fromEquation (16.59)wehaveL0�Ns1/3, in agreementwith the result shown inFigure8.36.)

We see that the brush thickness scales with N, as compared to N0.6 for a free chain in a

good solvent. It means the polymer chain takes up a very extended conformation in a brush.

The free energy per chain is obtained by inserting L0 above into Equation (16.59),

Wchain
0 ¼ kTN

a

s

	 
5=3
ð16:60Þ
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16.4.5.4 Interaction Free Energy per Unit Area Wa(D) Between Brushes:

the Alexander–de Gennes Theory

When two brushes (on two planar surfaces of separation D) are compressed against each

other so thatDG 2L0, they tend to interdigitate onlyweakly, with the intedigitation depth dp
estimated as

dp ffi 2L0

D

� �1=3

s ð16:61Þ

We see that the denser the brush (smaller s), the less the interdigitation. Hence, the

interaction free energy due to compressing two chains is approximately twice that of a single

chain compressed to D/2. The monomer fraction of the compressed brushes is

fðDÞ ¼ 2Na3

s2D
ð16:62Þ

and substitution off(D) and L0 into Equations (16.55) and (16.57) gives the interaction free
energy per chain, andwe divide it by the area per chain s2 to finally obtain the interaction free

energy per unit area Wa(D) between two polymer brushes compressed to D whose

equilibrium thickness is L0 and chain spacing is s,

WaðDÞ ¼ 2kTL0

s3
4c1

5

2L0

D

� �5=4

þ 4c2

7

D

2L0

� �7=4

� 4c1

5
þ 4c2

7

� �" #
ð16:63Þ

where c1 and c2 are prefactors of order unity. Equation (16.63) and the preceding derivations

leading to it are often referred to as the Alexander–de Gennes theory for polymer brush

interactions. The first term in the square brackets in Equation (16.63) is the osmotic

repulsion which dominates under high compression, the second term is the entropy gain as

the chain is pushed back from its stretched conformation, and the last term is added to ensure

Wa(D)¼ 0 forD 2L0. An expression for the pressure between two such brushes is given in

Equation (9.3) inChapter 9 (omitting the prefactors), and integration of Equation (9.3) using

the P(D)–Wa(D) relation (c.f. Equation 16.15) will also arrive at Equation (16.63).

Experimentally, the interactions between polymer brushes as described above have been

verified using the SFA (51), and an example is given in Figure 16.10 (52), in which the

experimentally obtained force between two 50 nm thick polystyrene brushes end adsorbed

on mica in toluene agrees closely with the fit (solid curve in Figure 16.10) using

Equation (16.63).

16.4.6 Surface Forces in Surfactant Solutions

Surfactant molecules readily adsorb on solid surfaces, and the resulting surface structures –

their morphology, thickness and density, depend on the headgroup, molecular architecture

and concentration of the surfactant as well as a number of solution parameters such as pH

and electrolyte concentrations. For example, at very dilute surfactant concentrations,

monolayers or partial monolayers would form on a hydrophilic or charged surface,

rendering it hydrophobic. As the surfactant concentration increases, partial bilayers or
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bilayer-like surface aggregates such as cylindrical micelles or hemi-micelles would form.

The surface coverage approaches saturation as the surfactant concentration reaches the

critical surface micellisation concentration, which is typically much lower than the bulk

cmc.

The presence of surfactants dramatically alters the surface force between solid surfaces.

As the above process takes place, the surface forces exhibit a plethora of behaviours. If

charged, the headgroup density, and thus the surface charge density, varies as the surfactant

concentration varies, in turn affecting the long range double layer force. The presence of

surfactant molecules in the bulk also alters theDebye decay length of the double layer force.

Surfactant headgroups tend to be highly hydrated, and this gives rise to an additional

hydration repulsion at short range. A large number of related surface force experiments have

been carried out in surfactant solutions. For instance, the first observation of the hydropho-

bic interaction has been made between surfactant monolayers in the SFA, as is the

hydrophobic force shown in Figure 16.5. However, it is fair to comment that a complete

picture of surface forces in surfactant solutions is yet to emerge.

16.5 Recent Examples of Surface Force Measurement

Direct measurement of surface forces, particularly using the SFA, has greatly enhanced our

knowledge of intermolecular and inter-surface interactions, and it remains at the frontier of

current research. Some of the future challenges will be outlined in the next section. Herewe

describe some of recent results obtained using the SFA.
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Figure 16.10 Surface forces (symbols) between two polystyrene brushes in toluene end-
anchored onmica via a zwitterionic group. TheMWof the brush chain is 65 kDa. The solid curve
is a fit to the Alexander–de Gennes theory Equation (16.63), with L0¼ 43 nm and s¼ 7.5 nm
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16.5.1 Counter-Ion Only (CIO) Electric Double Layer Interactions

in a Non-Polar Liquid

Due to its very low dielectric constant, e.g. around 2 to 4, the Coulomb attraction between

the cation and anion in an electrolyte in a non-polar liquid is strengthened by a factor of 20 to

40 in comparison to that in water. Consequently, the dissociation of electrolyte, and in turn

the ionic concentration, is minimal, and the validity of the charging mechanisms, which are

operative in the aqueous medium, becomes questionable. It is for this reason that it has been

somewhat controversial to ask whether the solid can acquire a surface charge and if the

electrical double layer interaction plays a role in colloidal stability in the non-polar

liquid (53, 54). Controversy had persisted as to whether it even exists in non-polar media.

Previously believed to be undetectable, such a force in a non-polar liquid is very difficult to

measure directly due to its gradual decay over a large range and its weak magnitude.

In a recent study (55, 56), modifications of an SFA have been carried out to enhance its

capacity, with which an attempt has been successfully made to measure an electrical double

layer interaction between two mica surfaces immersed in decane with an added surfactant,

sodium di-2-ethylhexyl-sulfosuccinate (AOT) at mM concentrations (see Figure 16.11).

The interaction is long ranged and weaker than that in water by one order of magnitude.

This, together with observations from light scattering and FTIR experiments, has allowed

the proposition of a charging mechanism at the solid–non-polar liquid interface.

The charging occurs when the ions on the surface are transferred into the water cores of
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Figure 16.11 Comparison of the measured double layer interactions in a non-polar liquid
(empty squares) and in pure water (empty circles) respectively with the counter-ion only (CIO)
theory (power-law decay; lower curve) and theDLVO theory (exponential decay; upper curve).
Fitting the measured interaction in the non-polar liquid with our theory gives a surface charge
density of 10�3 Cm�2 at the mica–decane interface. The measured interaction is the strongest
possibleCIO interaction in a non-polar liquid, but it is stillmuchweaker than that inwater. It is the
first time such a CIO interaction has been detected in a non-polar liquid
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the inversemicelles formed by the surfactantmolecules and subsequently carried away from

the surface.

Can we describe such a force in non-polar media using the DLVO theory? In a related

study, it was discovered that a different theoretical analysis is required to describe the double

layer force in non-polar media. It is called the counter-ion only (CIO) double layer, as in this

case almost all the ionic species come from solids. Accordingly, a counter-ion only theory

(CIO) has been developed, taking a constrained total entropy approach (57), and a pleasing

agreement was found with the experimental data (see Figure 16.10) (55). Asymptotically,

the CIO interaction decays as a power law, in contrast to the exponential decay of double

layer forces in water. This serves to question the appropriateness of borrowing the aqueous

DLVO theory to treat the double layer interaction in non-polar liquids, a practice widely

adopted.

16.5.2 Interactions between Surface-grown Biomimetic Polymer Brushes

in Aqueous Media

Conventionally, polymer brushes are formed with a grafting-to approach, in which non-

adsorbing polymer chains are end-anchored on a surface via a functional group. That

anchoring energy is typically a few kT per chain in the case of physical adsorption, and such

a relatively low sticking energy limits the density and thickness of the brushwe could access.

The brush obtained is also not robust enough to sustain high compression, as they get

uprooted from the surface. The polymer chains in the grafting-to approach are also

chemically anchored (see Chapter 8, Section 8.6), although such brush formation can be

kinetically slow due to the chains arriving later being sterically hindered by the chains that

are already there. An alternative approach is the grafting-from brush, in which polymer

brushes are grown directly from activated surface sites, providing strong anchorage and

chemically tuneable brush density. In particular, surface-initiated atom transfer radical

polymerisation (SI-ATRP) has been used to obtain surface-grown polymer brushes of

tailored architecture and molecular weight. However, direct measurement of such SI-ATRP

brushes had not been previously performed mainly due to the experimental difficulties to

construct such brushes suitable for SFA’s stringent measurement conditions.

Very recently, an attempt has been made to successfully grow a biomimetic polyzwitter-

ionic polymer brush, poly[2-(methacryloyloxy)ethyl phosphorylcholine] (pMPC), from

mica, and the surface force between such brushes in purewater is shown in Figure 16.12 (58,

59). Thanks to the robustness of these brushes, surface force measurement under very high

compression could be performed, where a noticeable discrepancy with the Alexander–de

Gennes theory (dashed segment of the fitted curve) is observed, possibly due to higher order

terms in the expression for the osmotic pressure becoming dominant under high compres-

sion, and thus high volume fraction of monomers.

16.5.3 Boundary Lubrication Under Water

We have focused on the normal surface force in this chapter. Friction between surfaces in

contact is also tremendously important tomany technological and engineering applications.

Early scientific investigations on friction could be traced back to da Vinci (AD 1452–1519)

and it remains the subject of intensive research today. Here an example is given of a recent

experiment on aqueous boundary lubrication using the version of SFA shown in Figure 16.4.
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In classic boundary lubrication in air or oilmedia, monolayers of surfactants are anchored

on the rubbing solid surfaces to reduce friction and wear, and its molecular mechanism is

well understood: rubbing between the underlying substrates is largely replaced by sliding

between the hydrocarbon tails of the anchored surfactant boundary layers, as the van der

Waals bonds between the tails are the weakest link with respect to shear. Surfactant

molecules are also ubiquitous in aqueous media and may adsorb readily onto solid surfaces

to form various surface aggregates. Howwould they participate in the tribological process in

aqueous media?

In a recent study (60, 61), friction has been measured between twomica surfaces bearing

surfactant monolayers of a di-chained cationic surfactant, [(CH3(CH2)10)2N
þ(CH3)2Br

�].
Figure 16.13 shows kinetic friction Fs against shear velocity Vs, as the surfaces are made to

slide past each other when they are in a strongly adhesive contact under water, with an

adhesion energy of�40mJm�2. The inset shows the corresponding shear stress s0¼Fs/A0

where A0� 1000 mm2 is the contact area between the surfaces. The measured friction and

shear stress under water (empty circles; �) are much lower than those in dry air from

previous measurements (indicated by the hatched regions), by up to some two orders of

magnitude. To explain the observation of this reduction in friction, it is proposed that the

aqueous boundary lubrication mechanism has a different molecular origin.

Water can penetrate into the monolayers and hydrate the surfactant head groups,

forming ‘molecular water puddles’ at the surface. This hydration significantly enhances

the lateral mobility of surfactant molecules on the surface, and also promotes possible

structural changes in the surfactant layers. This mechanism suggests that, unlike in air or

Figure16.12 Surface forces between two surface grownpolymer brushes, pMPC, inwater. The
dashed and solid curve is the fit using the Alexander–de Gennes theory (Equation 16.63), and a
significant deviation of the experimental result (symbols) from the theory is observed for
DG�50 nm (dashed curve) when the polymer brushes are under high compression
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oil media, lubrication under water is facilitated by the water molecules tenaciously held

around the charged surfactant head groups. Thus, sliding mostly takes place at the mica

surface where the hydration layer is located, instead of the interface between the

hydrocarbon tails.

16.6 Future Challenges

While the DLVO forces are well understood, we have also accumulated significant

experimental data to help us in tailoring surface forces by adding polymers and surfactants

to the system. From a surface force measurement viewpoint, most of the equilibrium forces

have beenmeasured and appropriate theories have been put forward to analyse experimental

results. However, several types of forces need further investigations. These include first of

all hydrophobic forces, particularly regarding the postulated mechanisms of nanobubbles

and patchy charges. In addition, the experiment on the electrical double layer force in a non-

polar liquid highlighted in this chapter remains one of very few such measurements, and

further experiments are required to fully explore parameters relevant to solid charging in

non-polar media. Another area that is lacking experimental data is the surface force

measurement between polyelectrolyte brushes (62, 63) for which model surfaces required

for the SFA measurement are difficult to obtain. These charged brushes are expected to

behave rather differently from the neutral brushes hitherto studied, particularly their

postulated response to added multivalent ions. Similarly, further systematic studies on

hydration forces and surface forces in different surfactant solutions will also add to the

completeness of our current understanding.
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Figure 16.13 Friction Fs and shear stress s0 (inset) between two mica surfaces bearing
surfactant monolayers under water as a function of applied shear velocity Vs
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A new area that deserves focused effort is the surface force mediated in ionic liquids,

whose ‘green’ credentials have brought them into the spotlight recently. Despite an early

comprehensive surface force study in an ionic liquid (64) (called ‘molten salts’ at the time,

before they gained their current fame), surface measurements have been few and far

between since. Given the unique nature and the ready availability of a vast number of

possible molecular architectures, we expect fruitful results from future studies in this area.

As compared with the equilibrium forces, surface forces involving non-equilibrium

effects are even less well studied and understood. These include friction forces mediated by

polymer and surfactant surface structures, particularly in aqueousmedia and hydrodynamic

forces involving deformable surfaces (65).

References

(1) Israelachvili, J. N. (1991) Intermolecular and Surface Forces. Academic Press, London.
(2) Mahanty, J., Ninham, B. W. (1976) Dispersion Forces. Academic Press, New York.
(3) Hamaker, H. C. (1937) Physica 4: 1058–1072.
(4) Horn, R. G. (1995) in Ceramic Processing, Terpstra, R. A., Pex, P. P. A. C., de Vries, A. H. (eds.).

Chapman & Hall, London, vol. 3, pp. 58–101.
(5) Horn, R. G. (1990) J. Am. Ceramic Soc., 73: 1117–1135.
(6) Claesson, P. M., Ederth, T., Bergeron, V., Rutland, M.W. (1996) Adv. Colloid Interface Sci., 67:

119–183.
(7) Crocker, J. C., Grier, D. G. (1994) Phys. Rev. Lett., 73: 352–355.
(8) Grier, D. G. (1998) Nature, 393: 621–623.
(9) Ashkin, A. (1970) Phys. Rev. Lett., 24: 156–159.

(10) Ashkin, A. (1980) Science, 210: 1081–1088.
(11) Grier, D. G. (1997) Curr. Opin. Colloid Interface Sci., 2: 264–270.
(12) Crocker, J. C., Grier, D. G. (1994) Phys. Rev. Lett., 73: 352–355.
(13) Prieve, D. C. (1999) Adv. Colloid Interface Sci., 82: 93–125.
(14) Ducker, W. A., Senden, T. J., Pashley, R. M. (1991) Nature, 353: 239–241.
(15) Tabor, D., Winterton, R. H. S. (1969) Proc. R. Soc. Lond. A, A312: 435–450.
(16) Israelachvili, J. N., Adams, G. E. (1976) Nature, 262: 774–776.
(17) Tolansky, S. (1966) in An Introduction to Interferometry. Longmans, London, vol. 14, pp.

173–196.
(18) Tolansky, S. (1970)Multiple-beam InterferenceMicroscopy ofMetals. Academic Press, London

and New York.
(19) Horn, R. G., Clarke, D. R., Clarkson, M. T. (1988) J. Mater. Res., 3: 413–416.
(20) Horn, R. G., Smith, D. T., Haller, W. (1989) Chem. Phys. Lett., 162: 404–408.
(21) Parker, J. L., Cho, D. L., Claesson, P. M. (1989) J. Phys. Chem., 93: 6121–6125.
(22) Horn, R. G., Smith, D. T. (1992) Science, 256: 362–364.
(23) Tonck, A., Georges, J. M., Loubet, J. L. (1988) J. Colloid Interface Sci., 126: 150–163.
(24) Crassous, J., Charlaix, E., Gayvallet, H., Loube, J.-L. (1993) Langmuir, 9: 1995–1998.
(25) Belouschek, P., Maier, S. (1986) Prog. Colloid Polym. Sci., 72: 43–50.
(26) Tanimoto, S., Matsuoka, H., Yamauchi, H., Yamaoka, H. (1999) Colloid Polym. Sci., 277:

130–135.
(27) Parker, J. L. (1992) Langmuir, 8: 551–556.
(28) M€achtle, P., Muller, C., Helm, C. A. (1994) J. Phys. II Fr., 4: 481–500.
(29) K�ekicheff, P., Spalla, O. (1994) Langmuir, 10: 1584–1591.
(30) Horn, R. G., Israelachvili, J. N., Pribac, F. (1987) J. Colloid Interface Sci., 115: 480–492.
(31) Levins, J. M., Vanderlick, T. K. (1993) J. Colloid Interface Sci., 158: 223–227.
(32) Heuberger, M., Luengo, G., Israelachvili, J. N. (1997) Langmuir, 13: 3839–3848.
(33) Tabor, D., Winterton, R. H. (1968) Nature, 219: 1120–1121.

Surface Forces 361



(34) Israelachvili, J. N., Tabor, D. (1972) Proc. R. Soc. Lond. A., 331: 19–38.
(35) Klein, J., Kumacheva, E. (1998) J. Chem. Phys., 108: 6996–7009.
(36) Abrikossova, I. I., Derjaguin, B. V. (1957) in Electrical Phenomena and Solid/Liquid Interface,

Schulman, J. H. (ed.). Butterworths Scientific Publications, London, pp. 398–405.
(37) Derjaguin, B.V., Titijevskaia, A. S., Abrikossova, I. I.,Malkina, A.D. (1954)Disc. Faraday Soc.,

18: 24–41.
(38) Derjaguin, B. V., Abrikossova, I. I., Lifshitz, E.M. (1956) Quart. Rev., Chem. Soc., 10: 295–329.
(39) Gauthier-Manuel, B., Gallinet, J.-P. (1995) J. Colloid Interface Sci., 175: 476–483.
(40) Klein, J. (1983) J. Chem. Soc., Faraday Trans. I, 19: 99–118.
(41) Pashley, R. M., Karaman, M. E., Craig, V. S. J., Kohonen, M. M. (1998) Colloids Surf. A, 144:

1–8.
(42) Cappella, B., Dietler, G. (1999) Surf. Sci. Rep., 34: 1–104.
(43) Hamaker, H. C. (1937) Physica, 4: 1058–1072.
(44) Derjagui, B. V., Churaev, N. V. (1974) J. Colloid Interface Sci., 49: 249–255.
(45) Tarazona, P., Vicente, L. (1985) Mol. Phys., 56: 557–572.
(46) Horn, R. G., Israelachvili, J. N. (1981) J. Chem. Phys., 75: 1400–1411.
(47) Tyrrell, J. W. G., Attard, P. (2002) Langmuir, 18: 160–167.
(48) Perkin, S., Kampf, N., Klein, J. (2006) Phys. Rev. Lett., 96.
(49) Alexander, S. (1977) J. Phys., 38: 983–987.
(50) de Gennes, P.-G. (1987) Adv. Colloid Interface Sci., 27: 189.
(51) Taunton, H. J., Toprakcioglu, C., Fetters, L., Klein, J. (1990) Macromolecules, 23: 571–580.
(52) Dunlop, I. E., Briscoe, W. H., Titmuss, S., Sakellariou, G., Hadjichristidis, N., Klein, J. (2004)

Macromol. Chem. Phys., 205: 2443–2450.
(53) Osmond, D. W. J. (1966) Disc. Faraday Soc., 42: 247.
(54) Albers, W., Overbeek, J. Th. G. (1959) J. Colloid Sci., 14: 510–518.
(55) Briscoe, W. H., Horn, R. G. (2002) Langmuir, 18: 3945–3956.
(56) Briscoe, W. H., Horn, R. G. (2004) Prog. Colloid Polym. Sci., 123: 147–151.
(57) Briscoe, W. H., Attard, P. (2002) J. Chem. Phys., 117: 5452–5464.
(58) Chen, M., Briscoe, W. H., Armes, S. P., Cohen, H., Klein, J. (2007) Chem. Phys. Chem., 8:

1303–1306 (cover picture).
(59) Chen, M., Briscoe, W. H., Armes, S. P., Klein, J. (2009) Science, 323: 1698–1701.
(60) Briscoe,W.H., Titmuss, S., Tiberg, F., Thomas, R.K.,McGillivray,D. J., Klein, J. (2006)Nature,

444: 191–194.
(61) Briscoe, W. H., Klein, J. (2007) J. Adhesion, 83: 705–722.
(62) Dunlop, I. E., Briscoe,W.H., Titmuss, S., Jacobs, R.M. J., Osborne, V. L., Edmondson, S., Huck,

W. T. S., Klein, J. (2009) J. Phys. Chem. B, 113: 3947–3956.
(63) Liberelle, B., Giasson, S. (2008) Langmuir, 24: 1550–1559.
(64) Horn, R. G., Evans, D. F., Ninham, B. W. (1988) J. Phys. Chem., 92: 3531–3537.
(65) Connor, J. N., Horn, R. G. (2001) Langmuir, 17: 7194–7197.

362 Colloid Science: Principles, methods and applications



Index

AAS see atomic absorption spectroscopy

acid rain 240

adhesion

surface forces 334, 350–2

wetting of surfaces 203–4, 208

adsorption at interfaces

approximate methods 160

atomistic modelling 156–7

blob model 160–1

bound fraction 170–1

configurational entropy 155

copolymers 175–8, 179

exact enumeration 157–9

experimental considerations 166–74

Flory surface parameter 155–6, 164–5

hydrodynamic layer thickness 171–4, 179

models/simulations for terminally attached

chains 156–66

physical adsorption 161–6

polymers 151–80, 183, 186

scaling theory 160–1, 165–6

Scheutjens and Fleer model 161–5, 171–8

small molecules 154–5

surfactants 62, 66–73

volume fraction profiles 162–5, 166–7, 178

adsorption isotherms 167–70, 183, 186

advanced surfactants 64, 87

aerodynamic particle sizers (APS) 227–8

aerosols 219–43

composition 230–4

deliquescence 234–5

efflorescence 234–5

equilibrium states 234–8

generation methods 222–4

heterogeneous chemistry 240–2

hygroscopic growth 237–8

K€ohler theory 235–7

mass concentration determination 225–7

mass and heat transfer 239–40

number concentration determination 225–6

occurrence and properties 219–22

off-line analysis 230–1

particle size classification 220–1

particle size determination 227–30

phase behaviour 238

real-time analysis 231–4

sampling methods 224–5

trace species uptake 240–2

transformation kinetics 238–42

AES see atomic emission spectroscopy

AFM see atomic force microscopy

agglomeration 223

aggregation 4

charge-stabilised colloids 45, 55

electron microscopy 315

emulsions 127–8

polymers 181, 192–3

rheology 249, 270

stability 181, 192–3

surfactants 62, 66–7, 75–82

wetting of surfaces 206

see also coagulation; flocculation; micelles

Alexander–de Gennes theory 355, 359

alignment of anisotropic particles 289

alternating copolymers 137

amphiphilicity 61, 62

amphoteric surfactants 63, 65–6, 80

anionic surfactants

aggregation 77–8

classification and properties 63, 65

emulsions 128

microemulsions 92–3, 96, 100, 103,

109, 112

AO see Asakura–Oosawa

APS see aerodynamic particle sizers

Asakura–Oosawa (AO) model 189–92

Colloid Science: Principles methods and applications, Second Edition Edited by Terence Cosgrove

� 2010 John Wiley & Sons, Ltd



association colloids 61

atomic absorption spectroscopy (AAS) 230–1

atomic emission spectroscopy (AES) 230–1

atomic force microscopy (AFM) 35, 335,

337–8, 340–1

atomistic modelling 156–7

average separation 12–14

axisymmetric drop shape analysis 214–16

back-scattered electrons (BSE) 312–13, 321, 326

Bancroft’s rule 96–7, 206

batch comminution 120–4

bcc see body-centred cubic

bending rigidity 103–7

BET isotherms 154–5

bicontinuous cubic liquid crystal phases 84–5

bicontinuous microemulsions 99–100, 104

binary phase diagrams 109–12

Bingham model 255

biodegradability of surfactants 64

biomimetic polymer brushes 358

blob model 143–4, 160–1, 354

block copolymers 137

adsorption at interfaces 175–8

emulsions 125

polymer solutions 150

rheology 268

stability 187, 192

body-centred cubic (bcc) packing 13

bolaform surfactants 64

bound fraction 170–1

boundary lubrication 358–60

bridging interactions 182, 192–3

Brownian motion 2–3

optical traps 306–7

stability 15, 17, 19

brushes 177–9

scaling models 160–1

surface forces 352–5, 358, 360

BSE see back-scattered electrons

bubble pressure techniques 214–15

capacitance, differential 27, 30–1, 33

capillary forces 350–2

capillary rise 214

cascade impactors 224–5, 227

Casson model 255

catanionic surfactants 64

cationic surfactants

aggregation 77–8

classification and properties 63, 65

emulsions 128

microemulsions 92–3, 96, 100, 103

surface forces 359

c.c.c. see critical coagulation concentration

CCNC see cloud condensation nuclei counters

chain–chain interactions 143

charge overcompensation 34

charge-stabilised colloids 45–59

attractive forces 46–7

counter-ion valency 52–4

critical coagulation concentration 53, 57–8

electrolyte concentration 51–2, 58

electrostatic repulsion 47–9

emulsions 127–8

kinetics of coagulation 55–8

pair potential 46–51

particle concentration 49–50

particle size 54–5

polymers 182

stability 51–5, 182

total potential 50–1

zeta potential 48, 54

see also surface charge

Chord theorem 336, 339

CIO see counter-ion only

clathrates 76

clays 270–1

cloud condensation nuclei counters (CCNC) 226

cloud point 74–5

clusters 14

CMC see critical micelle concentration

CNC see condensation nucleus counters

coagulation

aerosols 223

charge-stabilised colloids 55–8

critical coagulation concentration 53, 57–8

kinetics 55–8

measurement 57–8

coagulum, definition 14

coalescence

emulsions 126, 128–30

wetting of surfaces 206

cohesion 203–4, 208

colloidal domain

definition 1–2

materials and phases present 2–3

thermodynamic factors 2–4

comminution 118, 120–4

compressed air nebulisers 222–3

364 Index



compression interactions 184–6

concentrated dispersions 289–90

concentration

charge-stabilised colloids 49–50

definitions 5–10

effective 11–12

size polydispersity 7–10

volume fraction 5–7, 11–12

condensation nucleus counters (CNC) 226

condensation particle counters (CPC) 226,

230, 238

condensation polymerisation 136

configurational entropy 155

connectivity rule 164

contact angles 199–202, 205, 211, 213–14

continuous comminution 124

convex curvature 102

copolymers 137

adsorption at interfaces 175–8, 179

emulsions 125

polymer solutions 150

rheology 268

stability 187, 192

core/shell particles 316–17

co-surfactants 92, 93

coulomb forces 330

counter-ion only (CIO) interactions 357–8

counter-ions

charge-stabilised colloids 49–50, 52–4

stability 182

surface forces 344

surfactants 77–8, 79

counter-propagating optical traps 300–2,

306–7

CPC see condensation particle counters

creams 2

emulsions 126–7

rheology 257–8

stability 16

creep tests 254, 258–61

critical coagulation concentration (c.c.c.) 53,

57–8

critical micelle concentration (CMC)

adsorption at interfaces 66–7, 69, 71

emulsions 118, 128, 130

micellisation 75, 77–80

microemulsions 93

solubility of surfactants 73–4

critical packing parameter 81–2, 83

critical supersaturation 237

critical surface tension 210

Cross model 256

cryo-transmission electron microscopy

(TEM) 274, 317

crystalline colloids 318–19

cubic liquid crystal phases 83–6

cubic packing 12–13

cumulative size distributions 8–9

cyclosporin 113

cylindrical curvature 102

de Broglie relationship 280

Deborah number 256–7

Debye energy 330

Debye length 28–9, 48–50

deliquescence 234–5

depletion interactions 128, 182, 189–92

Derjaguin approximation 335–9

detergency process 207–8

dewetting 205

dialysis 1

differential capacitance 27, 30–1, 33

differential mobility analysers (DMA) 227–9,

237–8

differential mobility particle sizers

(DMPS) 227–9

diffuse layers 26–30, 52

diffusion denuders 225

diffusion-related rapid coagulation 55–6

digital video microscopy 339

dimeric surfactants 64

dispersion density 5–6

dispersions

charge-stabilised colloids 46

concentrated 289–90

electron microscopy 321–322

reflection techniques 294

rheology 263

scattering techniques 284–5, 289–90

stability 18–20

dispersive materials 210–12

dissolution of ionic solids 24–5

DLVO theory 4, 15–16, 19, 50, 345–52, 357–8

DMA see differential mobility analysers

DMPS see differential mobility particle sizers

double-chain surfactants

aggregation 82

applications and development 64–5

microemulsions 102–3

surface forces 359

Index 365



doughs 250

drop shape analysis 214–16

dropping mercury electrodes 30–4

drug delivery 113

Du Nouy ring method 214

dynamic light scattering (DLS) 173, 278–9

dynamic surface tension 67

dynamical complexity 307–8

EDS see energy-dispersive spectrometry

EE see exact enumeration

effective concentration 11–12

effective volume fraction 11–12

effectiveness of adsorption 72–3

efficiency of adsorption 71–2

efflorescence 234–5

elastic light scattering 233

elastic stretching energy 354

electroacoustics 42

electrochemical double layers 26–36

effective concentrations 12

Hg/electrolyte interface 30–4

interparticle forces 36

specific adsorption 34–5

Stern–Gouy–Chapman theory 23, 26–30

surface forces 329, 344–5, 357–8

thickness and electrolyte concentration 48

electrochemical impedance spectroscopy 32

electrodynamic balances 233

electrokinetic properties 36–42

electro-osmotic pressure 38–9

electroacoustics 42

electrolyte flow 36–7

electrophoresis 39–42

streaming potential/current 36, 37–8

electrolyte concentration

charge-stabilised colloids 51–2, 58

electrochemical double layers 48

surfactants 69–70, 79–80

electrolyte flow 36–7

electron microscopy see scanning electron

microscopy; transmission electron

microscopy

electron spin resonance (ESR) 171

electro-osmotic pressure 38–9

electrophoresis 39–42

electrostatic classifiers 227–8

ellipsometry 104, 173

emulsifiers 121–2

emulsions 117–33

aggregation 127–8

coalescence 126, 128–30

comminution 118, 120–4

creaming 126–7

effective concentration 11

novel features 120

nucleation and growth 118, 124–6

Ostwald ripening 126, 130–1

phase behaviour 124–6

phase inversion 131–3

preparation 118, 120–6

rheology 250

sedimentation 126–7

solid/liquid dispersions 120

stability 18, 126–33

types and formation 117–20

wetting of surfaces 205–6

see also microemulsions

energy-dispersive spectrometry (EDS) 231

entanglements 138, 140, 189, 253–4, 266–7

environmental scanning electron microscopy

(ESEM) 231, 325

equilibrium brush thickness 354

ESEM see environmental scanning electron

microscopy

ESR see electron spin resonance

evanescent wave light scattering microscopy

(EVLSM) 341

exact enumeration (EE) 157–9

excluded volume 142–3

FECO see fringes of equal chromatic order

FEG see field emission guns

ferritins 317

FID see flame ionisation detectors

field emission guns (FEG) 324–5

film bending rigidity 103–7

flame ionisation detectors (FID) 231

flat-for-curved approximation 336, 339

flocculants 192–4

flocculation

average separation 14

charge-stabilised colloids 55

rheology 270

stability 14, 19–20

Flory surface parameter 155–6, 164–5, 183–5

Flory–Huggins lattice model 146–50, 154,

155, 185

flow cups 248

fluorescence spectroscopy 232–4

366 Index



fluxes 206

foams

rheology 250

stability 18

Fourier transform infrared (FTIR)

spectroscopy 171, 357

fractal surfaces 14, 293–4

fracture 250

free energy per chain 354

free radical polymerisation 136

friction 358–60

fringes of equal chromatic order (FECO) 341

FTIR see Fourier transform infrared

functionalisation 267

gas chromatography (GC) 231

gel-like particles 2

gels

colloidal domain 2

dynamical complexity 307–8

electron microscopy 323, 324

historical development 1

optical manipulation 307–8

polymers 192

stability 192

gemini surfactants 64

geometries 249, 250–1, 258

Gibbs adsorption equation 67–71

Gibbs dividing surface 198

Gibbs–Helmholtz equation 76

Gibbs-Marangoni effect 18, 129

glasses 2

gold nanoparticles 318–20, 326

graft copolymers 187

greases 197

green non-VOC solvents 110–13

Guinier plots 286

gyration radius 139–43

Hamaker constants

charge-stabilised colloids 46–7, 53

surface forces 333, 343

wetting of surfaces 210–12

Hamaker pair-wise addition 343

Helmholtz–Gouy–Chapman model 344–5

Helmholtz layers 26–9

Herchel-Bulkley model 255

hexagonal liquid crystal phases 83–5

HFC see hydrofluorocarbon

high internal phase emulsions (HIPEs) 131

high performance liquid chromatography

(HPLC) 231

high resolution transmission electron

microscopy (HRTEM) 319, 320

HIPEs see high internal phase emulsions

historical development

colloidal systems 1–5

microemulsions 91–2

HLB see hydrophilic–lipophilic balance

holographic optical tweezers (HOT)

304–5

homogeneous nucleation 223

homogenisers 121

HOT see holographic optical tweezers

HPLC see high performance liquid

chromatography

HRTEM see high resolution transmission

electron microscopy

HTDMA see humidified tandem DMA

Huckel equation 42

humidified tandem DMA (HTDMA)

237–8

hydration forces 348–50

hydrodynamic drag 19

hydrodynamic layer thickness 171–4, 179

hydrodynamic radius 279

hydrodynamics

light scattering 279

polymers 171–4, 179

rheology 250

stability 19

hydrofluorocarbon (HFC) solvents 113

hydrophilic–lipophilic balance (HLB)

99–100, 124

hydrophobic effect 76

hydrophobic forces 350

hydrophobic modifications 268–9

hygroscopic growth 237–8

ICP-MS see inductively coupled plasma MS

IHP see inner Helmholtz plane

impactors 224–5

inductively coupled plasma MS

(ICP-MS) 230–1

infrared (IR) spectroscopy 231, 234

inner Helmholtz plane (IHP) 26–7, 34

interaction free energy 332, 334–5, 355

interaction-limited coagulation 56–7

interfacial area 10, 67–9

interfacial layers 11–12

Index 367



interfacial tension

emulsions 118–20, 126, 129

measurement methods 214

microemulsions 93–5, 96, 101, 105

surface forces 352

ultra-low 101

wetting of surfaces 198, 209, 214

interferometry 341

interparticle forces 36

interpenetration 184–5

inverse hexagonal liquid crystal phases 84–5

ion adsorption 24–5

ionic polymerisation 137

ionic surfactants see anionic surfactants; cationic

surfactants

ionisation of surface groups 24

isomorphous substitution 24–5

Keesom energy 330

Kelvin effect 236–7

Kelvin radius 351

Knudsen numbers 239, 241

K€ohler theory 235–7

Krafft temperature 73–4

Kreiger model 256

Kuhn lengths 142

L-J see Lennard-Jones

lamellar liquid crystal phases 83–5

lamina flow 36–7

Langmuir isotherms 154–5

Laplace pressure 19, 351

Laponite clays 270–1

laser Doppler electrophoresis (LDE) 39–41

laser-induced breakdown spectroscopy

(LIBS) 231

laser-induced fluorescence analysers 231

laser microprobe mass spectrometry

(LMMS) 231

layer thickness 171–4, 179

LCST see lower critical solution temperature

LDE see laser Doppler electrophoresis

Lennard-Jones (L-J) potential 330, 331–2

LIBS see laser-induced breakdown spectroscopy

Lifshitz approach 343

light lever instrument for force evaluation

(LLIFE) 341

light scattering

advantages and disadvantages 274

electrophoresis 39, 41–2

interfacial area 10

polymers 173

principles 276–9

radiation properties 275–6

surface forces 357

linearity 257–8

liquid crystal spatial light modulators 304–5

liquid crystalline mesophases 82–7

alignment of anisotropic particles 289

classification 82–3

definition 82–3

phase diagrams 86–7

structures 83–6

liquid spreading 202–3, 207–9

LLIFE see light lever instrument for force

evaluation

LMMS see laser microprobe mass spectrometry

log/normal distributions 7–9

London dispersion 46–7, 330

lower critical solution temperature

(LCST) 148–9

lubrication 358–60

lyotropic liquid crystals 83

macro-emulsions 117–18, 125–6, 132–3

macromolecules

historical development 4

wetting of surfaces 197

marginal solvents 187–9

MASIF seemeasurement and analysis of surface

interaction forces

mass concentration determination 225–7

mass spectrometry (MS) 230–1, 232

maximum bubble pressure techniques 214–15

maximum mean core radius 105

MC see Monte Carlo

MD see molecular dynamics

mean field theory 188–9

measurement and analysis of surface interaction

forces (MASIF) 341

measuring geometries 249, 250–1, 258

meso-structured inorganic materials 318

micelles

adsorption at interfaces 66–7, 69, 71

average separation 13

depletion interactions 192

formation 75–82

historical development 5

microemulsions 93–4

molecular packing 80–2, 83

368 Index



rheology 269

solubility of surfactants 73–4

thermodynamic factors 75–8

microcalorimetry 171

microemulsions 91–115

applications 92–3, 110–14

definitions 91–2

drug delivery 113

film bending rigidity 103–7

formation 93–5, 118–19

green and novel solvents 110–13

historical development 91–2

hydrophilic–lipophilic balance 99–100

interfacial tension 93–5, 96,

101, 105

kinetic instability 95

packing parameters 99

phase behaviour 107–12

phase inversion temperature 100–1, 132

physicochemical properties 95–110

predicting type 95–101

R ratio 97–9

reaction media for nanoparticles 113–14

spontaneous curvature 101–3

stability 93–5

surfactant film properties 101–7

ultra-low interfacial tension 101

Winsor classification 95–6, 98–9, 101,

105–6, 108–9

microfluidics 124

microscopy 4

mini-emulsions 117–19

mixed micellisation 94

molecular dynamics (MD) 160

molecular weight measurement 144–6

Monte Carlo (MC) methods 160

MS see mass spectrometry

nano-cavities 333

nanofabrication 304–5

nano-medicine 113

nanometer displacements 305–6

nanoparticles

emulsions 121–3

microemulsions 113–14

polymer interactions 151–2

natural atmospheric aerosols 219

natural polymers 135

nebulisers 222–3

neutron reflection 71, 294–7

neutron scattering see small angle neutron

scattering

NMR see nuclear magnetic resonance

non-ionic surfactants

aggregation 78, 80

classification and properties 63, 65–6

emulsions 127–8, 132

microemulsions 92–3, 96, 100–1, 103,

109–11

non-VOC solvents 110–13

non-wetting 200–1, 204, 205

nuclear magnetic resonance (NMR) 171

nucleation and growth 118, 124–6

nucleation mode particles 220

number concentration determination 225–6

OHP see outer Helmholtz plane

oil stains 197, 207

oil-wetting 122

OPC see optical particle counters

optical manipulation 299–309

Brownian fluctuations 306–7

counter-propagating optical traps 300–2,

306–7

dynamical complexity 307–8

force generation 302–4

gels 307–8

measuring nanometer displacements 305–6

nanofabrication 304–5

optical tweezers 233–4, 302–5, 307, 339

principles 299–302

single particle dynamics 305–8

soft matter science 299–309

optical particle counters (OPC) 226, 229–30

optical traps 300–2, 306–7

optical tweezers 233–4, 302–5, 307, 339

organophilic clays 270–1

oscillation 257–8

oscillatory structural forces 346–8

osmotic pressure 353

Ostwald-De Waele model 256

Ostwald ripening 18, 126, 130–1

outer Helmholtz plane (OHP) 26–9, 34, 36

Owens–Wendt model 212–13

PAHs see polycyclic aromatic hydrocarbons

pair potential 46–51

PALS see phase analysis light scattering

parabolic surface approximation 336, 339

partial wetting 200–1

Index 369



particle dynamics 305–8

particle interaction potential 182–3

particle shape determination 286–7

particle size distribution see reflection

techniques; scattering techniques; size

polydispersity

particle sizers 227–30

pastes 262–3

PCS see photon correlation spectroscopy

Peclet number 17, 269

perfect non-wetting 200–1, 204

perfect wetting 200–1, 203

phase analysis light scattering (PALS) 39,

41–2

phase behaviour

aerosols 238

emulsions 124–6, 131–3

microemulsions 100–1, 107–12, 132

polymers 181, 192

rheology 262–3

surfactants 86–7, 107–12

phase inversion temperature (PIT) 100–1,

131–3

phase rule 107

photoacoustic soot sensors 231

photon correlation spectroscopy (PCS) 278

photosurfactants 87

Pickering emulsions 11, 122, 129, 206

PIT see phase inversion temperature

PIXE see proton-induced X-ray emission

plastic materials 254–5, 261–2

Poisson–Boltzmann equation 344–5

polar materials 210–12

polar plots 277

polarisation forces 330

polycrystalline colloids 20

polycyclic aromatic hydrocarbons (PAHs) 231

polydispersity see size polydispersity

polyelectrolytes 144, 192–3

polymer latex particles 315, 324, 326

polymer melts 150

polymer solutions 146–50

polymeric surfactants 64, 80

polymerisable surfactants 64, 87

polymerisation techniques 135–7

polymers 135–50

adsorption at interfaces 151–80, 183, 186

adsorption isotherms 167–70, 183, 186

applications 138, 141

approximate methods 160

Asakura–Oosawa model 189–92

atomistic modelling 156–7

average separation 13

blob model 143–4, 160–1

bound fraction 170–1

bridging interactions 182, 192–3

brushes 160–1, 177–9, 352–5, 358, 360

chain–chain interactions 143

charge-stabilised colloids 182

condensation polymerisation 136

configurational entropy 155

depletion interactions 182, 189–92

effective concentration 11

emulsions 120, 125, 127

entanglements 138, 140, 189, 253–4, 266–7

exact enumeration 157–9

excluded volume 142–3

experimental considerations 166–74

Flory surface parameter 155–6, 164–5,

183–5

Flory–Huggins lattice model 146–50, 154,

155, 185

free radical polymerisation 136

historical development 4

hydrodynamic layer thickness 171–4, 179

hydrophobic modifications 268–9

ionic polymerisation 137

Langmuir/BET isotherms 154–5

marginal solvents 187–9

models/simulations for terminally attached

chains 156–66

molecular weight measurement 144–6

networks 267, 269

particle interaction potential 182–3

physical adsorption 161–6

physical properties 138–40, 146

polyelectrolytes 144

polymer melts 150

polymer solutions 146–50

polymerisation techniques 135–7

radius of gyration 139–43

random walk model 138–9, 141

rheology 253–4, 263–9

scaling theory 143–4, 160–1, 165–6, 185

Scheutjens and Fleer model 161–5,

171–8, 184

shape and size in solution 152–4

size polydispersity 9–10, 145–6, 155

stability 14–15, 18, 152–3, 181–95

steric stability 152–3, 182, 183–9

370 Index



structural models 138–44

surface forces 183, 329, 334, 342, 352–5,

358, 360–1

viscosity 146, 173

volume fraction profiles 162–5, 166–7, 178

worm-like chains 141–2

see also copolymers

Porod’s law 292–4

potential of zero charge (pzc) 29–30, 32–4

potential-determining ions 25

pour point 248

precipitation, definition 14

primary aerosols 219

protein limit 192

proton-induced X-ray emission (PIXE) 230

pseudo-binary phase diagrams 109, 111

pseudoplastic materials 254–6

pseudo-solutions 1

pzc see potential of zero charge

quadrant photosensors 305–6

quantum mechanical forces 330

quiescent systems 15–16

R ratio 97–9

radius of gyration 139–43, 277, 286

Raman spectroscopy 231, 234

random close-packed (rcp) structures 13

random copolymers 137

adsorption at interfaces 175–6, 179

polymer solutions 150

stability 187

random walk model 138–9, 141

range approximation 336–7

rcp see random close-packed

reaction media for nanoparticles 113–14

reflection techniques 294–7

relative deformation 246

relative humidity (RH) 234–8

Reynolds numbers 19, 36, 251

RH see relative humidity

rheology 245–72

copolymers 268

creep tests 254, 258–61

Deborah number 256–7

definitions 246–7

experiment design 248–50

functionalisation 267

geometries 249, 250–1, 258

linearity 257–8

liquid and solid behaviour 259–61

measurement methods 245–56

networks 267, 269

oscillation 257–8

particle additives 268–71

plastic materials 254–5, 261–2

polymers 253–4, 263–7

pseudoplastic materials 254–6

sedimentation 261–3

shape anisotropy 270–1

shear compliance 258–61

shear history 254

shear modulus 246, 257–8

shear thinning/thickening 254–6, 265,

268–70

shear viscosity 247, 250–4, 261–2, 264–7

soft materials 263–71

storage stability 261–3

syneresis 262–3

thixotropy 254

viscoelasticity 256–63

viscometry 252–4

wall slip and fracture 250

roll-up mechanism 207–8

room temperature ionic liquids (RTILs)

110–12

saddle-shaped curvature 102

salt concentration see electrolyte concentration

SANS see small angle neutron scattering

Sauter mean value 8

SAXS see small angle X-ray scattering

scaling theory 143–4, 160–1, 165–6, 185

scanning electron microscopy (SEM)

advantages and disadvantages 273–4

aerosols 231

conventional systems 321–6

electrochemical double layer 34–5

general features of optical imaging

systems 311–13, 321–2

polymer latex particles 324, 326

practical aspects 321–6

types of signal 321

scanning mobility particle sizers (SMPS) 229

scattering length densities 283–4, 294, 295–6

scattering techniques

absorption by atoms 282–3

advantages and disadvantages 273–4

alignment of anisotropic particles 289

apparatus 280–2

Index 371



scattering techniques (Continued )

contrast variations 290–2

dispersions 284–5, 289–90

form factors 285, 286–7

Guinier plots 286

particle shape determination 286–7

particle size determination 285–6

Porod’s law 292–4

principles 274–5, 276–9, 282–4, 286

radiation sources 279–80

radiation types and properties 275–6

radius of gyration 277, 286

scattering length densities 283–4

size polydispersity 287–9

see also individual techniques

Scheutjens and Fleer (SF) model 161–5,

171–8, 184–5

Schulman’s droplets 119

Schultz polydispersity 105–7

SDT see spinning drop tensiometry

secondary aerosols 219

sedimentation 4

aerosols 221

emulsions 126–7

optical manipulation 300

particle size determination 274

rheology 261–3

stability 16, 181–2

self-association 77, 80

self-avoiding walk model 157–8

SEM see scanning electron microscopy

separation, average 12–14

SF see Scheutjens and Fleer

SFA see surface force apparatus

shape anisotropy 270–1

shear compliance 258–61

shear history 254

shear modulus 246, 257–8

shear planes 36–7

shear thinning/thickening 254–6, 265, 268–70

shear viscosity 247, 250–4, 261–2, 264–7

shearing flows 17

Shultz–Hardy rule 53

SI-ATRP see surface-initiated atom transfer

radical polymerisation

simple cubic packing 12–13

single particle dynamics 305–8

size polydispersity 7–10

aerosols 221–3

charge-stabilised colloids 54–5

electron microscopy 322

microemulsions 105–7

polymers 9–10, 145–6, 155

rheology 263

scattering techniques 287–9

SLS see surface light scattering

small angle neutron scattering (SANS)

absorption by atoms 282–3

advantages and disadvantages 274

alignment of anisotropic particles 289

apparatus 280–2

contrast variations 290–2

dispersions 284–5, 289–90

Guinier plots 286

microemulsions 93, 105–7, 113

particle shape determination 286–7

particle size determination 285–6

polymers 166–7, 171, 173, 179

Porod’s law 292–4

principles 279, 282–4, 286

radiation properties 275–6

radiation sources 279–80

size polydispersity 287–9

small angle X-ray scattering (SAXS)

absorption by atoms 282–3

advantages and disadvantages 274

alignment of anisotropic particles 289

apparatus 280–2

contrast variations 290–2

dispersions 284–5, 289–90

Guinier plots 286

microemulsions 104

particle shape determination 286–7

particle size determination 285–6

Porod’s law 292–4

principles 279, 282–4, 286

radiation properties 275–6

radiation sources 279–80

size polydispersity 287–9

Smoluchowski equation 42

SMPS see scanning mobility particle sizers

soaps 64–5

soft materials 263–71

soft matter science 299–309

solid/liquid dispersions 120

sols, definition 1

solubility 73–5, 213–14

spatial light modulators 304–5

specific adsorption 34–5

specific surface area (SSA) 10

372 Index



spinning drop tensiometry (SDT)

microemulsions 94, 101, 105

wetting of surfaces 214

spontaneous curvature 101–3

spreading coefficients 202–3, 207–9

SSA see specific surface area

stabilisers 15, 186–7

stability

aggregation 181, 192–3

Asakura–Oosawa model 189–92

bridging interactions 182, 192–3

charge-stabilised colloids 45–59, 182

copolymers 187, 192

creaming 16

definitions 14–18

depletion interactions 182, 189–92

dispersion 18–20

emulsions 126–33

marginal solvents 187–9

microemulsions 93–5

Ostwald ripening 18

particle interaction potential 182–3

polymers 14–15, 18, 152–3, 181–95

quiescent systems 15–16

rheology 261–3

sedimentation 16, 181–2

shearing flows 17

steric 152–3, 182, 183–9

surface forces 183, 352

suspensions 194

steric stability 152–3, 182, 183–9

sterically-stabilised emulsions 128

Stern layers 48, 52

Stern–Gouy–Chapman (SGC) theory 23,

26–30

St€ober method 126

Stokes diameter 227

Stokes drag 19

Stokes–Einstein equation 279

storage stability 261–3

streaming potential/current 36, 37–8

stress overshoot 253–4

supercooled aerosols 238

supercritical carbon dioxide 110–13

supercritical fluid microemulsions 113–14

supersaturation 237, 238

surface activity 66–7

surface charge 23–43

dissolution of ionic solids 24–5

electro-osmotic pressure 38–9

electroacoustics 42

electrochemical double layer 23, 26–36

electrokinetic properties 36–42

electrolyte flow 36–7

electrophoresis 39–42

Hg/electrolyte interface 30–4

interparticle forces 36

ion adsorption 24–5

ionisation of surface groups 24

isomorphous substitution 24–5

origins 24–5

potential-determining ions 25

specific adsorption 34–5

Stern–Gouy–Chapman theory 23, 26–30

streaming potential/current 36, 37–8

surface energy 198, 199–201, 203–4, 210

surface excess 67–71, 94

surface force apparatus (SFA) 183, 335,

337–8, 341–2, 348–50, 355–6

surface forces 329–62

adhesion energy 334, 350–2

boundary lubrication under water 358–60

capillary forces 350–2

Derjaguin approximation 335–9

DLVO theory 345–52, 357–8

electrochemical double layer type 344–5,

357–8

future challenges 360–1

hydration forces 348–50

hydrophobic forces 350

interaction free energy 332, 334–5

intermolecular forces 329–33

measurement 333–4, 339–42, 356–60

oscillatory structural forces 346–8

polymer-mediated 329, 334, 342, 352–5,

358, 360–1

pressure, force and energy 334–5

size and shape 334–9

surface-grown biomimetic polymer

brushes 358

surfactants 355–60

types 342–56

van der Waals type 343

surface free energy 17–18

surface-grown biomimetic polymer

brushes 358

surface-initiated atom transfer radical

polymerisation (SI-ATRP) 358

surface light scattering (SLS) 105

surface roughness 18–19

Index 373



surface tension

adsorption at surfaces 66–7

electrochemical double layer 33

wetting of surfaces 198–200, 202–3,

207–15

surface wetting see wetting of surfaces

surfactants 61–89

adsorption at interfaces 62, 66–73

advanced surfactants 64, 87

aggregation 62, 66–7

amphiphilicity 61, 62

applications 61, 64–6

average separation 13

biodegradability 64

characteristic features 61–2

classification 62–4

cloud point 74–5

counter-ions 77–8, 79

depletion interactions 192

effectiveness of adsorption 72–3

efficiency of adsorption 71–2

electrolyte concentration 69–70, 79–80

emulsions 121–4, 127–30, 132

factors affecting the CMC 78–80

film bending rigidity 103–7

film properties 101–7

historical development 4–5

hydrophilic group effects 79

hydrophobic group effects 79

Krafft temperature 73–4

liquid crystalline mesophases 82–7

micellisation 75–82

molecular packing 80–2, 83

phase behaviour 107–12

phase diagrams 86–7

reflection techniques 295–7

rheology 263

solubility 73–5

spontaneous curvature 101–3

stability 15, 20

surface excess 67–71

surface forces 355–60

surface tension/activity 66–7

temperature effects 80

thermodynamic factors 67–71, 75–8

ultra-low interfacial tension 101

wetting of surfaces 197, 207

see also microemulsions

suspensions 194

syneresis 262–3

Taylor instability 121

TEM see transmission electron microscopy

temperature-jump procedure 125

tensiometry 71

ternary phase diagrams 107–9

thermotropic liquid crystals 82–3

thixotropy 254

three phase emulsions 119–20

time-of-flight MS (TOF-MS) 232

TIRM see total internal reflection microscopy

TOF-MS see time-of-flight MS

total internal reflection microscopy

(TIRM) 340

total potential 50–1

transmission electron microscopy (TEM) 231

advantages and disadvantages 273–4

conventional systems 313–19

core/shell particles 316–17

general features of optical imaging

systems 311–14

internal structure 317–21

polymer latex particles 315

practical aspects 314–15

resolution and contrast 313–14

sample preparation 314–15

Traube’s rule 72

UCST see upper critical solution temperature

ultracentrifuges 274

ultra-low interfacial tension 101

ultramicroscopy 4

ultrasonic nebulisers 222

unit area approximation 337

upper critical solution temperature

(UCST) 148–9

van der Waals forces

charge-stabilised colloids 46, 58

emulsions 128–9

optical manipulation 300

stability 181

surface charge 23

surface forces 329, 331–3, 343, 350

vibrating orifice aerosol generators

(VOAG) 222–3

viscoelasticity 256–63

viscometry 252–4

viscosity 3–4, 146, 173

viscous flow 248

VOAG see vibrating orifice aerosol generators

374 Index



volatile organic compounds (VOCs) 110

volume fraction

definition 5–7

effective 11–12

profiles 162–5, 166–7, 178

rheology 265–6

wall slip 250

water-wetting 122

weighting factors 162–4

wettability envelopes 212–14

wetting of surfaces 197–217

adhesion 203–4, 208

characterisation of solid surfaces 210

cohesion 203–4, 208

contact angles 199–202, 205, 211, 213–14

definitions 198

degrees of wetting 200–1

detergency process 207–8

dispersive materials 210–12

interfacial tension 198, 209, 214

liquid on liquid spreading 207–9

liquid spreading 202–3, 207–9

measurement methods 214–16

polar materials 210–12

principles 197–8

rheology 250

spreading coefficients 202–3, 207–9

surface energy 198, 199–201, 203–4, 210

surface tension 198–200, 202–3, 207–15

two immiscible liquids on a surface 204–6

wettability envelopes 212–14

Zisman plots 210

Winsor classification 95–6, 98–9, 101, 105–6,

108–9

worm-like chains 141–2

WOW double emulsions 119

X-ray fluorescence (XRF) spectroscopy 230

X-ray photoelectron spectroscopy (XPS) 230

X-ray reflection 104, 294–7

X-ray scattering see small angle X-ray scattering

XPS see X-ray photoelectron spectroscopy

XRF see X-ray fluorescence

Young’s equation 200, 202, 204, 207

zeolites 316, 318

zeta potentials 23–4

charge-stabilised colloids 48, 54

effective concentrations 12

electrokinetic properties 36, 41–2

Zisman plots 210

zwitterionic surfactants 63, 65–6, 80

Index 375


	Colloid Science Principles, methods and applications
	Contents
	Preface
	Introduction
	Acknowledgements
	List of Contributors
	1 An Introduction to Colloids
	1.1 Introduction
	1.2 Basic Definitions
	1.2.1 Concentration
	1.2.2 Interfacial Area
	1.2.3 Effective Concentrations
	1.2.4 Average Separation

	1.3 Stability
	1.3.1 Quiescent Systems
	1.3.2 Sedimentation or Creaming
	1.3.3 Shearing Flows
	1.3.4 Other Forms of Instability

	1.4 Colloid Frontiers
	References

	2 Charge in Colloidal Systems
	2.1 Introduction
	2.2 The Origin of Surface Charge
	2.2.1 Ionisation of Surface Groups
	2.2.2 Ion Adsorption
	2.2.3 Dissolution of Ionic Solids
	2.2.4 Isomorphous Substitution
	2.2.5 Potential Determining Ions

	2.3 The Electrochemical Double Layer
	2.3.1 The Stern–Gouy–Chapman (SGC) Model of the Double Layer
	2.3.2 The Double Layer at the Hg/Electrolyte Interface
	2.3.3 Specific Adsorption
	2.3.4 Interparticle Forces

	2.4 Electrokinetic Properties
	2.4.1 Electrolyte Flow
	2.4.2 Streaming Potential Measurements
	2.4.3 Electro-osmosis
	2.4.4 Electrophoresis
	2.4.5 Electroacoustic Technique

	References

	3 Stability of Charge-stabilised Colloids
	3.1 Introduction
	3.2 The Colloidal Pair Potential
	3.2.1 Attractive Forces
	3.2.2 Electrostatic Repulsion
	3.2.3 Effect of Particle Concentration
	3.2.4 Total Potential

	3.3 Criteria for Stability
	3.3.1 Salt Concentration
	3.3.2 Counter-ion Valency
	3.3.3 Zeta Potential
	3.3.4 Particle Size

	3.4 Kinetics of Coagulation
	3.4.1 Diffusion-limited Rapid Coagulation
	3.4.2 Interaction-limited Coagulation
	3.4.3 Experimental Determination of c.c.c.

	3.5 Conclusions
	References

	4 Surfactant Aggregation and Adsorption at Interfaces
	4.1 Introduction
	4.2 Characteristic Features of Surfactants
	4.3 Classification and Applications of Surfactants
	4.3.1 Types of Surfactants
	4.3.2 Surfactant Uses and Development

	4.4 Adsorption of Surfactants at Interfaces
	4.4.1 Surface Tension and Surface Activity
	4.4.2 Surface Excess and Thermodynamics of Adsorption
	4.4.3 Efficiency and Effectiveness of Surfactant Adsorption

	4.5 Surfactant Solubility
	4.5.1 The Krafft Temperature
	4.5.2 The Cloud Point

	4.6 Micellisation
	4.6.1 Thermodynamics of Micellisation
	4.6.2 Factors Affecting the CMC
	4.6.3 Structure of Micelles and Molecular Packing

	4.7 Liquid Crystalline Mesophases
	4.7.1 Definition
	4.7.2 Structures
	4.7.3 Phase Diagrams

	4.8 Advanced Surfactants
	References

	5 Microemulsions
	5.1 Introduction
	5.2 Microemulsions: Definition and History
	5.3 Theory of Formation and Stability
	5.3.1 Interfacial Tension in Microemulsions
	5.3.2 Kinetic Instability

	5.4 Physicochemical Properties
	5.4.1 Predicting Microemulsion Type
	5.4.2 Surfactant Film Properties
	5.4.3 Phase Behaviour

	5.5 Developments and Applications Temperature
	5.5.1 Microemulsions with Green and Novel Solvents
	5.5.2 Microemulsions as Reaction Media for Nanoparticles

	References

	6 Emulsions
	6.1 Introduction
	6.1.1 Definitions of Emulsion Type
	6.1.2 Novel Features of Emulsion Systems, Compared to Solid/Liquid Dispersions

	6.2 Preparation
	6.2.1 Comminution – Batch
	6.2.2 Comminution – Continuous
	6.2.3 Nucleation and Growth

	6.3 Stability
	6.3.1 Introduction
	6.3.2 Sedimentation and Creaming
	6.3.3 Aggregation
	6.3.4 Coalescence
	6.3.5 Ostwald Ripening
	6.3.6 Phase Inversion

	References

	7 Polymers and Polymer Solutions
	7.1 Introduction
	7.2 Polymerisation
	7.2.1 Condensation
	7.2.2 Free Radical
	7.2.3 Ionic Methods

	7.3 Copolymers
	7.4 Polymer Physical Properties
	7.4.1 Entanglements

	7.5 Polymer Uses
	7.6 Theoretical Models of Polymer Structure
	7.6.1 Radius of Gyration
	7.6.2 Worm-like Chains
	7.6.3 Radius of Gyration in Ideal Solution
	7.6.4 Excluded Volume
	7.6.5 Scaling Theory: Blobs
	7.6.6 Polyelectrolytes

	7.7 Measuring Polymer Molecular Weight
	7.8 Flory Huggins Theory
	7.8.1 Polymer Solutions
	7.8.2 Polymer Melts
	7.8.3 Copolymers

	References

	8 Polymers at Interfaces
	8.1 Introduction
	8.1.1 Steric Stability
	8.1.2 The Size and Shape of Polymers in Solution
	8.1.3 Adsorption of Small Molecules

	8.2 Adsorption of Polymers
	8.2.1 Configurational Entropy
	8.2.2 The Flory Surface Parameter ws

	8.3 Models and Simulations for Terminally Attached Chains
	8.3.1 Atomistic Modelling
	8.3.2 Exact Enumeration: Terminally Attached Chains
	8.3.3 Approximate Methods: Terminally Attached Chains
	8.3.4 Scaling Models for Terminally Attached Chains (Brushes)
	8.3.5 Physically Adsorbed Chains: Scheutjens and Fleer Theory
	8.3.6 Scaling Theory for Physical Adsorption

	8.4 Experimental Aspects
	8.4.1 Volume Fraction Profiles
	8.4.2 Adsorption Isotherms
	8.4.3 The Bound Fraction
	8.4.4 The Layer Thickness

	8.5 Copolymers
	8.5.1 Liquid/Liquid Interfaces

	8.6 Polymer Brushes
	8.7 Conclusions
	References

	9 Effect of Polymers on Colloid Stability
	9.1 Introduction
	9.1.1 Colloid Stability
	9.1.2 Limitations of Charge Stabilisation
	9.1.3 Effect of Polymers on Interactions

	9.2 Particle Interaction Potential
	9.2.1 Measuring Surface Forces

	9.3 Steric Stabilisation
	9.3.1 Theory
	9.3.2 Steric Stabiliser Design
	9.3.3 Marginal Solvents

	9.4 Depletion Interactions
	9.5 Bridging Interactions
	9.6 Conclusion
	References

	10 Wetting of Surfaces
	10.1 Introduction
	10.2 Surfaces and Definitions
	10.3 Surface Tension
	10.4 Surface Energy
	10.5 Contact Angles
	10.6 Wetting
	10.7 Liquid Spreading and Spreading Coefficients
	10.8 Cohesion and Adhesion
	10.9 Two Liquids on a Surface
	10.10 Detergency
	10.11 Spreading of a Liquid on a Liquid
	10.12 Characterisation of a Solid Surface
	10.13 Polar and Dispersive Components
	10.14 Polar Materials
	10.15 Wettability Envelopes
	10.16 Measurement Methods
	10.17 Conclusions
	References

	11 Aerosols
	11.1 Introduction
	11.2 Generating and Sampling Aerosols
	11.2.1 Generating Aerosols
	11.2.2 Sampling Aerosol

	11.3 Determining the Particle Concentration and Size
	11.3.1 Determining the Number Concentration
	11.3.2 Determining the Mass Concentration
	11.3.3 Determining Particle Size

	11.4 Determining Particle Composition
	11.4.1 Off-line Analysis
	11.4.2 Real-time Analysis

	11.5 The Equilibrium State of Aerosols
	11.5.1 Deliquescence and Efflorescence
	11.5.2 K€ohler Theory
	11.5.3 Measurements of Hygroscopic Growth
	11.5.4 Other Phases

	11.6 The Kinetics of Aerosol Transformation
	11.6.1 Steady and Unsteady Mass and Heat Transfer
	11.6.2 Uptake of Trace Species and Heterogeneous Chemistry

	11.7 Concluding Remarks
	References

	12 Practical Rheology
	12.1 Introduction
	12.2 Making Measurements
	12.2.1 Definitions
	12.2.2 Designing an Experiment
	12.2.3 Geometries
	12.2.4 Viscometry
	12.2.5 Shear Thinning and Thickening Behaviour

	12.3 Rheometry and Viscoelasticity
	12.3.1 Viscoelasticity and Deborah Number
	12.3.2 Oscillation and Linearity
	12.3.3 Creep Compliance
	12.3.4 Liquid and Solid Behaviour
	12.3.5 Sedimentation and Storage Stability

	12.4 Examples of Soft Materials
	12.4.1 Simple Particles and Polymers
	12.4.2 Networks and Functionalisation
	12.4.3 Polymeric Additives
	12.4.4 Particle Additives

	12.5 Summary
	References

	13 Scattering and Reflection Techniques
	13.1 Introduction
	13.2 The Principle of a Scattering Experiment
	13.3 Radiation for Scattering Experiments
	13.4 Light Scattering
	13.5 Dynamic Light Scattering
	13.6 Small Angle Scattering
	13.7 Sources of Radiation
	13.8 Small Angle Scattering Apparatus
	13.9 Scattering and Absorption by Atoms
	13.10 Scattering Length Density
	13.11 Small Angle Scattering from a Dispersion
	13.12 Form Factor for Spherical Particles
	13.13 Determining Particle Size from SANS and SAXS
	13.14 Guinier Plots to Determine Radius of Gyration
	13.15 Determination of Particle Shape
	13.16 Polydispersity
	13.17 Determination of Particle Size Distribution
	13.18 Alignment of Anisotropic Particles
	13.19 Concentrated Dispersions
	13.20 Contrast Variation using SANS
	13.21 High Q Limit: Porod Law
	13.22 Introduction to X-ray and Neutron Reflection
	13.23 Reflection Experiment
	13.24 A Simple Example of a Reflection Measurement
	13.25 Conclusion
	References

	14 Optical Manipulation
	14.1 Introduction
	14.2 Manipulating Matter with Light
	14.3 Force Generation in Optical Tweezers
	14.4 Nanofabrication
	14.5 Single Particle Dynamics
	14.5.1 Measuring Nanometer Displacements
	14.5.2 Brownian Fluctuations in an Optical Trap
	14.5.3 Dynamical Complexity in Colloidal Gels

	14.6 Conclusions
	References

	15 Electron Microscopy
	15.1 General Features of (Electron) Optical Imaging Systems
	15.2 Conventional TEM
	15.2.1 Background
	15.2.2 Practical Aspects
	15.2.3 Polymer Latex Particles
	15.2.4 Core/Shell Particles
	15.2.5 Internal Structure

	15.3 Conventional SEM
	15.3.1 Background
	15.3.2 Types of Signal
	15.3.3 Practical Aspects

	15.4 Summary
	References

	16 Surface Forces
	16.1 Introduction
	16.1.1 Intermolecular Forces
	16.1.2 From Intermolecular Forces to Surface Forces
	16.1.3 Why Measure Surface Forces?

	16.2 Forces and Energy; Size and Shape
	16.2.1 Pressure, Force and Energy
	16.2.2 The Derjaguin Approximation

	16.3 Surface Force Measurement Techniques
	16.3.1 Optical Tweezers
	16.3.2 Total Internal Reflection Microscopy (TIRM)
	16.3.3 Atomic Force Microscope (AFM)
	16.3.4 Surface Force Apparatus (SFA)
	16.3.5 Other Techniques

	16.4 Different Types of Surface Forces
	16.4.1 van der Waals Forces
	16.4.2 Electric Double Layer Forces in a Polar Liquid
	16.4.3 The DLVO Theory
	16.4.4 Non-DLVO Forces
	16.4.5 Neutral Polymer-mediated Surface Forces
	16.4.6 Surface Forces in Surfactant Solutions

	16.5 Recent Examples of Surface Force Measurement
	16.5.1 Counter-Ion Only (CIO) Electric Double Layer Interactions in a Non-Polar Liquid 
	16.5.2 Interactions between Surface-grown Biomimetic Polymer Brushes in Aqueous Media
	16.5.3 Boundary Lubrication Under Water

	16.6 Future Challenges
	References

	Index


