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Preface

Interest in the transition-metal oxides with perovskite-related structures goes
back to the 1950s when the sodium tungsten bronzes Na,WO; were shown to
be metallic [1], the system La,_,Sr,MnO; was found to contain a ferromagnetic
conductive phase [2], and LagsSrqsCo03 was reported to be a ferromagnetic
metal, but with a peculiar magnetization of 1.5 ug/Co atom [3].

Stoichiometric oxide perovskites have the generic formula AMO; in which
the A site is at the center of a simple-cubic array of M sites; the oxide ions form
(180° — ¢) M—O—M bridges to give an MO, array of corner-shared MO,
octahedra and the larger A cations have twelvefold oxygen coordination.
Mismatch between the A—0O and M—O equilibrium bond lengths introduces
internal stresses. A compressive stress on the MOs array is accommodated by
a lowering of the M—O—M bond angle from 180° to (180° — ¢); a tensile
stress on the M—O—M bonds is accommodated by the formation of hexagonal
polytypes [4].

In the early 1950s, it was assumed that the transition-metal oxides would be
sufficiently ionic that their d-state manifolds could be described by crystal-
field theory and the interatomic spin-spin interactions by superexchange
perturbation theory [5]. Early neutron-diffraction studies showed an antici-
pated antiferromagnetic order of the MO; array in the insulators LnCrO; and
LnFeO;, where Ln is a lanthanide [6]. However, the anisotropic magnetic order
in antiferromagnetic LaMnO; and the complex magnetic order found [7]
in LagsCagsMnO; remained unreported until it was pointed out [8] that
cooperative orbital ordering that removed the twofold o-bonding e-orbital
degeneracy at the high-spin Mn(III) ions could account for the magnetic order
if the superexchange interactions were reexamined; this reexamination led to
the first formulation of the rules for the sign of the superexchange interactions
[8]. These predictions have since been fully corroborated [9-11].

The concept of a cooperative Jahn-Teller orbital ordering associated with
localized e' and e configurations, in which the orbital angular momentum L is
quenched by the crystalline (ligand) fields, was rapidly extended to include the
threefold-degenerate n-bonding manifolds where the cubic crystalline fields do
not quench L completely [12]. In this case, two types of cooperative orbital
ordering may occur: one quenches the residual L and the other maximizes L.
Spin-orbit coupling prevents cooperativity in the paramagnetic state unless the
cooperative distortions quench L; but where long-range collinear ordering of
the spins occurs, spin-orbit coupling orders the orbital momenta even where
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there is only a small concentration of Jahn-Teller ions [13]. The cooperativity
in this case gives rise to a giant single-ion magnetocrystalline anisotropy and
magnetostriction.

The ferromagnetic coupling in conductive La,_,Sr,MnOs led to the concept
of double exchange, but the original formulation by Zener [14] was restricted
to a two-manganese polaron that was assumed to move diffusively without an
activation energy to give a global ferromagnetism. The latter assumption was
not borne out experimentally and de Gennes [15], borrowing a spin-dependent
transfer integral from Anderson and Hasegawa [16], made a more realistic
double-exchange model for itinerant electrons in the presence of localized
spins; but how itinerant electrons and localized spins from the same d
manifold could coexist on an atom was not addressed until some years later
[17] when it was also pointed out that the unusual magnetization of
ferromagnetic, metallic La,y 551 sCoO;5 could be understood as an intermediate
spin state on the cobalt stabilized by itinerant ¢* electrons coexisting with a
localized spin.

Meanwhile, the origin of the metallic conductivity of the Na,WOs bronzes
remained puzzling until it was pointed out [18] that strong W—O covalent
bonding allowed the 180° W—O—W interactions across a bridging oxygen
atom to be strong enough to transform the n-bonding d states from localized
configurations into itinerant-electron states of a W—0 antibonding =* band.
Recognition that the d electrons on the MOs array of an AMO; perovskite
could be either localized or itinerant led to an early mapping of localized
versus itinerant electronic behavior in the AMO; perovskites [19]. Moreover,
it was found that narrow itinerant-electron ¢* bands containing a single e
electron per atom did not undergo a cooperative Jahn-Teller ordering of
localized orbitals; instead the cooperative oxygen displacements introduce a
disproportionation reaction 2¢*' = ¢* + e® in which the e configurations are
localized and the ¢° configurations form molecular orbitals of an MOg complex
[20]. This disproportionation reaction can be considered a segregation into an
electron-rich, localized e? phase and an electron-poor, delocalized e° phase.
This latter view of the disproportionation reaction makes it a special case of a
more general phenomenon that is only now becoming recognized.

An extensive reexamination of the oxide perovskites was stimulated in 1986
by the discovery of high-temperature superconductivity in the perovskite-
related system La,_,Sr,CuQOy [21, 22] and the subsequent observation [23] of
a colossal negative magnetoresistance (CMR) in the ferromagnetic system
(La;—yPry)o7CagsMnOs.

The ideal perovskite structure may be viewed as MO, planes alternating
with AO rock-salt planes, which allows the formation of Ruddlesden-Popper
[24] layered structures AO e (AMO;),; the original high-T,, copper-oxide
superconductors had the A,MO, structure with M made a mixed-valent
Cu(III)/Cu(Il) ion by 10 to 22% substitution of Sr** or Ba’* for La>* on the A
sites of the parent compound La,CuO,. The antibonding x* — y” orbitals of the
Cu(I11)/Cu(II) redox band are strongly hybridized with the O:2py, 2p, orbitals,
so the Cu(IIl) ion is low-spin with fully occupied 3z> — r’ orbitals. Conse-
quently, the Cu(III)/Cu(II) valence state is stable in square-coplanar oxygen
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coordination, which allows the introduction of c-axis oxygen vacancies in the
CuOs;_s array to give eightfold oxygen coordination at smaller A cations.
Moreover, AO-®-AO layers in which ® is another oxide layer can be stabilized
between the superconductive CuO, layers, all of which gives a rich chemistry
to the superconductive copper oxides [25]. However, the essential features of
the high-temperature-superconductor phenomenon are illustrated by the
La, ,Sr,CuO, system. ’

High-T. superconductivity in the layered copper oxides and the CMR
phenomenon in the manganese oxide perovskites both occur at a transition
from localized to itinerant electronic behavior, which has now focussed
attention on the evolution of the electronic/structural properties at this cross-
over in these mixed-valent oxide perovskites and at the Mott-Hubbard
transition between strongly and weakly correlated electrons in the single-
valent oxide perovskites. In perovskite-related structures, the study of the
evolution of physical properties on crossing these transitions is made possible
by a bandwidth that varies sensitively with the bending angle ¢ of the
(180° — ¢) M—O—M bond angle of the MO; array. This angle can be
modulated by isovalent substitutions of smaller A-site cations without
changing the valence state of the MO; array. The bandwidth is a measure of
the strength of the M—O—M interactions, and this strength depends
sensitively on the frequency w,(¢) of the locally cooperative oxygen vibrations
that couple strongly to the M-d electrons at cross-over.

The cross-over from localized to itinerant electronic behavior and the Mott-
Hubbard transition cannot be described by the homogeneous theories of
electronic states in solids that existed in 1986. Extensive experimental stu-
dies on these and related systems reveal the presence of dynamic phase
segregations at lower temperatures that are associated with strong electron
coupling to locally cooperative oxygen displacements. The phase segregations
are driven by the appearance of a double-well potential at the equilibrium
M—O bond length at cross-over. Locally cooperative, dynamic oxygen
displacements are not revealed by conventional diffraction experiments;
faster, local probes are required to observe them directly. These probes include
the pair-density-function analysis of neutron-diffraction data from a synchro-
tron source as discussed in this volume by Egami as well as Mdssbauer, NMR,
NQR, and XAFS spectroscopies referred to in the other chapters. Indirect
evidence for their existence is provided by transport and magnetic measure-
ments, especially where these measurements can be correlated with observa-
tions of fast, local probes and with neutron-scattering data or the evidence
from photoemission spectroscopy (PES) for spectral-weight transfer between
itinerant and localized or vibronic electronic states. Evidence for strong
electron coupling to cooperative, dynamic oxygen vibrations and its intro-
duction of a variety of unconventional vibronic properties continues to
accumulate rapidly as do the theoretical attempts to account for the data. This
volume represents a progress report.

October 2000 John B. Goodenough
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General Considerations

John B. Goodenough

Texas Materials Institute, University of Texas at Austin, Austin, Texas 78712, USA
E-mail: jgoodenough@mail.utexas.edu

For reference, a few properties of AMO; perovskites are reviewed. Lattice distortions arising
from the mismatch between equilibrium A—O and M—O bond lengths are discussed; a
compressive stress on the MOj; array gives cooperative rotations of the MOg/, octahedra that
bend the (180° — ¢) M—O—M bonds by an angle ¢. Ligand-field wavefunctions for d
electrons at transition-metal M atoms are used to distinguish, for single-valent MO; arrays,
where the M—O—M interactions should be treated by superexchange perturbation theory
from where they should be described by tight-binding band theory. Double-exchange and
indirect-exchange interactions are also reviewed. The possible symmetries of the spin
configurations of magnetic perovskites are specified. The virial theorem is employed to
demonstrate the existence of lattice instabilities at a cross-over from localized to itinerant
electronic behavior due to a double-well potential for the equilibrium M—O bond length
with (M—O0)joc > (M—O);yin. Long-range and short-range cooperative Jahn-Teller distor-
tions are contrasted with charge-density-wave instabilities; polarons and correlation bags
are contrasted with strong-correlation fluctuations.

Keywords: Perovskite distortions, Magnetic configurations, Fluctuation band narrowing,
Interatomic exchange

1 Tolerance Factor . . . ... .o i ittt it it it it et e eeeen 1
2 Electronic Considerations . ...............c.c0ivvn.n. 4
2.1 Ligand-Field Considerations. . ................ovvuuu... 4
2.2 Interatomic Interactions . ............uuiieinennenn.. 7
3 Oxygen Displacements ................. ... ... ...... 12
4 References . ..........iiiiiiiin ittt 15
1

Tolerance Factor

The cubic AMO; perovskite structure consists of an MO; array of corner-
shared MOg,, octahedra with a larger A cation at the body-center position. As
illustrated in Fig. 1, this structure allows formation of the Ruddlesden-Popper
[1] rocksalt-perovskite intergrowth structures AO @ (AMO3),,. In these phases,
the mismatch of the equilibrium (M—O) and (A—O) bond lengths is given by
the deviation from unity of the geometric tolerance factor

Structure and Bonding, Vol. 98
© Springer-Verlag Berlin Heidelberg 2001
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General Considerations 3

t = (A—0)/v2(M—0) (1)

where (A—0) and (M—O) are calculated for room temperature and atmos-
pheric pressure from the tabulated sums of empirical ionic radii obtained from
X-ray data [2, 3].

Of particular interest for the present volume are perovskite-related oxides
in which M is a 3d-block transition-metal atom and the A sites are occupied
by a lanthanide, yttrium, and/or an alkaline earth. Alkali ions can also be
accommodated in the larger A sites, which are coordinated by twelve oxygen
near neighbors. With a transition-metal atom M, the thermal expansion of
the (A—O) bond is greater than that of the (M—O) bond, so t increases with
temperature. Normally the (A—O) bond is also more compressible than
the (M—O) bond, which makes t decrease with increasing pressure [4].
However, at a transition from localized to itinerant electronic behavior, an
unusually high compressibility of the (M—O) bond results in a dt/dP > 0 (see
Eq. (20) below) [5].

The AMOj; structure accommodates a t > 1 by the formation of hexagonal
polytypes [4]; the principal interest of these structures for the present
discussion is the demonstration they provide for a dt/dP < 0 as the normal
behavior.

The AMO; structure adjusts to a t < 1 by cooperative rotations of the MO/,
octahedra; these rotations create (180° — ¢) M—O—M bond angles. For
example, rotations about the [111] axis give rhombohedral R3¢ symmetry;
rotations about a cubic [110] axis give orthorhombic Pbnm symmetry with
¢/a > /2 (in space group Pnma, b/a > /2). The bending angle ¢ increases
with decreasing t, and ¢ increases discontinuously on passing from R3c
to Pbnm symmetry. The Ruddlesden-Popper phases may also undergo
cooperative rotations of the octahedra about a [110] axis to convert a high-
temperature tetragonal (HTT) phase to orthorhombic symmetry; rotations
about [010] and [100] axes in alternate basal planes give an enlarged tetragonal
unit cell in a low-temperature tetragonal (LTT) phase.

The ability to adjust to a t < 1 allows for extensive cation substitutions on
both the A and M sites; the structure is also tolerant of large concentrations
of both oxygen and cation vacancies. The perovskites considered in this
volume are stoichiometric with MO; arrays containing a single transition-
metal atom M. Emphasis is given to the peculiar physical properties that
occur at the transition from localized to itinerant electronic behavior and
from Curie-Weiss to Pauli paramagnetism at a Mott-Hubbard transition on
the MO; array. The transition from localized to itinerant electronic behavior
can be approached from either the itinerant-electron side or the localized-
electron side in single-valent MOj; arrays by isovalent substitutions on the A
sites that vary the tolerance factor t. It can also be crossed in mixed-valent

<
<

Fig. 1a-e. Some AMO; perovskite structures: a cubic (two views); b rhombohedral R3c;
¢ tetragonal (projection on (001) of MO; array); d orthorhombic (Pbnm); e tetragonal
La,CuO,=La0O e LaCuOs;
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MO; arrays by aliovalent substitutions on the A sites. In all cases, the cross-
over is marked by lattice instabilities. The Mott-Hubbard transition occurs
on the itinerant-electron side, and this transition is also marked by lattice
instabilities.

2
Electronic Considerations

The AMO; perovskites containing a 3d-block transition-metal atom M are
sufficiently ionic that the Madelung energy stabilizes filled bonding bands that
are primarily O-2p in character and separated from antibonding, primarily
cation s and p bands by a large (~6 eV) energy gap. Lanthanide A-site cations
introduce empty 5d states that overlap the antibonding s bands [6].

The 4f" configurations at the Ln atoms are localized, and the intraatomic
electron-electron coulomb energies are large, Ug, > 5 eV. Consequently the
Ln atoms can have only a single valence state unless a 4f" configuration
happens to fall in the energy gap between the filled O-2p bands and the empty
antibonding bands. The Ce** jon is too small to occupy the A site of a
perovskite and the Eu?t:4f’ level, which is stable relative to the bottom of the
3d band in EuTiOs, lies above the Fermi energy in the other EuMO; oxides
containing a 3d-block transition-metal atom M. In the perovskite-related
oxides to be discussed, only the Pr:4f* level lies close enough to the Fermi
energy ¢p of a partially filled band to pose any ambiguity about the valence
state of the Ln cation, and this ion only in the presence of the Cu(III)/Cu(II)
redox couple. The examples discussed in this volume all contain Ln** ions
with localized 4f" and 4f™*' configurations well-removed from the Fermi
energy.

In the AMO; perovskites containing a 3d-block transition-metal atom M,
the antibonding electrons of M-3d parentage may be either localized or
itinerant [7]. In order to understand the transition from localized to itinerant
electronic behavior, we begin with the construction of ligand-field 3d orbitals
and then consider the nature of the interactions between localized ligand-
field configurations on neighboring M cations and how the superexchange
perturbation approximation breaks down.

2.1
Ligand-Field Considerations

The five 3d orbitals of a free atom are degenerate, but with more than one
electron or hole in a 3d manifold, the spin degeneracy is removed by
the ferromagnetic direct-exchange interactions between electron spins in
orthogonal atomic orbitals. These exchange interactions produce the Hund
intraatomic exchange field He,. The energy splitting between a high and lower
localized spin state will be designated A.

The atomic orbitals f, with azimuthal orbital angular momentum operator
L,, where L,f,, = —if(0f,,/0¢) = £mhf,,, have the angular dependencies
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fo ~ (cos® 0 — 1) ~ [(2* — x*) + (22 — y?)]/1*
fi; ~ sin20exp(+i¢) ~ [(yz + izx)]/r* (2)
fiy ~ sin® 0 exp(£i2¢) ~ [(x* — y?) + ixy]/r?

In an isolated octahedral site, the xy and (yz + izx) orbitals only overlap
the neighboring O-2p, orbitals while the [(z* = xD)+(2* - yz)] and (x* — y2)
orbitals only overlap the O-2s, 2p, orbitals. The resonance integrals
b = (fm, H ¢y = emo(fm, §,) describing the energy of a virtual charge
transfer to the empty M-3d orbitals from the same-symmetry sum of near-
neighbor oxygen orbitals ¢, contain both an overlap integral (f,, ¢,) and a
one-electron energy &, that are larger for o-bonding than for n-bonding.
Therefore, the antibonding states of a o-bond are raised higher in energy
than those of a n-bond and, as a consequence, the cubic symmetry of the octa-
hedral site raises the twofold-degenerate pair of o-bonding e orbitals,
the [(z* — x*) +(z° — y»)] and (x* — y?) orbitals, above the threefold-degen-
erate set of n-bonding t orbitals xy, (yz £ izx) by an energy A. and quenches
the orbital angular momentum associated with m = 2, see Fig. 2.

If the point-charge ionic model places the empty 3d orbitals of a degenerate
manifold an energy AE, above the O-2p orbitals and AE; above the O-2s
orbitals, the antibonding d-like states may be described in second-order
perturbation theory to give the ligand-field wavefunctions

Yo = Nz(fe — 4zdpy) (3)

[//e = NU(fe - )‘Uq")(r - ;Lsd)s)
provided the covalent-mixing parameters are /i, =b;"/AE, <1 and
Je = b /AE, < 1. A larger AEg keeps A, <1 where Eq. (3) is applicable. If
AE, becomes too small or becomes negative, the perturbation expansion
breaks down and an isolated MOg complex must be described by molecular-
orbital (MO) theory. According to the second-order perturbation theory, the
antibonding states are raised by the M—O interactions energy

Ae = [b%|*/AE; (4)
and the cubic-field splitting is
Ac = Aey — Ag, = Ay + (/ui — /li)AEP + A2 AEq (5)

where Ay is a purely electrostatic energy that is small and of uncertain sign
due to the penetration of the O* -ion electron cloud by the cation
wavefunctions. Omitted from Egs. (3) and (5) is the interaction of the
orbitals with the empty A-cation wavefunctions, which would lower the
magnitude of an effective A, and increase A..

The cubic-field splitting A. is the same order of magnitude as the
intraatomic exchange energy A., and the d*-d’ configurations may be either
high-spin t’e!, t?e? t'e?, t°e? where A > A, or low-spin t1el, t°e%, t%?, %!
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Fig. 2a-c. Schematic one-electron crystal-field splitting of the d-state manifold of a
transition-metal atom M in a cubic AMO; perovskite: a Ay = 0; b Ay > A, for high-
spin Mn(IIl); ¢ ¢, (xy) = p§,l> + p,((z) - p§,3) — p)(f) hybridizing with the Mn-xy orbitals

where A. > A The covalent mixing of O-2p wavefunctions into ¥, and Y,
lowers the intraatomic exchange splitting A, and increases A..
Therefore, stronger covalent mixing stabilizes low-spin relative to high-spin
configurations. Moreover, the effective energy U required to add an electron
to a d” manifold to make it d"*' must take into account A. as well as A.,. For
an octahedral site, the Ups for n = 3 and n = 8 is increased by A. if Ac < A,
by Aex if Ac > Aex; for n = 5 it is increased by A if Ac < Aex and for n = 6 by

Ac if Ac > Ay
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A comment on the celebrated Zaanen, Sawatzky, Allen [8] scheme is
required. These authors begin with the free-ion energies of 07/0*” and the
highest occupied M™*Y/M"" redox energies. They then calculate how the
electrostatic crystalline fields of a point-charge model shift these energies
relative to one another. If the Madelung energy does not shift the M™+!/M"*
level above the O7/O°" level, the energy gap between the lowest unoccupied
M™*/M® " redox energy and the highest occupied level is classified as a
charge-transfer gap A; if the M™**/M™* level lies above the O7/0*" level in
the point-charge model, the energy gap is classified as a correlation gap U.
Although these distinctions are useful for the interpretation of spectroscopic
data and energy gaps, they have sometimes proven misleading when applied to
the interpretation of transport data. In fact, as the M™*V*/M"* level drops
below the 07/O>” level, the antibonding states become pinned at the top of the
bonding states as the ratio of O:2p to M:3d states in the strongly hybridized
band changes from predominantly M:3d to predominantly O:2p. Hybridiza-
tion gives the antibonding states the symmetry of the M:3d states, so we may
still refer to ¢* and #n* bands. Pinning of the occupied antibonding band
reduces U, which in this case is referred to as A.

2.2
Interatomic Interactions

In the perovskite structure with 3d-block transition-metal atoms M, the
dominant interactions between d-like orbitals centered at neighboring M atoms
are the (180° — ¢») M—O—M interactions. The spin-independent resonance
integrals describing charge transfer between M atoms at R; and R; are

b = (Y, Hy) = end
e = (e, Hrg) = e5/; cos ¢

(6)
where A, varies with the acidity of the A cations as well as with the bending
angle ¢ and H’ describes the perturbation of the potential at R; caused by the
presence of an M atom at R;. The smaller term &5/ is omitted from bS* for
simplicity.

The interactions between localized spins on neighboring atoms are treated
by a perturbation theory in which the spin-dependent resonance integrals for
parallel and antiparallel coupling of spins are

tiTjT =b““cos(0;/2) and tzjl =b““sin(0;/2) (7)

for electron transfer between atoms whose spins are rotated by an angle 0;; with
respect to one another. The spin angular momentum is conserved in an electron
transfer. Rules for the sign of the interatomic exchange interactions follow:

- Direct exchange between spins in orthogonal orbitals is a potential exchange
as it does not involve electron transfer; like the intraatomic interactions, it is
ferromagnetic.
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- Superexchange interactions between spins S on like atoms is a kinetic
exchange that involves virtual charge transfers between orbitals on neighbor-
ing atoms. These orbitals may be either

a) both half-filled, in which case spin transfers are constrained by the Pauli
exclusion principle to be antiferromagnetic; in second-order perturbation
theory,

Ags, ~ —|t}'[* /U = Const + J;S; e ; (8)

where J;; ~ (2b} /45*Ueir), or
b) half-filled and empty or half-filled and full, in which case A., stabilizes a
ferromagnetic charge transfer

Azx =~ Const — ]ij(Si . Sj) (9)

where J;; ~ (bejAex /48*U%;) follows from third-order perturbation theory.

- Double exchange is also a kinetic exchange; this interaction involves a real
charge transfer between two different valence states of the same M atom, each
carrying a localized spin S, in a time 7, that is short relative to the period wg’
of the optical-mode lattice vibrations that would dress the charge carrier as a
small polaron. Like molecular orbital or band theory, the real charge transfer is
treated in first-order perturbation theory with A, stabilizing a ferromagnetic
charge transfer:

Aed ~ cztzjT = —czbyj cos(0;/2) (10)

where c is the fractional occupancy of the M sites by a mobile charge carrier
and z is the number of like nearest neighbors within a cluster or in a three-
dimensional array.

- Indirect exchange is a coupling of localized spins at M atoms by a partially
occupied broad band where A, is not large enough to remove totally the spin
degeneracy of the broad band. The interaction is ferromagnetic at small
separation, becomes antiferromagnetic at larger separation, and oscillates as
the separation of the M atoms increases.

Bertaut [9] has adopted the notation of Koehler et al. [10] to describe the
possible spin configurations compatible with the Pbnm crystallographic space
group. Figure 3 represents the M atoms of an orthorhombic AMO; structure.
Linear combinations of the spin components that transform into themselves
are chosen as the base vectors of the irreducible representations:

F=S5+S+S+S,
G=5—-5+S5—-5
C=5+8 -5 -5
A=S8 -5 —-S+S,
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Fig. 3. Labeling of M-atom positions in the orthorhombic (Pbnm) structure of an AMO;
perovskite

Subjecting these vectors to the crystallographic symmetry operations generates
the four possible representations of the base vectors shown in Table 1. The
X, ¥, z directions are taken parallel to the g, b, ¢ axes of the orthorhombic unit
cell. In orthorhombic perovskites, magnetocrystalline anisotropy of cooper-
atively tilted octahedra and/or Dzialoshinskii-Moriya antisymmetric exchange
of the form Dj e S; X S; may be superimposed on the collinear-spin anti-
ferromagnetic configuration stabilized by symmetric exchange of the form
J;jSi ® Sj to cant the spins, giving a weak ferromagnetic component. In this
case, the spin configuration would be designated, for example, G4F, or C,F, as
discussed in Goodenough and Zhou (this volume) for LaVO; and YVO;. A
large ferromagnetic component may be produced where an antiferromagnetic
superexchange interaction varying as cos 0 competes with a double-exchange
interaction varying as cos(0/2).

Table 1. Representations of base vectors of M-atom spins with space group Pbnm

Representations Base Vector for M-atom spin
T, Ay Gy C,
I, Fy ¥ G,
F3 Cx Fy AZ
r, Gy A, F,
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Where the MOj; array is mixed-valent with both orbital and charge ordering,
more complex spin configurations are found as discussed in Goodenough and
Zhou (this volume) for Lay;CagsMnOs5.

Spiral-spin configurations are found where the next-near-neighbor (nnn)
interactions are competitive with the nearest-neighbor (nn) interactions. For
example, where the nn spin-spin interactions are ferromagnetic and the nnn
spin-spin interactions are antiferromagnetic, a ferromagnetic-spiral (helical)
spin configuration propagating along a pseudocubic [111] axis would have the
energy

W ~ —J; cos 0 + ], cos 20 (11)

where J; and ], are, respectively, the magnitudes of the nn and nnn exchange
parameters and 0 is the angle of rotation of the spins between adjacent
ferromagnetic (111) M-atom planes; there are 6 nn and 6 nnn M atoms,
respectively, in nn and nnn (111) planes. Minimization of W with respect to 0
gives

cosl, =J1/4], (12)

and a helical spin configuration is more stable than ferromagnetic order
provided

4], > i (13)

Finally, extrapolation of the rules for the sign of the superexchange
interaction, Eqs. (8) and (9), to itinerant-electron magnetism leads to the
following rules for bands containing n electrons per band orbital (0 < n < 2
because of spin degeneracy):

1. Half-filled bands (n = 1) are antiferromagnetic.

2. Bands with 0 < n < 1/2 or 3/2 < n < 2 would be half-metallic ferromag-
nets with full magnetization M = N pz or (2 — n)N pg per band orbital,
where N is the number of transition-metal atoms per unit volume, if narrow
enough for total removal of the spin degeneracys; if the intraatomic electron-
electron interactions are not strong enough to remove completely the spin
degeneracy of the band, a spin-density wave (SDW) may be stabilized.

3. Bands with 1/2 < n < n. or n. < n < 3/2 would be ferromagnetic with a
reduced magnetization M = (1 — n)N pp or (n — 1)N up (only the anti-
bonding orbitals of the band are magnetized). At n. = 2/3/or 4/3, there is
a transition to antiferromagnetic order as the filling approaches n = 1.

The transition from localized to itinerant electronic behavior occurs where
the interatomic interactions become greater than the intraatomic interactions.
A measure of the strength of the interatomic interactions is the bandwidth W
and of the strength of the intraatomic interactions is the energy Uy the
transition from localized to itinerant electronic behavior occurs where

W = Uggs (14)
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In the absence of a localized spin on the M atoms, the tight-binding
bandwidths are

W, ~2zb% and W, ~2zb% (15)

where the number of like nearest neighbors is z = 6 for an MO; array. A
As > Ap and a small ¢ makes

W, > W, (16)

The intraatomic interactions, on the other hand, are stronger the weaker the
covalent mixing, which makes the on-site coulomb energies

U, > U, (17)

A W, < U can leave a t*> manifold localized in the presence of a W, > U,
that transforms a single e electron per M atom into an itinerant electron
occupying an antibonding ¢* band.

In SrFeO; and CaFeOs, for example, a high-spin Fe(IV):3d* configuration
has a Uper = Uy + Ac > U, and a W, < Uper with W, > U,. Consequently
both a localized t* configuration and itinerant electrons in a narrow ¢* band
coexist on the same atoms in the (FeO;)*” array. Since the ¢* band has e-
orbital parentage, it is orbitally twofold-degenerate and lifting of the spin
degeneracy by A, leaves the majority-spin band half-filled. Therefore, SrFeO;
is metallic, and the nearest-neighbor interactions are ferromagnetic as would
be expected for a double-exchange interaction with a bandwidth

W, ~ ZZtiTjT ~ £572 cos ¢p{cos(0;/2)) (18)

However, the long-range magnetic order is not ferromagnetic; a ferromag-
netic spiral-spin configuration propagates along the cubic [111] direction
below an antiferromagnetic Néel temperature Ty = 130 K, which indicates the
presence of competing next-near-neighbor antiferromagnetic interactions.
This magnetic order shows that the localized spins with S = 3/2 of the t°
configurations may be coupled by the itinerant ¢*-band electrons via an
indirect exchange, which occurs where the ¢* band is too broad for complete
removal of the spin degeneracy of the ¢* electrons by the intraatomic exchange
field Hey.

Substitution of Ca for Sr increases ¢ and narrows the ¢* band, which could
result in a change from a spiral-spin to ferromagnetic order. Instead, CaFeO;
undergoes a charge-transfer reaction below 290 K between neighboring Fe(IV)
atoms:

2Fe(IV) = Fe(IV + 9) + Fe(IV — 9) (19)

where 6 — 1 as the temperature is lowered [11]. This “negative-U” charge-
density wave (CDW) may be described in the limit 6 =1 as a phase



12 ].B. Goodenough

segregation into molecular-orbital (MO) states within a low-spin, diamagnetic
(FeOg)”™ cluster and localized Fe(IlI):t’e? configurations on alternate iron
atoms of the FeO; array. The localized-spin S = 5/2 configurations couple
antiferromagnetically via superexchange across the clusters; the next nearest-
neighbor t*-0:2p_-t* antiferromagnetic and e?-O:2p _-e° ferromagnetic inter-
actions are not strong enough to stabilize a collinear-spin state. Such a
segregation of the o*-band electrons into occupied localized states and empty
MO states occurs as W, is narrowed toward the transition from itinerant to
localized electronic behavior; it can be brought about in the perovskite
structure by long-range cooperative oxygen displacements. We turn, therefore,
to the role of oxygen displacements in the perovskite structure in response to
lattice instabilities.

3
Oxygen Displacements

Cooperative displacements of the oxygen atoms from the middle of a
(180° — ¢») M—O—M bond may be superimposed on the structural modifi-
cations introduced by the mismatch of the mean equilibrium (A—O) and
(M—O) bond lengths. This situation was first proposed [12] for Mn(I1D):t%e!
ions in LaMnO; and is now well-established where cooperative oxygen
displacements remove a ground-state orbital degeneracy at a localized-
electron configuration. This situation represents a cooperative Jahn-Teller
orbital-ordering distortion.

As discussed in connection with Eq. (2), the cubic-field splitting quenches
the orbital angular momentum of the twofold-degenerate e' configuration.
Therefore, removal of the orbital degeneracy of the Mn(III):t’e' configuration
by a local Jahn-Teller (J-T) deformation of the octahedral site to tetragonal or
orthorhombic symmetry is not constrained by spin-orbit coupling, and a
cooperative J-T distortion of the lattice may occur in the paramagnetic state.
On the other hand, the cubic-field splitting leaves m = 0, +1 for the azimuthal
orbital angular momentum quantum number of orbitally threefold degenerate
t" (n =1, 2, 4, or 5) configurations. For a 2 configuration at a V3* jon, for
example, a cooperative distortion of the octahedral sites may either quench or
maximize the orbital angular momentum L. If the distortion quenches L, it
may occur at any temperature; but if it maximizes L, it is constrained by spin-
orbit coupling to occur where the spins are ordered nearly collinearly below a
magnetic-ordering temperature [13]. This latter situation is well-illustrated by
LaVO; and YVOs; [14, 15].

In LaMnOs;, a first-order cooperative J-T distortion of the octahedral sites
occurs at a T ~ 875K; oxygen-atom displacements within the a-b plane of the
orthorhombic Pbnm structure create long O- - -Mn- - -O bonds alternating with
short O—Mn—O bonds such that each Mn atom has two short and two long
bonds within an a-b plane. The O—Mn—O bonds along the c-axis are of
intermediate length. The e-orbital degeneracy is removed by a site distortion
to either tetragonal or orthorhombic symmetry or, as in LaMnO;, to an
intermediate distortion corresponding to a linear combination of the two. This
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cooperative distortion changes the axial symmetry from c/a > /2 to
¢/a < /2 without changing the Pbnm space group. In order to distinguish
the orbitally ordered phase with c¢/a < /2, the orbitally ordered phase has
been designated O" as distinct from O-orthorhombic [16]. Dynamic J-T
deformations can give an O*-orthorhombic phase with c¢/a ~ v/2.

The contrast between the oxygen displacements associated with this J-T
orbital ordering, Fig. 4c, and the oxygen displacements found in low-
temperature CaFeOs, Fig. 4a, is significant; the former removes a localized-
electron orbital degeneracy whereas the latter reflects the instability of a
narrow ¢* band associated with what is formally an isoelectronic configura-
tion: Mn(IID):t’e! and Fe(IV):t’c*!.

Where the cooperative oxygen displacements are static and long-range-
ordered, they can be established by a diffraction experiment. However, above
the long-range ordering temperature, we can expect dynamic local cooperative

(©

Fig. 4a-c. Cooperative oxygen displacements of oxygen towards one neighboring atom and
away from the other found in low-temperature: a CaFeO; (disproportionation); b PbTiO;
(ferroelectric); ¢ LaMnOj; (Jahn-Teller orbital order). Cooperative rotations of the MOg,,
octahedra may coexist with these displacements
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displacements to introduce strong electron-lattice interactions. Strong electron
coupling to dynamic oxygen displacements are more difficult to establish. In a
mixed-valent polaronic conductor, cooperative short-range oxygen displace-
ments define the volume of the dielectric polaron; these displacements
normally confine a mobile charge carrier to a single-site, thus defining a small
polaron. However, at the cross-over from localized to itinerant electronic
behavior, a dynamic Jahn-Teller deformation may increase the size of the
polaron, as is discussed in Goodenough and Zhou (this volume) for the
system (La;_yNd,)o7Cag3MnOs.

If the volume of the electrons increases discontinuously on passing from
localized to itinerant behavior, then the mean kinetic energy (T) of the
electrons decreases discontinuously. According to the virial theorem for
central-force fields, which states

2T)+ (V) =0 (20)

the magnitude of the mean potential energy |(V)| must then also decrease
discontinuously. For antibonding electrons, a decrease in |(V)| is achieved by a
decrease in the mean equilibrium (M—O) bond length; and if the change in
(T) and (Mn—O) is discontinuous, the transition is first-order. At such a first-
order phase change, the equilibrium (M—O) bond length is described by a
double-well potential and the localized-electron equilibrium bond length is
larger than that for the itinerant electrons:

(M—0)y. > (M—0)4, (21)

If the first-order transition were global, the system could undergo a
simple dilatation of the lattice without any change in symmetry. Such a
transition appears to occur in the metastable B8, phase of NiS quenched
from high temperature [17] although the transition is accompanied by a
small distortion [18]. In a mixed-valent perovskite, the structure allows for a
phase segregation by short-range cooperative oxygen displacements at
temperatures that are too low for atomic diffusion. Consider, for example,
the system PbTi,_4Zr,Os, which has a unit-cell volume that increases linearly
with x in accordance with Végard’s law. Pair-distribution analysis of pulsed-
neutron data for this system has revealed a shift of the oxygen atoms from
Zr toward Ti in a Ti—O—Zr bond and a larger bending of a Zr—O—Zr bond
so as to allow the (Ti—O) and (Zr—O) bond lengths to retain their
equilibrium values [19]. It follows from this observation that a segregation
into localized and itinerant electronic phases within an MO; array can be
accommodated by short-range cooperative oxygen displacements that define
regions of shorter and longer mean (M—O) bond lengths. In such a case, the
cooperative oxygen displacements need not be static, but rather may be
present as short-range fluctuations. Such a situation would introduce an
important electron-lattice interaction even in a single-valent system. The
formation of polarons in a mixed-valent system represents a strong electron-
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lattice coupling, and Holstein [20] has shown that a polaron bandwidth may
be described as

W = Wy, exp(—2ep /o) (22)

where W, is the tight-binding bandwidth without electron-lattice interactions,
¢p is the stabilization energy of a polaron defined by cooperative atomic
displacements of period wg', and 1 ~ &,/Wy, is a measure of the strength of
the electron-lattice coupling. A similar expression

W = Wy, exp(—Aesc/hao) (23)

can be expected for a single-valent system in which strong-correlation
fluctuations are stabilized by an &, in regions with (M—O);,. bond lengths
defined by cooperative oxygen displacements of period wg' within a sea of
Fermi-liquid electrons in a matrix with bond lengths (M—O0);¢, < (M—0)j0c.
This situation may be found on the approach to localized-electron behavior
from the itinerant-electron side. On the approach to itinerant-electron
behavior from the localized-electron side, small polarons (single M site) or
correlation bags (cluster of M sites) may be described by molecular orbitals
with (M—O);4, in a localized-electron matrix with (M—O);,.. At cross-over,
hybridization of electronic states and lattice vibrational modes of the same
symmetry may produce heavy vibronic fermions.

Goodenough and Zhou (this volume) review the temperature dependences
of the resistivity p(T) and the thermoelectric power a(T) under different
hydrostatic pressures P. These dependences, if used in conjunction with
magnetic, structural, '®0/'°0 isotope-exchange, and photoemission data,
provide critical information about the different types of electron-lattice
interactions that occur in any given system.
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The resistivity p(T) and thermoelectric power «(T) under different hydrostatic pressures are
correlated with structure and other physical properties of single-valent and mixed-valent
AMO; perovskites in which M is a first-row transition element. Special attention is given to
transitions from localized to itinerant electronic behavior in the MOs array that are induced
by pressure or by substitution on the A sites of isovalent or aliovalent cations. The lattice
instabilities at this cross-over are shown to give rise to multicenter polarons on one side,
strong-correlation fluctuations on the other, and to the formation of vibronic states at cross-
over. Dynamic phase segregation gives rise to a colossal magnetoresistance (CMR) in mixed-
valent manganese oxides; in the copper-oxide superconductors with perovskite-related
structure, lattice instabilities are manifest in a spinodal segregation below room temperature
between an antiferromagnetic parent phase and the superconductive phase on one side, to
the superconductive phase and an itinerant-electron phase containing strong-correlation
fluctuations on the other. The normal state of the superconductive phase is a complex
polaron and vibronic liquid covering the compositional range 0.1 < p < 0.25 holes/Cu atom
just below 300 K. On cooling, ordering of the holes narrows the compositional range of the
superconductive phase to a quantum critical point at p. &~ 1/6. Where ordering of the holes
leads to itinerant electrons in the CuO, sheets, itinerant-electron states hybridize with
optical phonons propagating along Cu—O—Cu chains; the heavy fermions produce a
superconductive gap with symmetry (x? — y?) + ixy.

Keywords: Transition-metal perovskites, Metal-insulator transitions, Colossal magnetoresis-
tance, High-temperature superconductivity, Multicenter polarons, Strong-correlation fluc-
tuations, Heavy-fermion vibrons, Spinodal phase segregation, Cooperative orbital ordering
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1

Single-Valent 3d-Block Perovskites

Table 1 summarizes the localized vs itinerant character of the 3d" configu-
rations of single-valent AMO; perovskites with 3d-block transition-metal
atoms M. Configurations t" and e™ refer to localized electrons, 7*" and ¢*™ to
itinerant electrons in narrow antibonding bands of t-orbital or e-orbital
parentage. In the perovskite structure, deviation from unity of the tolerance
factor

t = (A—0)/v2(M—0) (1)

is a measure of the mismatch of the equilibrium (A—O) and (M—O) bond
lengths. In all families with t < 1, isovalent substitution of a smaller A cation
reduces the strengths of both the = and ¢ M—O—M interactions. For
background, refer to Goodenough, the first paper of this volume.



Transport Properties 19

Table 1. Electronic configurations at first-row transition-metal ions M in AMO; perovskites

M Perovskite Configuration Remarks®
Ti(IV) (Ca,Sr)TiOs n0%*° I
(Ba,Pb)TiO5 00 I, Ferroelectric
Ti(I1I) LaTiOs n*te*? s.c., Type-G AF (Ty = 149 K)
YTiO; n*tg*0 s.c., F (T¢ = 30 K)
V(IV) (Ca,Sr)VO; n*lg*0 “metal”, scf
V(I1I) (La,Y)VOs; t2g*0 s.c. Type-C AF, J-T Tys< T < T,
Cr(IV) SrCrO *25%0 LStTl< o< st
r rCrO; o meta
CaCrO; n*26*0 s.c., Type-G AF (Tx = 90 K)
Cr(III) LnCrOs t3o*0 I Typ)c?G AF
Mn(IV) (Ca,Sr)MnOs3 t2o*? I, Type-G AF
Mn(I1I) LaMnOs te! I>cond@T,J-TT<T,
disp. fluctuations T > T, Type-A AF
Fe(IV) SrFeO; t3o*! metal, AF(helix q||(111))
CaFeO, t2o*! “metal”, disp. T < T,
AF(helix q|(111))
t;*az*o high-pressure phase
Fe(I1I) LnFeO; te I, Type-G AF
Co(IV) SrCo0; 250 metal, F (T, = 212 K)
Co(III) LaCoOs3 t%6*% > t°*! I — cond.
Ni(III) LaNiO; tog*! “metal”, scf.
PrNiO; tS¢*! s.c.- metal @ T, = Ty, SDW/CDW
SmNiO5 tog*! s.c.- metal @ T, > Ty, SDW/CDW
YNiO; tSo*! s.c., disp. T < T, AF Ty < T,
Cu(III) La;_,Nd,CuO; 002 “metal”, scf.

a

I = insulator, s.c. = semiconductor, cond. = conductor, AF = antiferromagnetic, F = ferromag-
net, scf = strong-correlation fluctuations, J-T = cooperative Jahn-Teller orbital ordering, LS = J-T
that maximizes orbital angular momentum, dis. = disproportionation 2¢*' =e° + ¢, SDW/
CDW = spin/charge-density wave.

1.1
The Titanates

1.1.1
Ti(IV)

CaTiO; and SrTiO; have empty n* and ¢* bands; the bottom of the 7* band is
located about 3.1 eV above the O:2p6 valence band [1]. They are dielectric
insulators. A tolerance factor t <1 in CaTiO; is accommodated by a
cooperative rotation of the TiOg/, octahedra about the cubic [110] axis to
give an O-orthorhombic (c/a > /2) distortion. At room temperature, SrTiOs
is cubic with a t ~ 1.0. On lowering the temperature, the larger thermal
expansion of the Sr—O bond relative to the Ti—O bond reduces t; and below
110 K, the structure accommodates a t < 1 by a cooperative rotation of the
TiOg, octahedra about the cubic [001] axis to give tetragonal symmetry. In
BaTiOs, the structure accommodates to a t > 1, which would stretch the Ti—O
bond from its equilibrium value, either by the formation of a 6H polytype or
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by a series of long-range-cooperative ferroelectric oxygen displacements. A 6H
perovskite polytype retains close-packed AO; planes, but these planes have
hexagonal stacking alternating with two cubic stackings. The ferroelectric
distortions create short and long Ti—O---Ti bonds; on lowering the
temperature, static cooperative oxygen-atom displacements occur first along
one, then along two, and finally along all three cubic axes [2]. Itoh et al. [2a]
have induced a ferroelectric transition below a T. = 23 K in SrTiO; by the
substitution of '®0 for '°O; the heavier '®0 softens the frequency of the optical-
mode vibration that becomes static in the ferroelectric phase.

Accommodation of a lattice instability by long-range-cooperative oxygen
displacements is a characteristic feature of the perovskite structure; the long-
range order minimizes the elastic energy associated with local deformations.
In the case of ferroelectric BaTiO;, the oxygen displacements stabilize the
electrons of the narrow TiO; n bands by localizing the electrons in Ti—O
molecular 7 orbitals in which the oxygen atoms form stronger covalent
bonding with one Ti(IV) near neighbor than they can achieve by sharing their
covalent bond strength with two Ti(IV) near neighbors. In this respect, the
ferroelectric Ti—O- - -Ti 7 bond is analogous to the asymmetric hydrogen bond
O—H- - -O. Where long-range-cooperative oxygen displacements are static, as
in ferroelectric BaTiOs, they can be detected directly by X-ray and neutron
diffraction. Where the oxygen displacements are dynamic, they give rise to a
large dielectric susceptibility. However, where the perovskites are electronic
conductors, oxygen displacements that are short-range cooperative and/or
dynamic are more difficult to detect and characterize. This latter problem is a
principal theme of this review.

1.1.2
Ti(ll)

LaTiO; and YTiO; have a single electron per titanium atom in a narrow m*
band of the TiO; array; both compounds are O-orthorhombic with ¢/a > v/2
as a result of a t < 1. Although they are isostructural (except for a larger
distortion in YTiO;) and isoelectronic, LaTiOs is a Type-G (See Table 1 of
Goodenough, this volume) antiferromagnet and YTiOj; is ferromagnetic [3, 4].
Figure 1 shows the La;_,Y,TiO; phase diagram; narrowing the n* band by
substitution of Y(III) for La(III) reduces the antiferromagnetic Néel temper-
ature from Ty ~ 140 K for LaTiO; in the range 0 = x < 0.8 and increases the
ferromagnetic Curie temperature to Tc ~ 30 K for YTiO; in the range
0.8 < x = 1.0; long-range magnetic order appears to be suppressed at the
cross-over from antiferromagnetic to ferromagnetic order [4]. With increasing
atomic number of the lanthanide ion Ln in LnTiOs, Ty of the TiOs decreases
from La to Sm whereas a ferromagnetic T of the TiO; array increases from Gd
to Dy [5]. The long-range magnetic order and semiconductive character of the
system La;_,Y,TiO; shows that the system is on the strong-correlation side of
the Mott-Hubbard transition with an on-site electrostatic energy U, > W,.
However, the lack of a cooperative Jahn-Teller deformation below Ty signals
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that LaTiOs; is an itinerant-electron antiferromagnet in which the interatomic
interactions remain competitive with the intraatomic interactions. Substitu-
tion of Y for La weakens the interatomic interactions, and the energy
gap E; = (U, — W,) increases from about 0.2 eV in LaTiO; to 1.2 eV on
approaching YTiO; [4]. Ferromagnetic order is to be expected for a narrow
band that is less than one-quarter filled, which is what is found in YTiO; with a
larger ratio U,/W,. Antiferromagnetism shows that, with the smaller U, /W,
ratio of LaTiOs, U, is not large enough to remove totally the spin degeneracy
of a lower Hubbard band even though it is large enough to create an energy
gap Eg; = (U, — W,) and Curie-Weiss paramagnetism [5]. Photoemission
spectra (PES) have shown [6] the coexistence of electrons in Fermi-liquid
states and in a lower Hubbard band in LaTiOs,s, ¢ = 0.03 £ 0.01. Analysis of
79971 frequency-swept NMR spectra [6a] indicates that the NMR spectrum of
YTiO; is consistent with a model of orbital ordering of itinerant electrons to
account for the ferromagnetic order whereas that of LaTiO; can be explained
without orbital ordering. These results indicate that the system La;_,Y,TiO; is
on the strong-correlation side of the Mott-Hubbard metal-insulator transition,
but only approaches from the itinerant-electron side the transition from
itinerant to localized electronic behavior. The pressure dependence dTy/dP
> 0 in LaTiO; [7] reflects the increase in Ty with bandwidth found in the
La;_4YTiO; system and LnTiO; family rather than an increase in the super-
exchange coupling between localized spin configurations. Apparently a dis-
tinction needs to be made between the Mott-Hubbard and itinerant-localized
electronic transitions.
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1.2
The Vanadates

1.2.1
v(iv)

Like the system La;_,Y,TiOs, the system Sr;_,Ca,VO; contains one electron
per formula unit in a narrow n* band. However, the O-orthorhombic
distortion is smaller and decreases with decreasing x until SrVO;, which
appears to be cubic at room temperature. The V**/V>* redox couple is more
stable than the Ti**/Ti’* couple, which increases the covalent mixing
parameter A, and hence the bandwidth W, ~ snli (See Egs. (6) and (15)
of Goodenough, this volume). Unlike La;_,Y,TiOs, the system Sr;_,Ca,VOs;
remains metallic to lowest temperatures for all x [8]. Dougier et al. [9]
reported that stoichiometric SrVOj; exhibits a ferromagnetic spin-density wave
below 85 K; but it undergoes a first-order loss of oxygen to SrVO,4 in which
case it remains Pauli paramagnetic to lowest temperatures. A small deviation
from oxygen stoichiometry renders CaVO; antiferromagnetic like LaTiO; [10].
It is clear that the stoichiometric system Sr;_,Ca,VO; approaches the Mott-
Hubbard electronic transition from the itinerant-electron side whereas the
system La; ,Y,TiO; lies between the Mott-Hubbard and itinerant-localized
electronic transitions.

In the absence of long-range magnetic order, the approach to a first-order
Mott-Hubbard transition could manifest itself in lattice instabilities that
stabilize strong-correlation fluctuations in a Fermi-liquid background (see
Eq. (20) of Goodenough, this volume and following text). The volume of such a
fluctuation would be defined by cooperative oxygen displacements of period
o' & 10712 s; g is the frequency of the cooperative oxygen displacements
that define the volume of a second-phase fluctuation. Evidence that this is the
case comes from photoemission spectroscopy (PES), which is a fast enough
experimental probe to see fluctuations on time scales shorter than wg'.

Morikawa et al. [11] have performed an elegant study of SrVO; and CaVOs;
with inverse, high-resolution PES (Fig. 2). The data show the coexistence
of two d-electron spectra: one is located well below the Fermi energy and
corresponds to strongly correlated states in a lower Hubbard band (split by
U, from an empty upper Hubbard band); the other corresponds to itiner-
ant-electron (Fermi-liquid) states having a sharply defined Fermi surface.
Moreover, Fig. 2 also shows a significant transfer of states from the Fermi-
liquid to the strongly correlated spectrum in CaVO; compared to SrVO; as
should be expected for a narrower 7* band in CaVO;. Although the density of
states in the lower Hubbard band is amplified by greater electron localization
at the surface, transfer of spectral weight to the strongly correlated states also
occurs in the bulk. Inoue et al. [12] performed similar measurements on
the Sr;_4Ca,VO; system; they showed a continuous transfer of states with
increasing x from the Fermi-liquid to the strongly correlated spectrum and an
effective mass m* for the Fermi-liquid states that passed through a maximum
with increasing x. This behavior is quite different from the conventional Mott-
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Hubbard picture of a smooth, global opening of an energy gap as the
bandwidth of a single-valent system narrows from that of a Pauli-paramag-
netic metal to that of a Curie-Weiss magnetic insulator. The PES data clearly
show that, in the absence of an itinerant-electron antiferromagnetic SDW and
the opening of an energy gap E; = (U, — W) as found in LaTiOs, there can be
a dynamic segregation into localized-electron configurations within a matrix
containing itinerant electrons as a result of short-range-cooperative oxygen
displacements. Since the ©* states are antibonding, the equilibrium (V—0)j.
bond length for the strong-correlation fluctuations would be greater than
the (V—0)un equilibrium bond length for the Fermi-liquid matrix, as was
predicted in Eq. (21) of Goodenough, this volume, from the virial theorem.
These PES data have led us to suggest [13] that the phase diagram of Fig. 3
should, at least in this case, replace the conventional Mott-Hubbard model;
U/U_. is the critical condition for the opening of an energy gap E; = (U — W),
and the Mott-Hubbard model is modified by the introduction of a two-phase
region at the approach to U = U.. Brinkman and Rice [14] have predicted a
ratio of the effective electron mass to the bare electron mass

m;_/my = [1 - (U/U)*]" (2)
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for a strongly correlated, globally homogenous system of electronic quasi-
particles. This ratio is plotted in Fig. 3; a departure from the predicted ratio
would occur where the homogeneous system breaks down into a heteroge-
neous electronic system. In accordance with the PES data, m;_,/my, for the
Fermi-liquid states is shown reaching a maximum within the range where
strong-correlation fluctuations coexist with Fermi-liquid electrons. Depression
of the m}__/my, curve of the Fermi-liquid phase from the Brinkman-Rice curve
in the two-phase region increases with the transfer of spectral weight from the
Fermi surface to the lower Hubbard band associated with strong-correlation
fluctuations. This behavior would suggest that a phase segregation of strong-
correlation volumes of longer (V—O0) bond length reduces the mean (V—O0)
bond length of the background, thereby increasing the tight-binding band-
width Wy, even though strong electron coupling to the fluctuations lowers the
overall bandwidth (Eq. (23) of Goodenough, this volume)

W = Wy, exp(—Aesc /o) (3)

where ¢ is the stabilization energy of the strong-correlation fluctuations and
A ~ /Wy is an electron-lattice coupling parameter.

In order to test whether the maximum in m*/my;, observed by PES is a true
reflection of the approach of U, to U, as indicated in Fig. 3 or is a consequence
of the presence of two different isovalent A-site cations, we [13] studied the
temperature dependence of the resistivity p(T) and the thermoelectric power
o(T) of CaVO; under different hydrostatic pressures P. Pressure would,
according to a two-phase model, transfer spectral weight from the strong-
correlation spectrum to the Fermi-liquid spectrum so as to give an unusually
high compressibility of the average (V—O) bond length and, according to the
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analysis of the PES data, should increase rather than decrease m*/my, as occurs
on substitution of Sr(II) for Ca(II). We were not in a position to measure the
compressibility, but we could observe the increase in m*/my,.

The resistivity of a polycrystalline sample of CaVO; showed a typical
metallic temperature dependence, p(T) ~ T2, but it became higher above
room temperature than is calculated on the basis of itinerant-electron
scattering with a mean-free-path as short as one V—O—V distance, which
makes CaVO; a “bad” metal. The resistivity also showed an unusually strong
decrease with pressure as might be expected if pressure transfers charge
carriers from a lower Hubbard band to the Fermi surface of a Fermi liquid.
Pressure would increase not only Wy, but also wg, of Eq. (3), thereby
broadening W. However, resistivity data on a polycrystalline sample may not
be considered definitive, and they do not provide a measure of m*.

The thermoelectric power o(T) is a transport property that is not affected by
the grain boundaries of a polycrystalline sample, and the pressure variation of
its magnitude at room temperature, d|«(300 K)|/dP, shows the sign of the
variation of m* with pressure for a Fermi liquid. Figure 4 compares the «(T)
data under hydrostatic pressure P for CaVO; and Pt.

Interpretation of Fig. 4 begins with a general expression for the thermo-
electric power:

o= oo + oo (4)

where Ja is a low-temperature enhancement normally associated in a metal
with a phonon drag having a maximum contribution at a temperature
Tiax =~ 0.20p; Op is the Debye temperature [15]. Above room temperature in
the oxide perovskites, o ~ «o where

_ k (e —er)a(e)
wolt) == [ e G)
in which a(e) = f(e)[1 — f(e)IN(e)p(e) is the product of the Fermi distribution
function f(¢), the energy density of one-particle states N(¢), and the particle
mobility u(e) at an energy ¢ relative to the band edge. In a metallic conductor,
oo becomes Mott’s expression:

o ~ KT {M} (6)

B 3eck Oln ¢

A band-structure calculation [16] indicates that the Fermi surface is not
perturbed strongly enough by its interaction with the Brillouin-zone boundary
to make {Oln o(e)/0ln &}, sensitive to volume changes. Consequently the
pressure sensitivity of oo for an electron gas varies as 1/¢g ~ V3. Electron-
phonon interactions of coupling strength A introduce into o a factor (1 + 1)
that is also pressure-dependent [17]. In a homogeneous electronic system,
this factor gives rise to an effective mass m:_Ph that is calculated by a renor-

malization procedure similar to that used by Brinkman and Rice [14] to obtain
m;_./m due to electron-electron interactions. Therefore, we assume that
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m!_,/my adds another pressure-dependent factor to o and consider the
pressure dependence of

a~ (m)_./mp)(1+ A)oo

(7)

Broadening of the bandwidth W by the application of hydrostatic pressure

reduces the curvature of ¢(k) so as to reduce (1 + 1) as well as the volume V.
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Moreover, placement of U, /U, to the left of the maximum in m__/m, in Fig. 3
would also give rise to anm;_, /my, that decreases with pressure. Therefore, we
can predict unambiguously a 0|«(300 K)|/OP < 0 for a metal with a homo-
geneous electronic system, which is what is observed in Fig. 4 for (300 K) of
Pt. On the other hand, Fig. 4 shows a 9|«(300 K)|/0P > 0 for CaVOs, which can
only be explained within the framework of an m}__/my, that increases with the
bandwidth, a deduction that is consistent with the analysis of the PES data that
found a maximum in m;_,/m; with increasing x in the system Sr;_4Ca,VO;.
We therefore conclude that the maximum in m} ,/m, is an intrinsic property
of a heterogeneous electronic system and is not an artifact of two A cations of
different size.

The other significant feature of Fig. 4 is the difference in the effect of
hydrostatic pressure on the phonon-drag term do for Pt and CaVO;. At ambient
pressure, both Pt and CaVO; show a phonon-drag enhancement with a
Tmax = 60 K that is characteristic of a metal with a T, =~ 0.20p. This
enhancement becomes negligible at room temperature [15]. A modest electron-
phonon coupling parameter 4 and long-range acoustic phonons are pre-
requisites for the phonon-drag enhancement. In the pressure range of the
experiments of Fig. 4, pressure would produce a negligible change in 4 and 0p
for a homogeneous electronic system, so no appreciable change in either T ,.x
or the magnitude of do can be anticipated, as is demonstrated for Pt. On the
other hand, the magnitude of da in CaVOs is seen to increase dramatically with
pressure, a response that we interpret to signal an increase in the correlation
length of the phonons. This deduction is also consistent with the PES evidence
for a heterogeneous electronic system in which the concentration of localized-
electron fluctuations decreases with increasing bandwidth. We therefore
conclude that a 0|x(300 K)|/OP > 0 and a suppression of du that may be
partially restored by pressure are signatures for the presence of strong-
correlation fluctuations in a Fermi-liquid matrix in a compound that, to a
diffraction experiment, appears to be single-phase and electronically homo-
geneous. Thus the pressure dependences of «(T) and p(T) become a useful
indirect measure of the presence of lattice instabilities as a single-valent system
approaches the Mott-Hubbard transition from the itinerant-electron side.

1.2.2
V()

A reduced covalent mixing at V(III) relative to V(IV) makes W, < U, in the
LnVO; perovskites. However, the t configuration at the V(III) ions of LaVO;
appears to be near the transition from localized to itinerant electronic
behavior:

1. A small increase in the V—O bond length despite a larger compressive
stress on going to smaller Ln’" ions [18] indicates, according to the virial
theorem of Eq. (2) of Goodenough, this volume, that the V(IID):t?
configurations became more localized as the bending angle ¢ of the
V—O0—V bonds increases.
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2. The Curie-Weiss paramagnetic susceptibility [19] has a p.g = 3.84 pp
compared to a spin-only 2.83 up and a Weiss constant 0 = —665 K.

3. The system La; ,Y,VO; exhibits a broad (0.08 < x < 0.92) two-phase
region.

4. Preparation under 15 kbar pressure transforms the structure of LaVO;
from pseudocubic to O- orthorhomblc and suppresses the orbital ordering
associated with localized t* configurations in ambient-pressure LaVO; [20].

Nevertheless, LaVO; and YVO; undergo, on cooling, cooperative orbital
orderings characteristic of localized t° configurations, and a first-order
transformation from one type of orbital ordering to another on cooling below
a T¢ < Ty gives rise to a remarkable reorientation of a weak ferromagnetic
moment in opposition to the magnetizing field [20a].

In an undistorted octahedral site, removal of the spin degeneracy by
intraatomic exchange still leaves a threefold orbital degeneracy for a localized
t* configuration; this degeneracy may be removed by a cooperative local
distortion of the V(III) octahedral sites. Two types of distortions may occur:
one quenches the orbital angular momentum L at each site; the other
maximizes L. In the paramagnetic phase, spin-orbit coupling suppresses a
cooperative, static deformation that would maximize L; but a distortion that
quenches L, and hence the spin-orbit coupling, is allowed. On the other hand,
long-range magnetic ordering of the spins into a collinear configuration can
stabilize, through the spin-orbit coupling, a long-range ordering of the
individual Ls and a cooperative distortion that maximizes the Ls, thereby
introducing a giant magnetostriction and magnetocrystalline anisotropy
[21]. In LaVOs;, a first-order orbital-ordering transition occurs below a
T, =137 K< Ty =142 K [22] and in YVO;3 belowa T, = 77 K < Ty = 116 K
[23]. Magnetometer studies [20, 24, 25] have demonstrated a giant magneto-
crystalline anisotropy below T, which shows that the cooperative orbital
ordering appearing below T, maximizes the individual Ls.

LaVOs undergoes a transition from pseudocubic (tetragonal c/v/2a ~ 0.99)
to rhombohedral symmetry above 850 °C [26, 27]. If prepared under a pressure
of 15 kbar, LaVOs has the usual O-orthorhombic (¢/a < v/2) structure, and it
behaves as a conventional antiferromagnet with no evidence of a cooperative
orbital ordering [20]. On heating in H, atmosphere, an irreversible first-order
phase change from the O-orthorhombic to the pseudocubic phase occurs below
350 °C with a small volume change AV ~ 5 A®. These data suggest that, in
stable LaVOs3, a cooperative orbital ordering that quenches the individual Ls is
responsible for the pseudocubic structure; in the high-pressure phase, the
orbital ordering is suppressed as a result of a transition from localized to
itinerant antiferromagnetism. In that case, a tetragonal ¢/ v2a < 1 distortion
in the localized-electron phase signals stabilization of one electron in the M—O
orbital xy, which can only be compatible with a quenched L if each octahedron
is locally distorted to orthorhombic symmetry so as to remove the (yz * izx)
degeneracy giving m = 1. A global tetragonal (c/ayv/2 < 1) symmetry is
compatible with a local orthorhombic distortion of the VO, octahedra
that alternates long and short O—V—O bonds in the basal planes so as to
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stabilize the second d electron per V(III) ion alternately in yz and zx orbitals
with a G-type (Table 1 of Goodenough, this volume) orbital ordering. As
pointed out by Ren et al. [28], this orbital ordering introduces antiferromag-
netic V—O—V superexchange interactions in the basal planes by Eq. (8) of
Goodenough, this volume, and ferromagnetic superexchange interactions
along the c-axis by Eq. (9) of Goodenough, this volume, to give C-type
magnetic ordering (Table 1 of Goodenough, this volume). Alternatively, the yz
orbitals and zx orbitals could be stabilized in alternate c-axis chains with a C-
type orbital ordering, which would give a G-type antiferromagnetic order. A
small energy difference between these two alternatives may account for the two
different magnetic orderings reported by neutron-diffraction experiments for
YVOs; [29, 30]. Superimposed on the orbital ordering would be a cooperative
rotation of the c-axis chains as in low-temperature SrTiOs; the rotations would
shorten the a axis, but not the c-axis, to render the structure pseudocubic.
Finally, if the spins of the antiferromagnetic component lie in the a-b plane,
then the first type of orbital ordering would give a spin configuration C,F,, the
ferromagnetic component arising from a local magnetocrystalline anisotropy
and the cooperative rotation of the c-axis chains. The second type of orbital
ordering would not yield a net ferromagnetic component as a result of the
cooperative rotations of the c-axis chains. Since LaVO; exhibits a weak
ferromagnetism in the short interval T, < T < Ty, a spin configuration C,F, is
predicted for this interval.

The magnetic order of LaVOs; in the 5 K interval Ty < T < Ty has not been
probed by neutron diffraction. However, Bordet et al. [31] have reported a
C,F, canted-spin configuration at 100 K < T, where the cooperative distortion
maximizes the individual Ls. Orientation of L and S along the b-axis can only
occur with a rhombohedral (o > 60°) distortion of the individual octahedra
in which the a; orbital (m = 0) of t-orbital parentage is oriented through an
octahedral-site face that has been rotated about the g-axis so as to place its
center on the b-axis. Retention of a half-filled orbital in the a-b plane keeps
antiferromagnetic V—O—V superexchange interactions in that plane, and the
c-axis superexchange via twofold-degenerate e, orbitals remains ferromag-
netic (Eq. 9 of Goodenough, this volume) since the intraatomic exchange A.,
favors electron transfer to an empty orbital. A cooperative rotation of the
c-axis chains of corner-shred octahedra about the c-axis would cant the spins
to give a weak ferromagnetic component along the a-axis, i.e., the observed
configuration CF,.

Not addressed in this analysis is the remarkable finding that, on traversing
T, the ferromagnetic component reverses its orientation; on cooling, it is in
opposition to the magnetizing field H, [20, 20a], which gave rise to the initial
report of an anomalous diamagnetism in LaVO; [24, 25]; see Fig. 5. This
phenomenon is even more spectacular in YVO; where single-crystal mea-
surements have shown that the ferromagnetic component remains along the
a-axis, but it reverses sign on traversing T; whether the ferromagnetic
component just above T, is aligned or misaligned with H,, see Fig. 6 [28].
Misalignment just above T, occurs in a small H, because of a smooth reversal
of the ferromagnetic component with decreasing temperature in the interval
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Fig. 5. Molar susceptibility vs temperature for LaVO; measured in 1 kOe after (a) zero-field
cooled and (b) cooled in a field of 1 kOe from room temperature to 5 K for a sample
sintered at 1100 °C (circles) and 1400 °C (diamonds); after [20]

T; < T < Ty. Based on the assumption that the spin canting is due to
antisymmetric exchange, one of us proposed that the phenomenon in LaVO;
reflects a reversal of the Dzialoshinskii vector Dj as a result of persistent
atomic currents giving an orbital moment that opposes the discontinuous
flux change at the first-order transition. Alternatively, the reversal of the
ferromagnetic component may be due to a local crystalline anisotropy field
and a reversal of the sign of the cooperative c-axis rotations on traversing the
transformation from an orbital ordering that quenches the Ls to one that
maximizes the Ls. The giant magnetocrystalline anisotropy prevents the
magnetic fields H, that have been applied from reorienting the ferromagnetic
component in the direction of H,. In the interval T, < T < Ty of YVOs,,
applied fields were able to suppress the smooth reversal of the ferromagnetic
component with decreasing temperature, but below T, the local magnetocrys-
talline anisotropy is too large.

Interpretation of this phenomenon has been hampered by conflicting
neutron-diffraction data for YVO3. Kawano et al. [29] have reported a C,Fy
magnetic order above T; and a G-type arrangement below T, whereas Zubkov
et al. [30] reported a CyF, magnetic order below T, and a G.F, arrangement
above T,. An orbital ordering that quenches the Ls would be G-type to give a
CyFx magnetic order in the range T; < T < Ty. Below Ty, an orbital ordering
that maximizes the Ls would correspond to d)l(y(dyZ +id,,)" and give G-type
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second-order, at T, ~ 77 K is first-order; after [28]

magnetic order. A study [30a] with resonant x-ray scattering confirms the
G-type orbital order and C,F, magnetic order in the range T, < T < Ty, but
leaves ambiguous whether the orbital ordering is C-type or corresponds to
dl (dy, +idy)".

1
Xy

1.3
The Chromates

1.3.1
Cr(ll)

The orbital angular momentum is completely quenched to first-order in the
Cr(II1):t? configuration; each t orbital is half-filled, and the intraatomic
exchange field H,, couples the spins ferromagnetically to give a net Cr(III)-ion
spin S = 3/2. The t>-0:2p,-t’ superexchange interactions between nearest
neighbor Cr(III) ions are therefore antiferromagnetic (See Eq. 8 of Gooden-
ough, this volume); LaCrO; and YCrO; order antiferromagnetically (Type G)
below a Ty = 290 K and 141 K, respectively. As in the V(III) vanadates, a more
acidic A-site cation and a larger orthorhombic distortion in YCrO; due to
a smaller tolerance factor t < 1 weakens the (180° — ¢) Cr—O—Cr superex-
change interactions, which lowers Ty as shown in Fig. 7 [32].
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1.3.2
Cr(1v)

Decreasing the valence state of the CrO; array from 3— to 2— by oxidizing the
Cr(III) to Cr(IV) lowers the redox energy for the empty t> manifold at Cr(IV)
relative to the energy of the empty low-spin t* manifold at a Cr(III) ion
by Uegr = Ur + Aex. A corresponding decrease of AE, increases significantly
the Cr:t-O:2p, covalent-mixing parameter /A, =b}'/AE, of Eq.(3) of
Goodenough, this volume, thereby increasing W, ~ sn}vi. Moreover, U is
reduced from U,+ A. to U, and a W, > U, is found in the Pauli
paramagnetic metal SrCrOs; however, a W, < U, is found in CaCrOs;, which
is an itinerant-electron antiferromagnetic insulator with Ty = 90 K and an
energy gap E; = (U, — W) as in LaTiO; [33]. It follows that with increasing x,
the Sr;_;Ca,CrO; system crosses the Mott-Hubbard transitions from the
itinerant-electron side at some x = x.. However, this system is synthesized
under high pressure, so it still awaits systematic study.

1.4
The Manganates

The t* configurations at both Mn(III) and Mn(IV) ions are localized; they
impart a net spin S = 3/2 and antiferromagnetic t-0:2p,-t° superexchange
interactions as they do with Cr(III) ions. However, oxidation of Cr(III) to
Cr(IV) has been achieved under high oxygen pressure whereas oxidation of
Mn(IV) to Mn(V) in an MnO; array has not been reported. Of particular
interest is the localized e' electron at a high-spin Mn(III):t’¢’ ion since it
occupies twofold-degenerate o-bonding orbitals, which makes Mn(III) a strong
Jahn-Teller (J-T) ion. As discussed in connection with Egs. (2) and (3) of
Goodenough, this volume, the cubic-field splitting quenches the orbital angular
momentum of the e' configuration, so removal of the orbital degeneracy is not
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constrained by spin-orbit coupling; a cooperative J-T distortion of the LaMnO;
lattice may occur in the paramagnetic state, and it is found below a
Tyr ~ 750 K [34]. It was known that the orbital degeneracy of a localized e'
configuration may be removed by a local deformation of the octahedral
Mn(Ill)-ion site to tetragonal or orthorhombic symmetry or a linear
combination of the two [35]. In 1955, on the basis of neutron data by Wollan
and Koehler [36] showing ferromagnetic a-b planes coupled antiparallel to one
another along the c-axis (Type A antiferromagnetic order, see Goodenough,
this volume) and an orthorhombic axial ratio ¢/a < V2, Goodenough [37]
predicted an orbital ordering by cooperative oxygen-atom displacements
within the a-b planes that create long O- - -Mn- - -O bonds alternating with short
O—Mn—oO bonds, Fig. 4c of Goodenough, this volume. Such a distortion would
create e'---0:2p,-e° superexchange interactions that, according to Eq. (9) of
Goodenough, this volume, are ferromagnetic. Since the o-bond interactions are
stronger than the n-bond interactions, the ferromagnetic coupling dominates
the antiferromagnetic t>-O:2p,-t’ interactions in the a-b planes; but there is no
ferromagnetic interaction along the c-axis. This observation resulted in the first
formulation of the Goodenough-Kanamori rules for the sign of the superex-
change interactions. It was also pointed out that an axial ratio c/a < v/2 was a
signature of the presence of static J-T orbital ordering; the O’-orthorhombic
c¢/a < /2 distortion was therefore distinguished from the O-orthorhombic
(c/a > +/2) distortion. Since the c-axis oxygen atoms share covalent bonding
equally on opposite sides whereas the basal-plane oxygens do not, the c-axis
Mn—O bond length is intermediate between the short and long bond lengths in
the a-b planes; however, it remains closer in length to the short bond to give
the O’ axial ratio c¢/a < v/2. Recent neutron [38] and X-ray [39] diffraction
experiments on LaMnO; have fully corroborated these predictions. The atomic
moments are oriented along the b-axis and an antisymmetric spin-spin
interaction with a Dzialoshinskii [40] vector Dy parallel to the a-axis cants the
spin to give a weak ferromagnetic component along the c-axis (configuration
AF, of Table 1 of Goodenough, this volume).

Kanamori [41] provided a mathematical description of the orbital ordering,
but his analysis does not distinguish between the two possible arrangements
of the oxygen displacements in the basal planes: in-phase and out-of-phase
stacking along the c-axis. Mizokawa et al. [42] have recently argued that this
degeneracy is lifted by the A-O interactions, a larger tilting of the MOg,
octahedra (i.e., a smaller t < 0) favoring the in-phase stacking.

The observation [34, 43] that the Curie-Weiss paramagnetic susceptibility
has a larger Weiss constant in the temperature interval T > Tjr compared with
that for Ty < T < Tyr indicates that the magnetic interactions become
isotropically ferromagnetic above Tjr. On the assumption that stoichiometric
LaMnO; remains an insulator above Tjy, Goodenough et al. [44] postulated a
strong electron coupling to dynamic local J-T deformations, which would
favor isotropic ferromagnetic superexchange interactions, and the appearance
of ferromagnetism in the system LaMn,_,Ga,O; appeared to confirm that
postulate [44, 45]. Moreover, temperature-dependent neutron-diffraction
studies through Tyr = 750 K, Fig. 8, have identified a pseudo-cubic O* phase
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became nearly regular in O* phase, but thermal parameter of the oxygen atoms increases
significantly; after [38]

with ¢/a < \/2 where short-range orbitally ordered fluctuations persist above
Tjr. However, measurements of the temperature dependence of the transport
properties of single-crystal LaMnO; through Tyr = 750 K have shown that
stoichiometric LaMnO; becomes conductive above Tyt [34].

Figure 9 shows the resistivity p(T) and the thermoelectric power «(T) of a
single crystal of LaMnOj; as measured in a vacuum of 10~ torr. An irreversible
change of the room-temperature %(300 K) from —600 pV/K to about +550 nV/K
on thermal cycling to 1100 K reflects a small-polaron conduction without
spin degeneracy - see Eq. (11). Initially the crystal contains a small fraction
¢ = 0.0009 of Mn(II) ions; but on heating above 500 K, it becomes oxidized to
a similarly small fraction of Mn(IV) ions. The p(T) and o(T) curves were
reversible after the first cycle. The second significant feature of Fig. 9 is a drop
on heating in both o(T) and p(T) to a nearly temperature-independent value
for T > T,. The drops in a(T) and p(T) represent a change from a small to a
large fraction of mobile e electrons even though the crystal remains nominally
single-valent Mn(III) and the e electrons remain strongly coupled to locally
cooperative, dynamic oxygen displacements. Van Roosmalen and Cordfunke
[46] have analyzed the relation between the partial pressure of oxygen and the
value of ¢ in LaMnOs,s to conclude that a partial disproportionation reaction
2Mn(III) = Mn(IV) + Mn(II) occurs and is responsible for a surprisingly large
oxidation of LaMnO; in air. (The oxidized formula is better written as
La;_;Mn,_,O; since the perovskite structure does not accept interstitial
oxygen.) In air, the Mn(II) are oxidized to Mn(III), but little oxidation occurs
in 1072 torr. Nevertheless, the small oxidation that occurs makes the ratio
Mn(II)/Mn(IV) < 1, so an « > 0 is found at T > T, in Fig. 9. The nearly
temperature-independent o and p above T, as well as a p ~ 10~ Qcm cannot
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Fig. 9. Resistivity p(T) and thermoelectric power o(T) taken on cycling a virgin single crystal
of LaMnO; from room temperature to 110 K measured in a vacuum of 1072 torr; after [34]

be described by a conventional band model; it would appear that the Mn(IV)
holes and Mn(II) electrons both move diffusively, but with a motional enthalpy
AH,, < KT. A real charge transfer of both e electrons from Mn(II) to Mn(III)
and e holes from Mn(IV) to Mn(III) give first-order ferromagnetic spin-spin
interactions (double exchange) that are stronger than the higher-order
superexchange interactions; see Goodenough, this volume.

Figure 10 shows the Curie-Weiss paramagnetic susceptibility y(T) and its
inverse y (T) for the same single crystal of LaMnO; as measured under
1077 torr [34]. No significant anisotropy was observed, but the Weiss constant
is seen to increase abruptly from 0 = 52 K for 300 < T < 650 K to 0 = 177 K
for T > 750 K without any observable change in the Curie constant C = 3.41.
This value of C corresponds to a g = 5.2 pp, which is to be compared to a
spin-only g = 4.9 pp for S = 2 and a e = 5.0 pp for a full disproportion-
ation into Mn(II) with S =5/2 and Mn(IV) with S = 3/2. The data are
compatible with a partial disproportionation with retention of high-spin states
at all the cations and with an isotropic ferromagnetic interaction setting in
abruptly above T,. We are thus led to the conclusion that a cooperative orbital
ordering in the O’-orthorhombic phase suppresses the disproportionation
reaction by localizing the e electrons in the long Mn—O bonds, which prevents
breathing-mode displacements of the oxygen atoms at the cations. On raising
the temperature through T,, the locally cooperative oxygen displacements
become short-range fluctuations that permit the formation of breathing-mode
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displacements. The formation of six short Mn—O bonds creates empty
molecular e orbitals at Mn(IV) ions; six long Mn—O bonds stabilize localized
Mn(II) configurations. The disproportionation reaction may thus be consid-
ered a segregation into localized electrons and delocalized holes. This unusual
situation occurs because U, for the majority-spin e band places the e electrons
at the cross-over from localized to itinerant behavior. At cross-over, the e
electrons are strongly coupled to locally cooperative oxygen displacements
that include breathing as well as J-T vibrational modes.

1.5
The Ferrates

1.5.1
Fe(lll)

The high-spin Fe(III):t’e’* configuration is localized with all the d-like orbitals
half-filled and spin-aligned by intraatomic direct exchange to give a net spin
S = 5/2 as well as antiferromagnetic t’-0:2p,-t” and e*-0:2p,-e* superexchange
interactions. The LnFeO; perovskites are all Type G antiferromagnets.
Addition of a sixth d-like electron costs an energy Ueg = U + Ay, which is
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large, but AE,, is small enough for a relatively large 4, and A, to give a large Ty.
Substitution of smaller Ln(III) ions for La(III) increases the bending of the
Fe—O—Fe bond angle, which reduces the superexchange interaction and
systematically lowers Ty; see Fig. 11.

1.5.2
Fe(lV)

Like Mn(III), the Fe(IV) ion of the AFeO; (A = Ca, Sr, Ba) perovskites is in a
high-spin state. Unlike LaMnO3, the system Sr;_,Ca,FeO3 is metallic at room
temperature. Since the empty t’e* configuration at an Fe(IV) ion is at a smaller
energy AE, from the 0:2p°® band than the empty t’¢® configuration at an
Mn(III) ion, the Fe(IV)-O covalent mixing is larger, which makes W, larger
and Ugg = U, smaller in Sr;_,Ca,FeO; than in LaMnO;, see Eq. (3) of
Goodenough, this volume. Since LaMnO; was found to approach the cross-
over from localized to itinerant e-electron behavior, it follows that we can
expect W, > U, in the Fe(IV) perovskites, which would place each single e
electron per Fe(IV) ion in an itinerant-electron state of a ¢* band. On the other
hand, a W, < W,, and a U, = U, + A, keeps the t° configuration localized;
itinerant o* electrons coexist with localized t* configurations in the (FeO5)*~
array [47]. The localized spins S = 3/2 of the t’ configurations introduce a
strong intraatomic exchange that tends to remove the spin degeneracy of the
¢* band, which would stabilize a high-spin t’6*! state. However, complete
removal of the spin degeneracy of the ¢* band would yield a half-metallic
ferromagnet at low temperatures whereas SrFeO; forms a ferromagnetic-spiral
spin configuration propagating along the pseudocubic [111] direction with a
wave vector |q| = 0.112(27/ag) and pge < 4 pp [48, 49]. As discussed following
Eq. (11) in Goodenough, this volume, such a spiral-spin configuration signals,
in addition to ferromagnetic nearest-neighbor interactions, the presence of
antiferromagnetic next-near-neighbor interactions. An oscillation from ferro-
magnetic to antiferromagnetic interactions on increasing separation of the Fe
atoms implies a ¢* bandwidth W, that is too broad for complete removal of
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Fig. 11. Variation of the Néel temperature with lanthanide ion for LnFeOs; after [32]
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the spin degeneracy; the localized spins S = 3/2 would then be coupled by an
indirect exchange via ¢*-band electrons on the itinerant-electron side of the
Mott-Hubbard transition.

Finally, a ¢* band on the itinerant-electron side of the Mott-Hubbard
transition in the presence of localized t’ spins S = 3/2 signals covalent-
mixing parameters 4, > A, and therefore a cubic-field splitting A. (Eq. 5 of
Goodenough, this volume) that approaches A.. To test this deduction,
hydrostatic pressure was used to induce a transition from the high-spin to the
low-spin states in CaFeOs; the transition was observed to occur at a pressure
P. ~ 30 GPa [50].

CaFeO; has a smaller t < 1 than SrFeOs;, and the ¢* band of its high-spin
t’¢*! configuration is close enough to the Mott-Hubbard transition for lattice
instabilities due to strong-correlation fluctuations. Whereas a cooperative J-T
orbital ordering stabilizes localized t’e' configurations relative to a dispro-
portionation reaction in LaMnOs, a cooperative disproportionation reaction
is stabilized to lowest temperatures in CaFeOs;. Mdossbauer data [51] first
indicated the onset of cooperative oxygen displacements below T, = 290 K; the
breathing-mode displacements create Fe(IV + 6)Os molecular-orbital clusters
alternating with strong electron correlations at Fe(IV — ¢) ions, the magnitude
of the displacements and of the transferred charge J increasing smoothly with
decreasing temperature. Figure 12 shows how the hyperfine fields H; and
isomer shifts at 4 K decrease with increasing x in the system Ca;_SryFeO;
[51a]. The translational symmetry of the oxygen displacements creates
distinguishable Fe atoms on alternating {111}Fe-atom planes, which opens
an energy gap at the Fermi energy. Direct observation of the cooperative
oxygen displacements towards alternate Fe atoms has confirmed the deduction
from the Mdssbauer data [52, 52a]. With two distinguishable Fe-atom spins,
antiferromagnetic order below a Ty = 115 K suggests antiferromagnetic next-
nearest-neighbor interactions stabilize a helical-spin configuration propaga-
ting along a [111] axis of the pseudocubic structure, and this deduction has
now also been confirmed [52b].

1.6
The Cobaltates

LaCoO; exhibits yet another example of strong coupling of the e electrons
to variations in the (M—O) bond length. Interpretation of the electronic
properties is subtle because three spin states are possible at the Co(III) ions: a
low-spin (LS) state % °(*A,), a high-spin (HS) state t*e*(°T,), and an
intermediate-spin (IS) state t’e'. Initially, only the HS and LS states were
considered at lower temperatures whereas it turns out that the IS state is more
stable than the HS state [53].

In the interval 0 < T < 35 K, essentially all the Co(III) atoms of LaCoO; are
LS. However, localized spins associated with surface cobalt [54, 55] give a weak
ferromagnetism at 5 K; see Fig. 13a. Strong Co:e — O:2p, covalent mixing
transforms the empty e orbitals of the bulk CoO; array into a narrow ¢* band
of itinerant-electron states separated from a filled n* band by an energy gap
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Fig. 12. Variation with composition x of the two (I and II) hyperfine fields H; and isomer
shifts (0) at 4 K in the system Ca,_,Sr,FeOs; after [51a]
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Eg = 0.1 eV [56]. However excitation to a localized IS state stabilized by a local
J-T distortion requires only ca. 0.03 eV. As a result, the excitations of interest
are changes in the spin state of the Co(III) and not the creation of
Co(IV) + Co(II) species. The temperature dependence of the higher-spin
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excitations appearing above 35 K and their character have been studied
extensively.

In the interval 35 < T < 110 K, the concentration of thermally excited IS
states increases exponentially with temperature. It was initially assumed that
an HS state was being excited. However, the IS state is stabilized by a local
dynamic J-T deformation that has been observed by infrared spectroscopy
[57]. The thermally excited IS states are localized where present in low
concentration; they may be considered strong-correlation fluctuations within
the empty ¢* band of the LS matrix. Expansion of the mean Co—O bond length
associated with localized e electrons at the IS cobalt applies a pressure on the
Co—O bond length on the opposite side of the oxygen atom. Hydrostatic
pressure has been shown [58] to stabilize the LS state as does reduction of the
lattice parameter in YCoO; [59]. Therefore, the population of IS/HS ions
appears to stabilize near 50% in the range 110 < T < 350 K as a result of
short-range ordering of LS and IS/HS cobalt [60]. Conversely, a doped hole
exists as a polaronic LS Co(IV) species with short Co—O bond lengths, which
stabilizes IS or HS configurations on the neighboring Co atoms that couple
ferromagnetically to it to create a superparamagnetic polaron with a spin
S =10 — 16 [56].

Bhide et al. [61] used Mdossbauer data to investigate the evolution with
temperature of two distinguishable Co(III); they found two states of cobalt
with the population of a higher-spin Co(III) reaching a sharp maximum at
200 K. The relatively abrupt cut-off of two distinguishable cobalt has been
interpreted by Raccah and Goodenough [60] to be due to a decrease in the
configuration fluctuation time of a dynamic short-range ordering of the LS and
IS states from t > 10™° s below 200 K to © < 10™° s above.

Examination of the volume thermal expansion obtained from neutron-
diffraction data [62] shows a remarkable leveling off above 110 K, particularly
in the range 250 < T < 400 K, that is followed by a sharp increase in the
range 400 < T < 600 K. These data are consistent with a stabilization of the
concentration of IS states, which we take to be ca. 50% rather than 100%, over
the temperature interval 110 < T < 350 K followed by a sharp increase with
temperature of the IS population in the range 350 < T < 550 K where the
resistivity drops by over two orders of magnitude, Fig. 13b; above 650 K,
LaCoOs is a good conductor with p ~ 107> Qcm obtained with a single-crystal
measurement [62], but p(T) does not have a metallic temperature dependence.
Soft X-ray absorption from 80 K to 630 K confirmed the existence of strong
covalent bonding at LS Co(III) at low temperatures and mixed LS and higher-
spin states above 420 K; it gave no evidence of charge disproportionation
[62a]. A Co-K-EXAFS measurement from 300 K to 750 K showed a cobalt
coordination of 6 oxygen at 1.92 A in the range 300 < T < 400 K that splits in
two to 50-50 Co—O distances at 1.66 A and 2.2 A in the range
523 K< T <750 K [63]. These EXAFS data would imply the following
evolution: a fast configuration transfer (t, < wg') between IS and LS cobalt
in the range 300 < T < 400 K; at higher temperatures, the CoO; array adjusts
to a higher e-electron population by a dynamic ordering into HS and LS states
before transforming to a majority phase containing all IS cobalt with vibronic
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e electrons in an itinerant ¢* band. The drop in resistivity above 400 K
indicates that there is little charge transfer associated with the configuration
fluctuations below 400 K, but that in the range 523 < T < 750 K where
dynamic ordering of HS and LS Co(III) occurs, there is also a transfer of
spectral weight to itinerant vibronic states at ¢ that increases smoothly with
temperature. Photoemission data were found to be more consistent with IS
Co(III) at high temperatures [64].

1.7
The Nickelates

Early neutron-diffraction studies of the LaMO3 perovskites failed to find any
magnetic order in LaNiOs. This observation was clarified in 1965 [65] when it
was demonstrated that LaNiO; is metallic with Ni(III) in the LS state t°¢*' as a
result of strong Ni:e-O:2p, covalent bonding. In the Zaanen, Sawatzky, Allen
Model (see discussion and Sect. 2.1 of Goodenough, this volume), the Ni(IV)/
Ni(III) redox energy is pinned at the top of the O-2p bands to make LaNiO; a
charge-transfer-gap oxide with a W, > Uys = A &~ 1 eV. However, a system-
atic investigation of other members of the LnNiO; family was prevented by an
inability at that time to prepare suitable samples at atmospheric pressure. The
difficulty of preparing samples increases severely as the radius of the rare-
earth ion decreases. In 1971, Demazeau et al. [66] prepared the LnNiO; family
under 60 kbar oxygen pressure, but the samples were too small for a
systematic study of their oxygen stoichiometry and physical properties. In
1991, Vassiliou et al. [67] succeeded in preparing NdNiO; in 1 bar oxygen, and
Lacorre et al. [68] obtained under modest oxygen pressures (150-200 bar)
sintered pellets of the LnNiO; family from LaNiO; to EuNiO; that were
convenient for transport measurements. The availability of samples suitable
for measurement was rapidly exploited, and Fig. 14 shows a preliminary phase
diagram [69]. The temperature T, marks an insulator-metal transition; a
peculiar antiferromagnetic order sets in below Ty < T,. It is apparent from
Fig. 14 that variation of the radius of the Ln** ion in LnNiO; allows
exploration of the change in electronic properties of a quarter-filled band on
passing through the Mott-Hubbard transition from the itinerant-electron side.

LaNiO; is rhombohedral R3c, but all the other members are orthorhombic
Pbnm [70]. With decreasing ionic radius of the lanthanide ion (i.e., with
decreasing tolerance factor t < 1 defined by Eq. (1) of Goodenough, this
volume), the equilibrium Ni—O bond lengths remain constant, but the
bending angle ¢ of the (180° — ¢) Ni—O—Ni bonds increases with decreasing
t. Figure 14 shows that T, and Ty change systematically with the value of t
calculated from the sums of tabulated ionic radii, which indicates that T, and
Ty are both strongly dependent on ¢. The Ni—O bond lengths increase
discontinuously by about 0.2% on cooling through T, which is consistent with
more localized, i.e., more strongly correlated, electrons in the antiferromag-
netic phase below T, (see discussion of Eq. (20) of Goodenough, this volume).

The magnetic order below Ty is unusual [71, 72]; ferromagnetic Ni(III)
layers are alternately coupled ferromagnetically and antiferromagnetically on
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Fig. 14. The insulator-metal transition T, and the Néel temperature Ty for the LnNiOs
family; adapted from [69]

traversing a pseudocubic [111] axis. The magnetic moment on the Ni atoms is
0.93 pg. Given the itinerant character of the conduction electrons, the orbital
ordering proposed in [72] is unrealistic; the magnetic order can be better
understood as a charge-density/spin-density wave (CDW/SDW) propagating
along the pseudo cubic [111] axis with a q vector for the SDW twice that for
the CDW [73]. A segregation of holes to the ferromagnetic bilayers would give
rise to two-dimensional narrow bands more than three-quarters filled (hence
ferromagnetic with an atomic moment close to the ionic value) coupled by
antiferromagnetic superexchange across ionic O~ (111) planes. However, the
neutron data showed little difference in the Ni—O bond lengths across the
ferromagnetically and antiferromagnetically coupled layers, which is unex-
pected. Whereas the LnNiO; perovskites with Ln = Sm or Eu showed little
structural change at Ty < T, and only an increase in all the Ni—O bond lengths
on cooling through T, [72], room-temperature YNiO; exhibits a dispropor-
tionation into two types of Ni sites: the average Ni—O bond lengths at
neighboring sites are 1.923 A and 1.994 A [74]. The CDW would appear to
reflect a transfer of electronic charge from molecular orbitals at the sites with
short Ni—O bonds to localized orbitals at the sites with long Ni—O bonds, thus
representing another form of segregation of differently hybridized d-like
antibonding orbitals. Where there is a phase segregation into extended and
localized electronic states in a single-valent system, ordering into a CDW
commonly takes the form of a disproportionation reaction; ordering into
itinerant-electron slabs alternating with slabs of strongly correlated electrons
(slabs become stripes in a two-dimensional array) is more common in mixed-
valent systems. Therefore a rearrangement into a disproportionation CDW
from the CDW/SDW found below Ty in the LnNiO; family may not require a
large energy.
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Our interpretation of the COW/SDW configuration below Ty in the LnNiO;
perovskites as an ordering of two phases with, respectively, strongly and
weakly correlated electrons implies the existence of the following other
physical properties: (i) an unusually large compressibility of the Ni—O bonds,
(ii) a sensitive stabilization with hydrostatic pressure of the Fermi-liquid
phase relative to the strongly correlated electronic phase, (iii) strong electron
interactions with oxygen vibrational modes and, therefore, (iv) a stabilization
of the ordered phase by the exchange of '*0 for '°0, and (v) a disordered-
phase bandwidth W described by Eq. (3) that varies sensitively with the
bending angle ¢ through the dependence of wg on ¢ rather than through
Wy, ~ cos ¢. Measurement of the compressibility is not available, but evidence
that all the other predictions are fulfilled is at hand.

Obradors et al. [75] found a dT/dP = —4.2 K/kbar in NdNiO; with a similar
dramatic stabilization of the metallic phase of PrNiO; with pressure.

Massa et al. [76] and Mroginski et al. [77] have reported evidence from
reflectivity, transmission, and photo-induced infrared spectra of strong
electron coupling to Ni—O vibrational modes. However, a more direct
indication that T, depends sensitively on the oxygen vibrational modes comes
from the observation by Medarde et al. [78] of a 10 °C increase in T, on
substitution of '*0 for '°0.

We [79] measured the resistivity p(T) and thermoelectric power o(T) under
different hydrostatic pressures P for four oxygen-stoichiometric (3.00 *+ 0.01)
samples prepared under 600 bar oxygen pressure: LaNiOs;, PrNiOs;, NdNiOs,
and Sm, sNd, sNiOs, Fig. 15. Our purposes were (a) to obtain a measure of the
variation with P of Ty as well as T, (b) to look for evidence of strong-
correlation fluctuations in the metallic phase of rhombohedral LaNiO; and of
the orthorhombic samples at temperatures T > T, and (c) to determine
whether the dramatic effect of pressure on T, is primarily due to a stiffening of
o in Eq. (3) rather than an increase in Wy,. We call attention to four aspects
of the data of Fig. 15.

1.7.1
LaNi03

Three features of Fig. 15a are noteworthy: (i) the p(T) curves, which are
similar at ambient pressure to those reported by others [80, 81], have a
temperature dependence typical for a Fermi liquid; however, they are too high
and pressure-sensitive for a conventional metal with a mean-free path of more
than one lattice parameter; (ii) the low-temperature phonon-drag enhance-
ment, which has a maximum at T,,,, ~ 70 K in the oxide perovskites, is
largely suppressed; but it is partially restored by pressure; (iii) a d|«(300 K)|/
dP > 0 (o is enhanced by 15% in 14 kbar pressure) indicates an anomalous
increase in m* with pressure. Features (ii) and (iii) were also found in CaVO;
where they were shown (see Sect. 1.2.1) to be a signature for the existence of
strong-correlation fluctuations in a Fermi liquid. The features (i) and (iii) are
also present in the metallic phase of the orthorhombic samples, see Fig. 15b, c;
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feature (ii) could not be observed in the orthorhombic samples where T,
remained too high.

1.7.2
Pressure Dependence of p(T)

The p(T) and «(T) data for PrNiO;, Fig. 15b, show in p(T) a first-order
insulator-metal transition at Ty = T ~ 130 K that is matched by a sharp
increase in |o(T)| on cooling through T;. Pressure has a remarkable influence.
Between 2.7 kbar and 4.7 kbar, the low-temperature (T < 50 K) p(T) curve
changes from a semiconductive to a metallic temperature dependence; and
with increasing pressure P > 4.7 kbar, the jump in p(T) and |o(T)| on cooling
through T, decreases with T, disappearing above 13 kbar even though a
weakly first-order transition is retained at T, ~ 80 K, Fig. 16. The remarkable
change in p(15 K) by six orders of magnitude is an intrinsic phenomenon
indicating a dramatic increase in the number and/or mobility of the charge
carriers in the CDW/SDW phase over a limited pressure range AP ~ 10 kbar.
This unusual behavior suggests that the low-temperature phase changes from a
static to a mobile CDW/SDW under pressure. Depinning of the CDW/SDW
implies a stiffening of the cooperative oxygen vibrations that become soft to
pin it; a simple broadening of Wy, under pressure might lower T, but it would
not depin the CDW/SDW. According to this model, the increased pressure
required to depin the CDW/SDW for smaller Ln’* ions implies o decreases
as the bending angle increases. A W = Wycos ¢ would not have a strong
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Fig. 16. Variations with pressure of T, and p(15 K) for PrNiOs; after [79]
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dependence on the tolerance factor t for small ¢, but an wo = wo(¢) in
W = Wy, exp(—2es. /o) would make W vary sensitively with t and therefore
T, vary sensitively with t if T; occurs at a critical W = W_.

1.7.3
Evolution of Thermal Hysteresis with T,

Although the neutron-diffraction data show an increase in the mean Ni—O
bond length on cooling through T, for all samples and no discernable change
at Ty < T, [70], our transport data show a systematic decrease in the thermal
hysteresis at T, as T, = Ty increases; for the sample with T, < Ty, we found a
small thermal hysteresis in p(T) only at temperatures below T,. Alonso et al.
[82] found, by differential scanning calorimetry, that the heat flow at T, > Ty
in EuNiO; is only about half the value observed for NdNiO; where T, = Ty.
Vobornik et al. [83] found a sharp change in the photoemission spectra near
the Fermi energy ez on passing from PrNiO; and NdNiO; with T; = Ty to
SmNiO; and EuNiO; with T; > Ty. PrNiO; and NdNiO; showed an abrupt
change in the density of occupied Fermi-liquid states at ¢z and a transfer of
spectral weight from er on cooling through T, = Ty that continued over an
extended temperature range below T,. In contrast, the density of Fermi-liquid
states at ez in SmNiO3; and EuNiO; was small; there was no sharp cut-off at e
and there was no observable transfer of spectral weight from Fermi-liquid to
strongly correlated states on cooling through T, > Ty. They concluded that
there is a qualitative difference between systems with T, = Ty and those with
T, > Tn. It appears that the density of strong correlation fluctuations is
significantly higher in the metallic phases with a high T, > Ty, which reduces
the first-order volume expansion on cooling through T,. Granados et al. [84]
also concluded from their transport measurements on PrNiO; that the CDW/
SDW phase coexists with the metallic phase below T, = 130 K over the range
70 K £ T < T,. All these data are compatible with an order-disorder transition
at T, in which the order parameter, defined as the volume of strongly
correlated electrons at temperature T divided by that at T = 0 K, decreases
with a Brillouin temperature dependence to zero at a temperature T; = Ty, but
with T} ~ T, > Tx. The order-disorder transition is first-order so long as a
T; > T, gives a discontinuous change in the volume of strongly correlated
electrons on ordering into a CDW, but the volume change induced by an
expansion of the Ni—O bond length is reduced by a compensating change in
the bending angle ¢.

1.74
Comparisons for Same T, with/without Pressure

In order to distinguish further between a W = W, and a W = Wyexp
(—esc/hwo), we compared (Fig. 17) two samples of different composition
having the same T, one under pressure and the other at ambient. Under
pressure, the locally cooperative oxygen-vibration frequency wo would
increase with a reduction of the Ni—O bond length and of the bending angle
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¢; W, would also increase with an increase in /, as the NiO bond length and ¢
decrease. If W = Wy, pressure would be equivalent to increasing t and we
should expect samples with the same T, to have similar properties. However, if
W = Wy, exp(—Jé&s/himo), then stiffening of wg in the exponential would not
only have a stronger influence on W than the broadening of Wy, it would also
influence other properties to make different compounds with the same T, have
quite different properties even though T, occurs at a critical bandwidth W..

Comparison of PrNiO; at 14.9 kbar with LaNiO; at ambient shows metallic
PrNiO; has a lower p(T) that extrapolates to a much lower residual value at
T = 0 K; there is no indication of an orthorhombic-rhombohedral transition
below 15 kbar in PrNiO;. Similarly, the transport properties of PrNiO; at
ambient are quite different from those for NdNiO; at 13.2 kbar having the
same T, More striking is the difference between NdNiO; at ambient and
(Ndgs Smgs) NiO; under 15.7 kbar with the same T, Fig. 17c. Figure 15d
shows that, on cooling through the interval from T, to Ty in (Ndg s Smg 5)NiOs,
o(T) increases to a maximum at Ty; the magnitude of the interval Ty < T < T,
changes little with pressure contrary to what would be expected from Fig. 14
if hydrostatic pressure simply increased Wh,.

The increase in Tyy < T; with decreasing bending angle ¢ is not, as has been
suggested, an indication that the low-temperature phase contains localized e
electrons that interact via superexchange interactions. A narrow, quarter-filled
o* band should be ferromagnetic if the correlations are strong enough to
remove completely the spin degeneracy (see Goodenough, this volume). We
have seen, in the case of La;_,Y,TiOs, that a larger bandwidth increases Ty for
an itinerant-electron SDW in a band that would become ferromagnetic were it
narrowed. However, the fact that pressure lowers Ty whereas increasing t
raises it indicates that changing wo by decreasing the Ni—O bond length is
more important than changes induced by increasing ¢ and that stabilization of
long-range order below Ty for W < W depends not only on Wy, but also on wo.

We [85] also investigated the evolution at ambient pressure of the magnetic
susceptibility of the NiOj; array in these samples; the data are shown in Fig. 18
together with p(T) to locate T,. The Ln>*-ion contribution was obtained from
LnAlO; perovskites and subtracted out. Both Landau diamagnetism and Van
Vleck paramagnetism are small in magnitude compared with the measured
%(T), so no correction was made for these contributions.

Interpretation of the y(T) data begins with a distinction between Stoner
and mass enhancements. The electronic specific-heat parameter y increases
with the mass enhancement [14]. By measuring both x(T) and 7y at low
temperatures, Sreedhar et al. [80] determined a Stoner factor S = 0.58, well
below the S = 1 for a ferromagnetic instability. These nickel oxides are clearly
on the itinerant-electron side of the transition from localized to itinerant

»
>

Fig. 18a-d. Temperature dependence of resistivity p(T), magnetic susceptibility x(T), and
inverse susceptibility y '(T) for the NiO; array of a LaNiOs; b PrNiOs; ¢ NdNiOs;
d SmygsNdsNiOs. Straight line in (d) is a linear fit to 3 '(T) above Ty; after [85]
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electronic behavior. Moreover, the curvature of the temperature dependence of
%(T) for mass enhancement is opposite to that for Stoner enhancement. Mott
[86] was the first to point out this distinction, but he was unable to find
a suitable experimental example to test his prediction that a flattening of the
& vs k dispersion at the Fermi energy of a mass-enhanced metallic system
would give a temperature dependence below a temperature Tg.

Qualitatively, the y(T) data for LaNiO; in Fig. 18a appears to fit the Mott
prediction for a homogeneous electronic system. However, a weak temperature
dependence persisting above the apparent T4 ~ 200 K does not conform to
the Mott picture. Alternatively, this y(T) curve may be described by a model
containing two electronic phases in which

1 =a)fo + chw (8)

where yo is the susceptibility of a mass-enhanced, conductive Fermi-liquid
phase with a Ty ~ 200 K and y,,, is a Curie-Weiss component from strong-
correlation fluctuations.

Significantly, the %' (T) curve for NdgsSmgsNiOs, Fig. 18d, shows no
anomaly at T, as defined by p(T). This observation demonstrates that the CDW
below a T; > Ty is not stabilized by either Fermi-surface nesting or the onset
of a homogeneous Mott-Hubbard transition. However, it is compatible with
an order-disorder transition for strong-correlation fluctuations.

The %' (T) curves of Fig. 18b, c for PrNiO; and NdNiO5 show only a small
anomaly at Ty = T in a field of 10 kOe; the Curie-Weiss component ., above
Ty clearly increases with decreasing A-cation size and therefore bandwidth W.
The behavior below Ty is uncharacteristic of a localized-electron antiferro-
magnet. Although the anomaly in ™' (T) at Ty increases as the band narrows,
7(T) continues to increase with decreasing T below Ty in all samples. This
anomalous situation is not due to spin canting since there is no difference
between the y(T) for field-cooled and zero-field-cooled samples. Moreover,
it does not fit the Moriya [87] description of the evolution from Pauli to
Curie-Weiss paramagnetism, a description that is based on an extension of
paramagnon theory rather than on the Brinkman-Rice mass enhancement
used by Mott. A paramagnetic-type susceptibility below Ty would appear to
imply retention of paramagnetic strong-correlation fluctuations below a Ty for
the matrix.

We draw the following conclusions from the magnetic data:

1. The enhancement of y(T) in the metallic phase exhibits temperature and
bandwidth dependencies that are not described by existing models of
homogeneous electronic systems, but they are consistent with a heteroge-
neous model of strong-correlation fluctuations in a mass-enhanced matrix
as deduced from our transport measurements.

2. The lack of any change in x(T) on traversing the insulator-metal transition
at T; > Ty is incompatible with a homogeneous model of Fermi-surface
nesting or a Mott-Hubbard transition, but it can be understood as an
order-disorder transition of preexisting strong-correlation fluctuations.
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3. The behavior of y(T) below Ty is not characteristic of localized-spin
antiferromagnetism, including canted-spin antiferromagnetism. In a mag-
netic field of 1 T, it exhibits a behavior like that of a paramagnet. It is as
though the NiO; array disproportionates in a high magnetic field into
alternating diamagnetic and paramagnetic nickel sites as is implied by
the observation of Alonso et al. [74] for YNiOs, the disproportionation
suppressing long-range magnetic order.

Finally, Ghosh et al. [88] have reported low-energy excitations in LaNiO; that
require the existence of two conditions: (i) a collection of two-level systems
with a broad distribution and (ii) a flat density of states at low energy. Both of
these conditions are fulfilled by the model of strong-correlation fluctuations in
a Fermi-liquid matrix.

1.8
The Cuprates

Rhombohedral LaCuO; was first prepared by Demazeau et al. [89] under an
oxygen pressure of 65 kbar. At lower oxygen pressures, tetragonal and
orthorhombic LaCuO;_s phases have been obtained [90, 91]. Rhombohedral
LaCuO; contains nominal Cu(Ill):t%c*% it is metallic [90] with a strongly
hybridized ¢* band that is half-filled. A half-filled band has antiferromagnetic
correlations whereas the quarter-filled band of LaNiO; has ferromagnetic
correlations. Early magnetic-susceptibility data indicate the presence of a
strong enhancement of the Pauli paramagnetism and therefore an approach to
the Mott-Hubbard transition from the itinerant-electron side [92]. This
observation suggested substitution of Nd for La to reduce the tolerance factor t
and therefore narrow further the ¢* band. We were able to prepare single-
phase, rhombohedral La;_,Nd,CuO; over the range 0 < x < 0.6, and we have
studied the evolution with x of the paramagnetic susceptibility as well as the
pressure dependence of the transport properties.

Figure 19 shows o(T) under different pressures for x = 0, 0.25, and 0.5 [93].
We call attention to three features:

1. The value of «(300 K) is small for all x, which indicates either little
curvature of the e(k) vs k dispersion curve at the Fermi energy & or a
fortuitous cancellation of positive and negative contributions from different
parts of the Fermi surface; this observation is inconsistent with the
curvature of &(k) at eg of the band-structure calculations based on a
homogeneous quasiparticle model.

2. The phonon-drag component is increasingly suppressed as x increases, but
it is enhanced by the application of pressure.

3. The pressure dependence of (300 K) is small for x = 0, but becomes
positive for x > 0.

According to the discussion of Fig. 3, these last features are the signature for
strong-correlation fluctuations in a Fermi liquid that approaches the Mott-
Hubbard transition from the itinerant-electron side. We should, therefore,
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expect to find a systematic enhancement of the paramagnetic susceptibility of
the CuO; array as x increases. Figure 20 shows the susceptibility data after
subtraction of the Nd contribution as obtained from NdAIO; [94]. Four
features are noteworthy:

1. The x(T) curve for x = 0 is temperature-independent above 200 K, but it is
enhanced relative to a conventional Pauli paramagnetism by at least two
orders of magnitude.

2. The temperature dependence of y(T) below 200 K cannot be attributed to a
Curie-Weiss paramagnetism from magnetic impurities.

3. As x increases, x(T) for the CuO; array becomes temperature-dependent
above 200 K, but the ' (T) curve gives a negative Weiss constant that has
too large a magnitude and a Curie constant that is too large to represent a
homogeneous array of localized spins.

4. The susceptibility of the CuOj; array at 300 K increases linearly with x more
than tenfold on going from x = 0 to x = 0.6.

These features indicate Eq. (8) is applicable and support the evidence from
transport data for a heterogeneous electronic model as the Mott-Hubbard
transition is approached from the itinerant-electron side. The mass-enhanced
contribution yo would have a T4 =~ 200 K like that for the LnNiO; family,
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Fig. 20. Temperature dependence of molar magnetic susceptibility y(T) and its inverse
% }(T) for the CuO; array of La;_,Nd,CuOs;. The small difference between field-cooled and
zero-field-cooled data below room temperature appears to be due to a lateral displacement
of the sample in the bore of the SQUID on thermal cycling; after [94]
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which may indicate it is characteristic of yo at the phase limit for the
homogeneous mass-enhanced electronic system.

2
Mixed-Valent 3d-Block Perovskites Ln,_,A,MO;

Oxygen-stoichiometric perovskites may become mixed-valent if a dispropor-
tionation occurs in the MO; array as was discussed for high-temperature
LaMnO; and low-temperature CaFeOs;. The MO; array may also become
mixed-valent with the introduction of cation or oxygen vacancies. However,
atomic vacancies and M-atom substitutions strongly perturb the periodic
potential of the MO; array. Therefore, this review considers only oxygen-
stoichiometric systems Ln;_A;MOj; in which Ln is a lanthanide and A = Ca
or Sr; in these systems, only the charge of the MO; array varies with x
with minimal perturbation of its periodic potential by the aliovalent cation
substitutions. However, for a fixed value of x, isovalent substitutions for the
Ln’* or A®* ions prove useful where these substitutions induce on the MOs
array strong-correlation magnetism, charge/orbital ordering, or changes be-
tween itinerant-electron behavior and polaronic conduction.

2.1
The Titanates

2.1.1
La;_,Sr,TiO;

SrTiO; has an empty n* band; substitution of La for Sr introduces one electron
per La’® ion into the 7* band. LaTiO; (see Sect. 1.1.2) is a single-phase
itinerant-electron antiferromagnet containing strongly correlated n* electrons
on the TiO; array. At a given site, we assume the electrons of the Hubbard
band carry electrons of both majority and minority spin. This situation differs
from that in the Sr,_,Ca,VO; system where the electrons in the lower Hubbard
band coexist with Fermi-liquid electrons and appear to represent strong-
correlation fluctuations without long-range ordering into either a CDW or a
SDW. For small band filling, namely 0.5 < x < 1.0, the electron-electron
interactions are weak and the electrons are described by conventional band
theory. Clearly, the electron-electron interactions must increase with the band
filling until they reach U, in LaTiO;. This situation has attracted groups in
Japan to investigate the evolution of the electron correlations with band filling
and ourselves to examine the character of the transition from antiferromag-
netic insulator to Pauli paramagnetic metal.

Fujishima et al. [95] used optical-conductivity spectra to monitor the
increase in effective mass of the electrons with La concentration. Kumagai
et al. [96] measured the electronic specific heat y at low temperatures and
compared it to the magnetic susceptibility y obtained by Tokura et al. [97] on
the same samples; see Fig. 21. The Wilson ratio y/y remained nearly constant
over the entire range of x, which indicates that the divergence of y and y on
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approaching the critical on-site electrostatic energy U, is entirely due to a
Brinkman-Rice mass enhancement, see Eq. (2); there is little Stoner enhance-
ment. Moreover, there is no evidence that m* goes through a maximum on the
approach to the Mott-Hubbard transition in this mixed-valent system.
Furukawa et al. [98] have used *”"*°Ti and *’La nuclear magnetic resonance
(NMR) to investigate whether antiferromagnetic (AF) fluctuations of Ti(III)
spins exist in the metallic state near the Mott-Hubbard transition. They found
no evidence for the growth of AF spin correlations on approaching the Mott-
Hubbard transition from the metallic side and concluded that the on-site
electron-electron interactions drive the insulator-metal transition in this
system.

We [99] have studied the evolution of structural, magnetic, and transport
properties across the insulator-metal transition. Figure 22 shows the variation
of the cell volume with x for La,_,Sr,TiOs. The strong deviation from Vegard’s
law for decreasing x < 0.5 reflects the larger volume occupied by strongly
correlated electrons. According to the virial theorem (Eq. 21 of Goodenough,
this volume) more localized antibonding electrons result in a larger equilib-
rium Ti—O bond length. A first-order expansion of the volume with
decreasing x occurs in a narrow two-phase region 0.04 < x < 0.08. The
antiferromagnetic phase has a large canted-spin ferromagnetic component,
but there is no cooperative J-T orbital ordering below Ty that optimizes the
orbital magnetic moment as occurs where there are localized-electron spins in
LaVO; and YVOs;. Figure 23 shows the variation of the Néel temperature Ty
with x; it drops precipitously from 145 K to 100 K in the range 0 < x < 0.05
and remains constant across a narrow two-phase domain 0.05 < x < 0.08
where the net canted-spin moment at 10 K, M(10 K), decreases continuously
to zero with increasing x. There is no anomaly in either a(T) or p(T) at Ty in
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the single-phase antiferromagnetic composition. The antiferromagnetic phase
changes from a p-type small-polaron conductor to a p-type metal at x > 0.044
before becoming an n-type metal for x = 0.05 where the metallic phase
dominates the conduction. Under hydrostatic pressure, the x = 0.044 sample
changes from a p-type to an n-type conductor; pressure stabilizes the metallic
phase relative to the antiferromagnetic phase as it has the smaller volume.
We conclude that the La;_,Sr,TiO; system exhibits a nearly classic Mott-
Hubbard transition as the n* band is filled toward an integral number of
electrons per Ti atom. The transition is first-order and exhibits a volume
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expansion with increasing electron localization in accordance with the virial
theorem. Segregation into two electronic phases is confined to a narrow
compositional range.

2.1.2
Y,_,Ca,Ti0;

Since YTiO; has stronger electron correlations than LaTiO; and is ferromag-
netic rather than antiferromagnetic, it is of interest to compare the evolution
with x of the physical properties of Y,_,Ca,TiO; with those of La;_,Sr,TiO;. At
large x, both systems change from n-type dopant of the 7* band to n-type
metallic behavior as the concentration of trivalent ions increases from x = 1.0
to x = 0.9. However, the narrower n* bands associated with the smaller and
more acidic Y and Ca cations give rise to a more abrupt onset of an enhanced
m* and an insulator-metal transition at a larger value of x [100]. As in the
La;_,Sr,TiO; system, the Wilson ratio y/y remains nearly constant, indicating
a Brinkman-Rice mass enhancement with little Stoner enhancement [96]. The
insulator-metal transition occurs in the interval 0.3 < x < 0.4 where there
appears to be a two-phase region. The Curie-Weiss paramagnetism changes
from a positive to a negative Weiss constant in the interval 0 < x < 0.1;
for 0.1 < x <0.35, the susceptibility y(T) exhibits a behavior typical of a
canted-spin antiferromagnet as in LaTiO; as might be expected for weaker
correlations. Thus the system acts as would be anticipated from an
extrapolation of the La;_,Sr,TiO; system.

2.2
The Vanadates

The three systems La;_,Sr,VO;, La;_,Ca,VOs, and Y, ,Ca,VO; have been
studied. Each system illustrates a transition from localized V>*:’T,, config-
urations in antiferromagnetic LaVO; and YVO; to itinerant ©* electrons in
metallic SrVO; and CaVO;. The n* band is narrowest in the Y;_,Ca,VO;
system and broadest in the La,_,Sr,VO; system. Three points of comparison
with the La;_,Sr,TiO3 and Y,_,Ca,TiO; systems are to be noted:

1. The n* band of a VO array contains an additional electron; it is therefore
narrower than that of a corresponding TiO; array, which means that
perturbation of the periodic electron potential on the MO; array by
aliovalent A-site cations is a larger fraction of the bandwidth W in the VO,
array.

2. A transition from localized to itinerant electronic behavior occurs with
increasing x in the VO; array whereas in the TiO; array there is only a
crossing of the Mott-Hubbard transition from strongly to weakly correlated
electrons.

3. Although the 7* band of a VOj; array is narrower than that of a TiO; array,
the energy AE, is smaller, which means that a stronger transfer with
increasing x of O-2p character into the 7* band can be expected for the VO;
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array. Pen et al. [101] have confirmed, with X-ray-absorption and resonant-
photoemission spectroscopy, a strong transfer of O-2p spectral weight into
the 7* band of Y;_,Ca,VO; with increasing x.

In an early study, Reuter and Wollnik [102] reported that the system
La,_4Ca,VO; forms a solid solution over the entire compositional range.
Dougier et al. [103] reported an insulator-metal (I-M) transition occurs at
X. &~ 0.26 within a single-phase domain 0 < x < 0.5 and interpreted it within a
homogeneous model as an Anderson transition, the Fermi energy ¢r dropping
across a mobility edge in the lower n* band corresponding to the V**/v**
redox couple. Nguyen and Goodenough [104] confirmed a metal-insulator
transition at x. ~ 0.26 and interpreted it within a heterogeneous electronic
model to represent a percolation threshold for the formation of a narrow 7*
band associated with V atoms nearest-neighbor to Ca atoms. In the sister
system La,;_,Sr,VOs3, which has a broader n* band, Dougier and Hagenmuller
[105] reported a smooth I-M transition at x. = 0.225. In this system, the
antiferromagnetic Néel temperature Ty falls monotonically from 142 K at
x =0 to 100 K near x = 0.2, dropping abruptly to 0 K at x.. Mahajan et al.
[106] reported a lattice parameter varying linearly with x according to
Végard’s law and a room-temperature paramagnetic susceptibility that varies
smoothly with x through x., becoming temperature-independent, but strongly
enhanced, below 400 K for all x > x.. On the other hand, in the Y,_,Ca,VO;
system, which has the narrowest 7* band, Kasuya et al. [107] found an I-M
transition at x ~ 0.5. Analysis of their X-ray data indicates a linear variation of
the atomic volume over the range 0 < x < 0.7 with an abrupt drop in the range
0.7 < x < 0.8 [104].
We draw the following conclusions from these data:

1. Doping LaVO; with Sr initially creates molecular-orbital clusters at the 8
vanadium atoms nearest-neighbor to a Sr** ion and the I-M transition
occurs at the percolation threshold for the Sr** ions. However, the abrupt
drop in Ty at x. signals an associated broadening of the n* band that drops
the Fermi energy &r below a mobility edge in the hole-rich percolating
phase and induces an emptying below 400 K of the localized °T,, states,
which become Anderson-localized states lying above &.

2. On the other hand, doping YVO; with Ca appears to create, initially, small-
polaron V(IV) centers at one of the vanadium atoms nearest-neighbor to
a Ca’* ion; at the percolation threshold for the Ca*" ions, the ©* band
remains too narrow to drop &r below a mobility edge, so the electron
transport is either polaronic or by variable-range hopping of holes. For
x > 0.5 there is a shift from hole to electron transport, and the variable-
range hopping of electrons occurs via tunneling without an activation
energy. Delocalization of the electrons into itinerant-electron states appears
to occur, according to the virial theorem, only in the range 0.7 < x < 0.8
where there is an abrupt decrease in the unit-cell volume.

3. The system La;_,Ca,VO; behaves in an intermediate manner [104]. The
I-M transition occurs at a higher x. = 0.26 compared with x. = 0.225 in the
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La,_,Sr,VOs; system, but below x. ~ 0.5 found for Y,;_,Ca,VO;. Moreover,
there was evidence of spin-glass behavior with a spin-blocking temperature
T,g that increased from 140 K for x = 0.3 to a maximum of 280 K at
x = 0.6, decreasing to 265 K at x = 0.8. A Curie-Weiss paramagnetism was
found above a structural phase transition at T, ~ 640 K over the entire
range 0 < x < 1. In this case, the hole-poor volume clearly retains localized
>T, configurations beyond the I-M transition at x. = 0.26.

2.3
The Chromates

The metallic end member SrCrO; is a high-pressure phase. At ambient
pressure, the system La;_,Sr,CrOj; is a small-polaron conductor in the range
0 < x < 0.5 with a motional enthalpy AH,, ~ 0.1 eV for the Cr(IV) holes in
the Cr(IV)/Cr(III) redox couple with a shallow trapping of the holes at the Sr?t
ions [108-112].

24
The Manganates

The manganese-oxide perovskites Ln;_,A,MnO; (Ln = lanthanide, A = alka-
line-earth) have been studied extensively and intensively because they exhibit
an intrinsic colossal magnetoresistance (CMR) at and above a ferromagnetic
Curie temperature Tc as well as an extrinsic giant magnetoresistance
associated with tunneling of electron spins across grain boundaries below
Tc. Here we consider only the intrinsic phenomenon.

As discussed in Sect. 1.4, all the manganese atoms contain localized £
configurations with a spin S = 3/2; these localized spins introduce a strong
intraatomic exchange energy A, that removes the spin degeneracy of the e
electrons. In the end member LaMnOs, the e electrons approach the transition
from localized to itinerant electronic behavior from the localized-electron side;
a cooperative J-T orbital ordering stabilizes electron localization at lower
temperatures. In the solid solutions Ln;_yA,MnOs, each alkaline-earth cation
A?* removes an e electron from the Mn(IV)/Mn(III) redox couple, which
introduces the possibility of fast e-electron transfer from Mn(III) to Mn(IV)
atoms and stabilizes electron delocalization relative to ordering of the
electrons into localized orbitals.

For small x, the O'—O* transition temperature Tjp associated with a
cooperative J-T orbital ordering drops steeply with increasing x. On the other
hand, long-range coulomb interactions between charge carriers may colla-
borate with orbital ordering to localize the electrons at lower tempera-
tures, especially at critical Mn(IV)/Mn ratios such as 1/2. Therefore, the
Ln,_,A,MnO; phase diagrams exhibit a competition between delocalization of
the e electrons into itinerant ¢* bands or molecular orbitals and their
localization at Mn(III) ions.

The holes may be localized either as small-polaron Mn(IV)O¢/, complexes
or in a molecular orbital of a two-manganese Mn(III)—O—Mn(IV) polaron.
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At higher temperatures, thermal expansion favors localization of the charge
carriers as mobile dielectric polarons in a pseudocubic O* phase having
dynamic, locally cooperative J-T deformations; at lower temperatures, long-
range orbital ordering may localize the e electrons into (001) planes of an O’
structure while mobile small-polaron holes prevent the static ordering within
the (001) planes found in LaMnOs. In this case, the magnetic superexchange
coupling would remain ferromagnetic within the (001) planes and antiferro-
magnetic between LaMnOs. On the other hand, fast electron transfer within
a two-manganese polaron introduces a ferromagnetic double-exchange
interaction within the polaron. Where two-manganese polarons are formed,
orientation of their axes along the c-axis would introduce a ferromagnetic
double-exchange component varying as cos(0/2) that competes with the
antiferromagnetic c-axis superexchange interaction that varies as cos 0; see
Egs. (8) and (10) of Goodenough, this volume; optimization of the total c-axis
exchange energy with respect to the angle 6 between spins in neighboring
(001) planes may produce a canted-spin configuration in which the ferro-
magnetic component increases with the concentration of two-manganese
polarons that have their axes oriented along the c-axis. In this case, a large
ferromagnetic component below a Curie temperature T. may occur even
where the two-manganese polarons become stationary in a ferromagnetic
insulating state.

The formation of two-manganese polarons is an intermediate step between
small-polaron and itinerant electronic behavior. Itinerant e electrons within an
O* or R phase introduce metallic conductivity as well as ferromagnetic double-
exchange interactions. We refer to this ferromagnetic coupling as de Gennes
double exchange to distinguish it from the Zener double exchange within a
two-manganese cluster. The de Gennes double exchange is strong enough to
give a full ferromagnetic moment at lowest temperatures.

Where there is a segregation into a more conductive ferromagnetic phase
and a paramagnetic phase near the O'—O* phase boundary, an applied
magnetic field stabilizes the ferromagnetic phase relative to the paramagnetic
phase; growth of the more conductive phase to the percolation threshold is the
origin of the colossal magnetoresistance (CMR) found where the two phases
coexist. In addition, changes in the tolerance factor alter the bandwidth W,
particularly where the coexistence of two phases makes W = W, exp
(—&a/hwo), where W, is the tight-binding bandwidth; see Eq. (23) of
Goodenough, this volume. Therefore, the CMR phenomenon can be manip-
ulated sensitively for a given Mn(IV)/Mn ratio by changes in the mean ionic
radius of the larger cations on A sites of the AMO; perovskites. We illustrate
the competition between localized and itinerant e-electron behavior in three
systems: (La;_yLny),,Cao3MnOs3, La;_Ca,MnO3, and La;_,Sr,MnOs,

241
(La;_yLny), ;Cao sMnO;

In the systems (La;_yLny)o;Cag3MnOs, the ratio Mn(IV)/Mn = 0.3 is held
constant and the bandwidth is decreased by substituting smaller Ln>* ions for
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La®". In these systems, the competition of interest is between a more
conductive ferromagnetic phase and a polaronic paramagnetic/antiferromag-
netic phase. At this Mn(IV)/Mn ratio, the ferromagnetic phase appears to be
hole-rich with a tendency to be stabilized as a charge-density wave (CDW) to
lower the coulomb repulsion between charge carriers. A first-order transition
between phases allows segregation into two phases. Segregation at lower
temperatures is possible as it is accomplished by cooperative oxygen
displacements, and this type of diffusionless phase segregation may be
dynamic. A dynamic phase segregation is not detected by a conventional
diffraction experiment, which is why this phenomenon has remained
unnoticed until recently.

The CMR phenomenon found for Mn(IV)/Mn = 0.3 is illustrated by the
system Lag;_,Pr,Ca,3MnOs; Fig. 24 from Hwang et al. [113] shows, on a
logarithmic scale, the change in resistivity (por—pst) on applying a magnetic
field of 5T, normalized to psy, as a function of temperature. The system
becomes ferromagnetic below a first-order transition at the Curie temperature
Tc, which is marked by an arrow for the different values of y in the
compositional range 0 <y < 0.7. This CMR phenomenon is representative of
that found in the range 0.1 < x < 0.375 of the system La;_,Ca,MnO; and
La;_,SryMnO,; it is to be distinguished from the CMR phenomenon found
near x = 0.5 where an itinerant-electron ferromagnetic phase competes with a
charge-ordered/orbitally-ordered antiferromagnetic phase, see phase diagrams
of Figs. 35 and 38.

Two features of Fig. 24 are to be noted: first, the extraordinary decrease in
Tc with the isovalent substitution of Pr’* for La’*, from 250 K at y = 0 to
about 80 K at y = 0.6, and second, the dramatic increase in the negative
magnetoresistance just above T¢ as T¢ decreases. The resistivity por shows a
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Fig. 24. CMR at 5T on cooling for different compositions 0 = x = 0.6 in the system
Lag 7_xPryCag3MnOs. The arrows indicate the Curie temperature Tc; after [113]
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first-order transition at Tc from polaronic behavior above T¢ to a more
conductive behavior below T¢ and T¢ increases with an applied magnetic field
in the range 0 <y < 0.6. For y = 0.7, the conductivity remains polaronic
on cooling through a second-order transition at an antiferromagnetic Néel
temperature Ty. A change from the O* to the O’ orthorhombic structure also
occurs on increasing y beyond y = 0.6.

These dramatic changes are caused by a decrease in the (180° — ¢)
Mn—O—Mn bond angle on substitution of the smaller Pr’* ion. According to
Eq. (18) of Goodenough, this volume, the width of a narrow ¢* band below T¢
would be given by

W, ~ &5 cos ¢(cos(0;/2)) 9)

where 0; is the angle between spins on neighboring Mn atoms. Alignment of
the spins below T¢ favors stabilization of itinerant-electron states (7}, < wgl)
relative to localization of the charge carriers in polaronic states (1, > wg'),
where 1, ~ fi/W 1is the time for an electron to tunnel from an Mn(III) to an
Mn(IV) near neighbor and wg' is the period of the locally cooperative oxygen
displacements that would localize the mobile holes as either a small polaron,
i.e., an Mn(IV) ion, or as a two-Mn polaron, i.e., an Mn(III)—O—Mn(IV) pair
in which the hole is confined to a molecular orbital. However, the remarkable
changes with Pr’*-ion substitution cannot be accounted for by the relatively
small change in cos ¢. On the other hand, a transition from polaronic to
itinerant electronic behavior may be first order according to the virial
theorem, Eq. (20) of Goodenough, this volume. Therefore, it would appear that
the bandwidth should not be W = W,, but have the form of Eq. (23) of
Goodenough, this volume

W = W, exp(—4ea/hwo) (10)

that is applicable where there is a coexistence of two phases; ¢, is an activation
energy to convert from one phase to the other and wg = wo(¢) decreases with
increasing bending angle ¢ of the (180° — ¢) Mn—O—Mn bonds. The experi-
mental data on the manganese-oxide perovskites supports such a model.

To investigate this model, we [114, 114a] undertook a study of the transport
and magnetic properties of the system (180° — ¢) (La;_yLny),;Ca3MnO; over
the compositional range 0.2 <y < 1.0, corresponding to ambient tolerance
factors 0.964 > t > 0.946 that span the transition from ferromagnetic order
below a T with a CMR at and above T to antiferromagnetic order below a Ty.
We chose Nd over Pr for Ln to minimize any interference in the measured
properties of the MnO; array from interactions with 4f" configurations on the
rare-earth atom.

Figure 25 shows the temperature dependence of the thermoelectric power
o(T) for several compositions in the range 0.2 <y < 0.75. At atmospheric
pressure, the 0.55 <y <1 samples with 0.946 <t <0.952 are in the O’-
orthorhombic phase and undergo a second-order polaronic-polaronic transi-
tion at a Néel temperature Ty to a weakly canted antiferromagnetic-spin
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Fig. 25. Thermoelectric power o(T) for several compositions 0.20 < x < 0.75 of the system
(La;_4Nd,)o.7Ca3MnOs; after [114]

configuration. The 0 <y < 0.55 samples are in the pseudocubic O*-ortho-
rhombic phase (c¢/a ~ v/2) and undergo a first-order phase change at a
ferromagnetic Curie temperature Tc. The temperature dependence of the
resistivity p(T) exhibits a strong maximum at T¢ in the O* phase; p(T)
continues to increase with decreasing temperature below Ty in the O’ phase,
and we could not obtain a stable measure of «(T) below Ty in this phase. The
maximum in «(T) occurs at a Ty, > T¢ in the O* phase. Five other features of
Fig. 25 are to be noted.

First, at high temperature, o(T) approaches a temperature-independent
value of —20 puV/K in the O* samples, a somewhat larger value in the O’ sample

of Fig. 26. A temperature-independent « is indicative of polaronic conduction
in which the statistical term

% = (k/e) In[B(1 - ©)/c] (11)
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Fig. 26. High-temperature thermoelectric power «(T) for x = 1.0 (t =0.946 <t.) and
x = 0.55 (t = 0.957 > t.) of the system (La;_4Nd,)o,Cag3;MnOs; after [114a]

dominates any transport contribution. In Eq. (11) the spin-degeneracy factor
is f = 1 because of the strong intraatomic exchange at the Mn atoms; c is the
fraction of available sites that are occupied by charge carriers. For small
polarons, ¢ = xN/N = x would give a value o = +38 pV/K whereas a two-Mn
polaron would correspond to ¢ =xN/(N/2) = 2x to give the observed
o = =20 pV/K. Therefore, we conclude that at high temperatures there is a
progressive transition with increasing tolerance factor from small polarons to
two-Mn polarons as t increases, complete conversion occurring for t > 0.955.
At still higher values of t, a transition from two-Mn polarons to itinerant-
electron behavior can be anticipated. Indeed, in La,/;(Ca;_,Sry),;sMnO; the
transition at T¢ changes from first-order to second-order with increasing x
[115] and the electrons become itinerant in the paramagnetic phase of
Lag 65Bag 35Mn0O3, which has the highest value of the tolerance factor t [116].
Confirmation of two-Mn polarons was found in the La;_,Ca,MO; system by
Mossbauer spectroscopy for x = 0.20 [117, 118] and by Mn K-edge X-ray
extended fine structure (EXAFS) for x = 0.25 [119].

The existence of two-Mn polarons was postulated by Zener [120] in his
initial formulation of the ferromagnetic double-exchange interaction, see
Eq. (10) of Goodenough, this volume. He envisaged the e electron of an
Mn(III)—0—Mn(IV) pair would occupy a molecular orbital (MO) in which
fast electron transfer (1, < wg') occurred to couple parallel the localized spins
S =3/2 from the t° configurations. To account for the observed global
ferromagnetic coupling and metallic temperature dependence of the resistivity
found below T in Lay;Cag3;MnOs;, Zener further postulated that these
polaronic pairs move diffusively, but without an activation energy. Implicit in
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the Zener model is a polaron mobility p, = eDo/kT in which the temperature-
independent diffusion coefficient Do ~ 75! contains a transfer time 7o < 7,
for diffusion of the MO, where 7 is the spin-relaxation time. Although the
global ferromagnetic coupling of this model is not correct, nevertheless we
have chosen [114] to refer to the two-Mn polarons as Zener polarons to
distinguish them from the conventional one-site small polaron.

Second, the sharp increase in «(T) as T decreases to T, indicates a
trapping out of the mobile Zener polarons. Coexisting with the polaronic
phase are hole-rich clusters; shortening of the (Mn—O) bonds within a cluster
would create a transition from 1, > wg' to 1, = wg! for all nearest neighbors
within a cluster. The volume of the hole-rich phase increases with the number
of holes that are trapped in it and, as does that of a conventional magnetic
polaron, with their mobility. As wo hardens with increasing tolerance factor t,
the holes of the minority phase become more mobile, which enlarges the
volume of this phase at a given temperature T = Tc. The mobility of the matrix
polarons also increases with t and with the alignment of the spins on the
application of an external magnetic field H,. Moreover, a greater hole mobility
increases the double-exchange component of the ferromagnetic interactions.
Therefore, the Curie temperature T increases with t and H,; at T the
minority phase crosses the percolation threshold to become the majority
phase. The sharp growth of the minority phase as T decreases through T¢
reflects spin alignment of the matrix. The first-order character of the transition
at T indicates a discontinuous increase in the volume fraction of the more
conductive phase on crossing Tc.

Independent evidence for superparamagnetic clusters above T is apparent
in the inverse paramagnetic susceptibility vs temperature shown in Fig. 27;
the huge difference 0 — T, where 0 is the high-temperature Weiss constant,
indicates an anomalously extensive range of short-range ferromagnetic order
above T¢. A dynamic phase segregation by cooperative atomic displacements
would create mobile phase boundaries, and the application of a magnetic field
would stabilize the ferromagnetic, conductive clusters relative to the polaronic,
paramagnetic matrix, thereby increasing the trapping of mobile Zener
polarons by the ferromagnetic clusters and increasing the size of the clusters.
The CMR phenomenon follows immediately from a two-phase model in which
a conductive, superparamagnetic minority phase present above the long-range
ferromagnetic-ordering temperature T¢ of the matrix grows in a magnetic field
to beyond its percolation threshold [121].

Further evidence for phase segregation above and below T¢ has been
obtained with a variety of other techniques in addition to Méssbauer [117, 118]
and EXAFS [119]. In La,;Ca,3MnO;, Quijada et al. [122] have been able to
describe the structure of the low-energy optical conductivity with a two-phase
model. Kim et al. [123] came to a similar conclusion from their optical-
conductivity data, and Zhao et al. [124] used pulsed laser excitation to reveal a
fast transient associated with photoionization of the polaronic phase and a
slow transient associated with the ferromagnetic phase in Lag;Cay3;MnOs.
Sakaie et al. [125] have confirmed with *La NMR a slow correlation time for
the spin-spin fluctuations of the ferromagnetic clusters and reported an
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Fig. 27. Inverse paramagnetic susceptibility vs temperature for several samples
Lny ;Cag3MnO; compared with LaMnOs and La, ;Bag sMnOs; after [114a]

anomalous temperature and field dependence of the spin-lattice relaxation. Lu
et al. [126] and Fiéth et al. [127] have used tunneling scanning spectroscopy on,
respectively, x = 0.35 and x = 0.30 of La;_,Ca,MnO; films deposited epitaxi-
ally on a single-crystal SrTiO; substrate to observe directly the coexistence of
the FM phase and a polaronic phase both above and below T¢ and how the
spatial extent of the FM phase increases to beyond a percolation threshold on
decreasing the temperature through T¢ or on applying a magnetic field above
Tc. The CMR phenomenon occurs where the conductive FM phase reaches a
percolation threshold in the paramagnetic phase. De Teresa et al. [128]
demonstrated this phenomenon with neutron scattering.

Whereas we have proposed a phase segregation associated with a cross-over
from the 7, > wg! in a polaronic phase to a 1, < wg' in a ferromagnetic phase
[114, 129], Nagaev [130] and Emin [131] have argued that the CMR
phenomenon reflects growth in a magnetic field of the volume of a
conventional magnetic polaron. Dagotto et al. [132, 133], on the other hand,
have provided a more detailed theory than our virial-theorem argument for a
two-phase model resulting from the cross-over from localized to itinerant
electronic behavior. In the same spirit, Alexandrov and Bratovsky [134, 135]
rebutted the Nagaev model and emphasized the role of electron-lattice
interactions in the collapse of the itinerant carriers to bound pairs (Zener
polarons) in the paramagnetic phase to account for the transition from a
ferromagnetic metal to a paramagnetic insulator. What is apparent is the
critical role played by the locally cooperative oxygen-vibration period wg'
relative to the tunneling time t, ~ i/W and of two distinguishable phases
coexisting over an extended temperature range on either side of Tc.
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Third, the maximum in o(T) at a T,. a little above T increases
dramatically as the tolerance factor t is lowered to the O'—O* phase boundary
appearing in the interval 0.952 < t < 0.957. Comparison of Fig. 25 and Fig. 28
shows a pressure dependence dt/dP > 0, which is anomalous according
to Eq. (1) of Goodenough, this volume, and indicates an unusually large
compressibility of the (Mn—O) bond. From the virial theorem, we can
understand such a large compressibility as an indication of a double-well
(Mn—O) potential at a cross-over from localized to itinerant electronic
behavior. The large compressibility of the (Mn—O) bond length in the two-
phase domain has been corroborated by several experiments.

Radaelli et al. [136] have used high-resolution neutron diffraction to show
for Lag 75Cag,5Mn0O3 an anomalous decrease in the volume on cooling through
Tc as the fraction of the ferromagnetic volume increased. The decrease in
mean cell volume occurred despite an increase in the (180° — ¢) Mn—O—Mn
bond angle because a significant decrease in the (Mn—O) bond length
overcompensated the increase in bond angle. De Teresa et al. [137] measured
the magnetoresistance (MR) and the magnetothermal expansion (MS) for
La,/3Ca;sMnO; and found a strong correlation between the two in the
paramagnetic phase just above Tc. They concluded that the localized charges
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in a polaronic phase above T are released from the polaronic self-trapping by
applying a magnetic field, resulting not only in a large MR, but also in a large
volume contraction.

Neumeier et al. [138] and Laukhin et al. [139] have reported an anoma-
lously large increase in T with pressure that increases as T¢ decreases; the
effect disappears in the O’ phase at Ty. Fontcuberta et al. [140] have also
shown that isovalent substitutions in (La;_4Lny),/3(Ca;_,Sry);;sMnO; yield
a pressure dependence that increases with the extent of local disorder at the
A-site cations, but that the variations with the ionic radii of the A-site cations
are not enough to account for the large dT/dP observed. De Teresa et al. [141]
have provided a comprehensive investigation of La,;;Ca;;sMnO; that links the
large pressure dependence of T directly to the coexistence of two distin-
guishable phases, a ferromagnetic phase of smaller volume and a polaronic
phase of larger volume.

Fourth, Jaime and Salamon [142] have pointed out that «(T) increases more
sharply than exponentially on cooling to Ty, and that the additional entropy
transported increases on crossing the O'—0* phase boundary. Trapping of the
Zener polarons appears to transform the mobile polarons remaining in the
Mn(IV)-poor matrix into small polarons as the concentration of mobile holes
in this phase decreases. Such a transformation would double the number of
sites available to a polaron and would therefore increase the o of Eq. (11) by
reducing ¢ = (1 — r)2x toward ¢ = (1 — r)x, where r is the ratio of trapped to
free polarons. In the O’ phase, most of the polarons appear to be small
polarons at Ty.

Fifth, Fig. 29 shows the temperature dependence of the resistivity p(T) as a
function of pressure for the x = 0.75 sample, which is just on the O’ side of the
0'—0* phase boundary at atmospheric pressure, and Fig. 30 shows a change
in o(T) with pressure for the same sample [143]. A resistivity maximum occurs
at Tc where a long-range Weiss molecular field increases the volume of the
ferromagnetic phase to beyond percolation. The drop in p(T) on cooling
through T¢ is continuous even though the thermal hysteresis in p(T) shows
that the magnetic transition is first-order.

It has been commonly assumed that the metallic temperature dependence
below T signals itinerant-electron behavior However, Fig. 29 shows that p(T)
remains above the itinerant-electron limit near the O'—0* phase boundary,
and the drop in o(T) to a small temperature-independent value, as shown in
Fig. 30, is not characteristic of a conventional metal. Since Eq. (11) is not
applicable at low temperatures, we turn to Eq. (5), the fundamental expression
for the electronic contribution to the thermoelectric power. It follows from
Eq. (5) that a temperature-independent o ~ 0 pV/K below T implies
o(e — ep) =~ a(ep — ¢), which means that there is little dispersion in the e-
electron energies ¢(k). Figure 31 reveals retention in low applied magnetic field
of a magnetic heterogeneity below Tc. Moreover, the specific-heat data of
Fig. 32 [144] show that the A-point anomaly at T vanishes on the approach to
the O'—0* phase boundary (x = 0.55 sample), which we interpret to indicate
an exchange of spin entropy for configurational or lattice-vibration entropy.
Moreover, a dTc/dP > 0 and a first-order phase change at T indicate,
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according to the virial theorem of Goodenough, this volume, a discontinuous
decrease in the mean electronic kinetic energy on cooling through T where a
large volume of the majority-phase polaronic matrix changes to a conductive
ferromagnetic phase. It would seem to follow that in the ferromagnetic phase,
where 1, &~ wg', conductive electrons are strongly coupled to phonon modes
as might occur with a travelling charge-density wave. Clarification of the
character of the charge carriers in the ferromagnetic phase remains a
challenge.

For further evidence of strong electron coupling to oxygen vibrations in a
system that has two electronic phases, we turn to studies of '*0/'°0 isotope
exchange. Isotope exchange does not change the Mn—O—Mn bond angle
(180° — ¢), which should leave W, unchanged, but it does change wg ~ M(_)l/ 2,
where Mo is the oxygen mass, and therefore W of Eq. (10) and t,, ~ ii/W.

Zhao et al. [145-147] were the first to show a dramatic decrease of T¢ on the
exchange of '®0 for '°0. If on cooling through T the transition was from
a global polaronic phase with 1, > w;! to a global itinerant-electron phase
with 7, ~ B/W < a)(’)l, then the exchange of 180 for 190, which decreases
wo ~ Mgl/ ?  should favor the itinerant-electron phase with 7, < wg! and
therefore raise Tc. The fact that *0/'°0 exchange decreases T is, therefore,
evidence that T¢ depends on a bandwidth W described by Eq. (10) resulting
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from the two-phase character of the electronic system; a decrease in W with
increasing Mo favors the polaronic phase and lowers Tc if the transition is
governed by the bandwidth W rather than by W,.

If the dramatic change in T¢ with tolerance factor t in Fig. 24 is due to a
change in wo(¢), as is suggested by a T¢ determined by a critical value of the
bandwidth W described by Eq. (10), then the critical ambient tolerance factor
t. for the O'—O* transition should increase and T¢ decrease accordingly on the
exchange of 80 for 0. In order to probe this deduction, we [148] undertook
additional isotope-exchange experiments.

Figure 33 compares the a(T) curves at atmospheric pressure for the '*0 and
'°0 (Lag,5Ndy 75)0.7Ca9.3MnO5 sample of Figs. 29 and 30. Comparison of these
two curves with Fig. 26 shows that the change in «(T) on exchanging '*0 for
'°0 is equivalent to reducing t. This experiment provides direct evidence that
the sensitivity with respect to t of the magnetic and transport properties
exhibited in Fig. 24 may depend more on the sensitivity to t of wo(¢) than
of W,. Chechersky et al. [149] have provided further confirmation of this
conclusion. They followed with Mdssbauer spectroscopy the temperature
dependence through T¢ of the two-phase character of an LaygCay,MnO;
sample and found the strength of the exchange interactions at 78 K were not
changed by '%0/'°0 exchange whereas a considerable softening of the
anharmonic Mn—'80—Mn vibrations reduced the volume fraction of the
ferromagnetic phase at a given temperature.
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To obtain information on the variation of T¢ with pressure for *0 vs '°0,
we [148] used the fact that p(T) for (Lag ,5Ndg 75)0.7Cap sMnO3 in Fig. 29 has its
maximum value at T¢c. Three additional features of Fig. 29 are noteworthy:

1. The p(T) curves are relatively insensitive to pressure for T > T, but they
change dramatically for T < T¢ on crossing the transition at P.. The critical
pressure P, which may represent the O'—O* transition, is sharply defined.

2. There is no thermal hysteresis in the p(T) curve at atmospheric pressure
where (Lag,5Ndy 75)0.7Cao3MnOs is in the O’ phase at T, but a pronounced
thermal hysteresis appears at pressures P > P..

3. The thermal hysteresis, which marks a change from a second-order to a
first-order transition at Tc on crossing the O'—O* phase boundary,
decreases as T increases with pressure P > P..

Figure 34a compares the evolution with pressure of Tc and the thermal
hysteresis at T of the (Lag,sNdg 75)0.7Cag3MnO3 sample with '°0 and '*0. A
shift of AP, ~ 9 kbar on isotope exchange reflects the increase in effective t.
on the '*0/'°0 exchange, and a giant isotope coefficient dInT¢/dInMg ~ 4.9
appears abruptly on conversion from the O’ to the O* phase; no measurable
isotope shift was found in the antiferromagnetic O’ phase containing small-
polaron holes. Orderlng of the occupied e-electron orbitals into the (001)
planes in the O’ phase is stabilized by a softer wo ~ M, 2 The large isotope
shift of T¢ is thus seen to be associated with an 1nstab111ty of the static J-T
orbital ordering on the approach to a transition from localized to itinerant
electronic behavior where the (Mn—O) bond length has a double-well
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potential. It is at such a transition that we find the coexistence of two phases,
one with shorter and the other with longer (Mn—O) bonds.

The magnitude of AT in the O* phase on '®0/'°0 exchange increases with
the magnitude of dT¢/dt > 0, which is a maximum just above t.. Our isotope
shifts of T¢ in samples t > t. at ambient pressure were similar to those
reported by Zhao et al. [145-147]. Franck et al. [150] have reported an
analogous finding in La,;_,Ca,MnOs; for 0.2 < x < 4.3. In the O’ phase, Ty is
determined only by superexchange interatomic interactions; the small-
polaron hopping rate is too slow relative to a spin-relaxation time for a
double-exchange coupling to be operative. However, the charge carriers are
more mobile in the O phase and they contribute a double-exchange
component to the ferromagnetic interactions that is larger the more mobile
the holes. The dT/dt > 0 reflects an increase with tolerance factor t in the
double-exchange contribution to the magnetic interactions in the less
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conductive matrix and therefore in the number and/or range of fast hole
transfers in this phase as the (180° — ¢) Mn—O—Mn bond angle increases.
The larger mass Mg of an 180 softens wgo ~ Mgl 2 which lowers wo (¢) for a
given value of ¢. The large dTc/dt thus reflects a critical dependence on wq
(¢) of the number and range of the holes undergoing fast electron transfer in
the matrix phase in the compositional range where a polaronic matrix
contains a second, ferromagnetic phase with more delocalized holes. In
addition, the activation energy of the matrix polarons above T is increased
by a softer wg, so the matrix Zener polarons are more easily converted to
small polarons. An increased polaron conversion on the exchange of '*0 for
'°0 is made evident by the increase in o(T) above T in Fig. 33. Therefore, the
number and range of holes undergoing fast transfer in the matrix phase
appears to increase sensitively with a hardening of wo(¢) at the cross-over
from localized to itinerant electronic behavior.

In order to identify any dependence of Mg on the character of the charge
carriers in the majority itinerant-electron phase below T, we minimized any
pressure dependence by examining a '°0 sample of lower t having a P, close
to that of the '®0 (Lag,5Ndys5)o.,Cao3MnO; sample. For this purpose, we

measured the pressure dependence of p(T) for two additional '°O samples,
#2 and #3 with (Lag,Ndpg) and (Lag;sNdygs) corresponding, respectively,
to t=0.951 and 0.949. Figure 34b shows that the '°0O sample #3 has
nearly the same P. ~ 11 kbar as the '®0 sample having a t = 0.952. It follows
that the exchange of '®0 for '°0 is equivalent to a shift of tolerance factor
At =~ — 0.03; hydrostatic pressure is equivalent to an increase of t by
dt/dP =~ + 2.7 x 107> per kbar. From Fig. 34, we also observe at 11 kbar for
160 (La0_15Nd0.85)0_7Ca0_7MnO3 and 180 (Lao_zsNd0_75)0.7cao_3MnO3, reSpeCtiVely,
a thermal hysteresis ATc = 27 K and 19 K; on cooling, a dT¢/dP ~ 4.0 K/kbar
and 2.7 K/kbar. For a first-order phase change, the thermal hysteresis AT¢
should be proportional to the volume change AV at the transition, which in turn
would be proportional to the change in the mean electronic potential A(V).
From the virial theorem, Eq. (20) of Goodenough, this volume, it follows that

ATC ~ A(T)l, (12)

is a measure of the change A(T) of the mean kinetic energy of the charge
carriers. At temperatures T > T, the charge carriers are polaronic and the
ratio of small to Zener polarons at t. can be expected to be equal or larger for
the 0 sample at P.. Itinerant electrons below T¢ would have a mean kinetic
energy essentially independent of Mo, so a ATc(*®0) = AT(**0) would follow
from Eq. (12), which is just the opposite to what is observed. Therefore, we
again conclude that in the O* phase near the O'—O* phase boundary, the
charge carriers below T¢ are not conventional itinerant electrons, but are
strongly coupled to the phonons in a “vibronic” state with a mean kinetic
energy that is more sensitive to Mg than that of the free polarons at
temperature T > Tc. This conclusion is compatible with the observation,
Figs. 29 and 30, that the transport properties below T¢ are not those of a
conventional metal. We also note that a larger dT/dP of the '°0 vs '*0 sample
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is consistent with the smaller trapping energy of the polarons in the
paramagnetic phase of the '°0 sample evident in Fig. 33.

In summary, the extraordinary sensitivity to t, temperature, pressure, and
magnetic field of the magnetic and transport properties of the O* phase of the
(La;_4Lny)o 7Cag 3sMnO; perovskites can be attributed to strong electron-lattice
coupling in a ferromagnetic polaronic phase exhibiting dynamic J-T distor-
tions coexisting with a ferromagnetic more conductive phase with a higher
Tc. The more conductive phase has a smaller (Mn—O) bond length and
a T, < wy' whereas the polaronic phase has a 1, > wg!, where wo = wo(¢)
softens with increasing bending angle ¢. Application of an external magnetic
field above T or an increase in the Weiss molecular field with decreasing
temperature through T stabilizes the more conductive phase relative to the
polaronic phase, and the CMR phenomenon reflects growth of the minority
conductive phase to beyond its percolation threshold. Long-range ferromag-
netic order on cooling across T stabilizes a discontinuous growth of the more
conductive phase having a smaller volume, so the magnetic transition is first-
order. The magnitude of T¢ reflects the relative contributions of a stronger
double-exchange and a weaker superexchange component of the ferromag-
netic interatomic exchange interactions in the less conductive matrix; the
double-exchange component increases with the bandwidth W = W, exp
(—&a/hwo), where W,~W,cos(¢) is the tight-binding bandwidth, and
therefore Tc increases sensitively with the hardening of wo(¢) as ¢ decreases.
The O’ to O* transition reflects a change from static to dynamic J-T distortions
at a critical bandwidth W = W,, and below Ty in the O’ phase, any
ferromagnetic phase remains below the percolation threshold.

24.2
La,;_,Ca,MnO;

A tentative phase diagram for the oxygen-stoichiometric system La,_,Ca,MnO;
is shown in Fig. 35; the diagram is a refinement of one developed by Uehara
et al. [151]. Studies of the properties of the system have been plagued by a lack
of oxygen stoichiometry, particularly for compositions with smaller x where
a disproportionation reaction 2Mn(III) = Mn(II) + Mn(IV) at temperatures
T > Tyr results in an oxidation of the Mn(II) with the appearance of cation
vacancies. Dabrowski et al. [152, 153] have made a careful study of the
conditions under which cation vacancies are formed and their influence on the
physical properties of the La,_,Ca,MnO; system. This problem may account
for the failure to observe any change with x in the Mn(IV)/Mn ratio in the
range 0 < x < 0.3 with either Mn K-edge X-ray absorption spectroscopy [154]
or by high-resolution Mn Kz emission spectroscopy made on the same samples
[155], which were reported to be R-rhombohedral for x < 0.2. Wold and
Arnott [156] reported a transition in LaMnO; from the O’-orthorhombic to
R-rhombohedral on oxidation of LaMnOs.

The O'—O* transition at Ty is first-order and, as shown in Fig. 35,
decreases sharply from 750 K with increasing x in the range 0 < x < 0.21. The
O’ phase (c/a < v/2) has cooperative orbital ordering of the occupied e



76 ].B. Goodenough - J.-S. Zhou

1000

800 —

600

T(K)

400

200

Fig. 35. Tentative phase diagram for the system La,_,Ca,MnOs; adapted from [151]

orbitals at the Mn(III) into the (001) planes, but not necessarily the ordering
within the (001) planes found in LaMnOs; the O* phase c¢/a < V2 is
pseudocubic, but the MnOg octahedra are rotated ca. 20° about the b-axis
(space group Pbnm) relative to the ideal cubic-perovskite structure [157],
and locally cooperative, dynamic J-T deformations sustain a (c/a < v/2).
High-resolution neutron powder diffraction [136, 158, 159], extended X-ray
absorption fine structure (EXAFS) [160], and optical-conductivity spectra
[161] have established the presence of dynamic distortions of the MnOg,,
octahedra in the O* phase above Tc and a dramatic suppression of these
distortions in the ferromagnetic, metallic (FM) phase below Tc.

Above T, the conductivity of the O* phase fits the adiabatic small-polaron
model ¢ = (A/T) exp(—E./kT) over the entire doping range [162]. As already
discussed, an electron tunnels from an Mn(III) to either an Mn(IV) ion or a
Zener Mn(III)—O—Mn(IV) pair in a time 1, > g, where wg! is the period of
the locally cooperative oxygen displacements that, for x < 0.5, dress the
mobile holes as Mn(IV) ions or as Mn(III)—O—Mn(IV) pairs. Fast electron
transfer (13, < a)gl) occurs within a Zener polaron.

On cooling through T¢ in the range 0.10 < x < 0.30, there is a first-order
volume contraction associated with a discontinuous increase in the volume
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fraction of a more conductive ferromagnetic phase [136] where electrons
tunnel between all nearest neighbors in a time 1, < w(‘)l. In contrast, the
transition from the paramagnetic to the canted-spin Type-A antiferromag-
netic order (CAF phase) in the range 0 < x < 0.08 is second-order; the charge
carriers of the CAF matrix remain small polarons, and there is no increase in
the volume of more conductive, ferromagnetic clusters on cooling through
Tx.

The initial substitution of Ca for La is charge-compensated by the

introduction of Mn(IV) ions that, at lower temperatures, become trapped at
one of the 8 nearest neighbors to a Ca** ion [162a]. Elastic and inelastic
neutron scattering has indicated that, by x = 0.05, hole-rich ferromagnetic
droplets form within the CAF matrix with a correlation length f~8 10 A
[163]. These droplets probably represent capture of two Mn(IV) at a Ca**
The Néel temperature Ty decreases with increasing x as the LaMnOj; matrix
is diluted with ferromagnetic clusters within which there is fast
Mn(III)—0—Mn(IV) electron transfer, which gives a ferromagnetic double-
exchange coupling according to Eq. (10) of Goodenough, this volume. The
existence of ferromagnetic clusters within an antiferromagnetic matrix was
found below Ty over the range 0.05 < x < 0.10 with evidence that the phase
segregation extends into the paramagnetic phase [164].

A segregation into two phases, one with a 7, > wg' and the other with a
T < cogl is consistent with the virial theorem of Goodenough, this volume,
which calls for a longer (Mn—O) bond length in the polaronic phase with
T, > g than in the hole-rich phase with 7, < wg'. However, condensation of
the holes into a hole-rich phase associated with Ca®* ions must compete with
coulomb repulsions that would order the Mn(IV) ions as far apart as possible.
In the range 0.50 < x < 0.75, orbital and charge ordering are found below a
T.,. However, in the intermediate range 0.10 < x < 0.20, the influence of the
coulomb repulsions is more subtle.

In both the La;_,Ca,MnO; and La;_,Sr,MnOj; systems, a CAF-FV transition
from Type-A antiferromagnetic order with weak spin canting below a Ty to a
strong spin canting below a T¢ occurs within the O" phase field. Moreover, a
conductive to insulating transition occurs below a T, < T¢ in the O’ phase. A
sound-velocity anomaly at T,, and at T¢ allows tracking of these temperatures
vs X [165]. A neutron-diffraction study [166] for an x = 1/8 sample observed a
c-axis modulation below T,, that was interpreted to signal an ordering of the
holes into alternate (001) planes and an ordering within these planes giving a
maximum T,, at x = 1/8. However, this interpretation fails to account for
retention of a large ferromagnetic component of the magnetic order below T,.
Within the O’ phase, the occupied e orbitals at Mn(III) ions are ordered into
the (001) planes, but not necessarily long-range-ordered within the (001)
planes. In the absence of a double-exchange interaction, this orbital ordering
gives ferromagnetic e'-O-¢° superexchange interactions dominant within the
(001) planes and antiferromagnetic t*-O-t> superexchange interactions
between planes to give Type-A antiferromagnetic order as in LaMnOs. In
order to get a large spin canting or ferromagnetism, it is necessary to introduce
a c-axis ferromagnetic double-exchange interaction.
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As the tolerance factor t increases with x, we have seen that the transition
from small-polaron to itinerant-electron behavior in the manganese-oxide
perovskites occurs via an intermediate step in which two-manganese Zener
polarons are formed; ferromagnetic Zener double exchange occurs between
the two Mn atoms of a Zener polaron. If the axes of the Zener polarons lie
within the (001) planes, they will not change the Type-A antiferromagnetic
order. However, if the axes are oriented along the c-axis, they introduces a
ferromagnetic double-exchange component that increases with the concen-
tration of Zener polarons having their axes parallel to the c-axis. Moreover, if
the holes order into alternate (001) planes below T, but randomly and/or
dynamically form Zener polarons with Mn(III) above and below the plane,
the canted charge ordering would give a c-axis modulation and insulating
behavior while introducing a necessary c-axis double exchange for strong spin
canting. We therefore conclude that the FV phase contains Zener polarons
with a c-axis Zener double exchange to give a large canted-spin ferromagne-
tism below T,,. The local deformations fluctuate in the FV phase.

In the range 0.08 < x < 0.16, a first-order contraction of the volume on
cooling through T¢ to the FV phase indicates a discontinuous increase in the
number of Zener polarons and in the volume fraction of the more conductive
ferromagnetic phase. A polaronic antiferromagnetic minority phase retained
below T has a volume fraction that decreases with T < T. The order-disorder
transition at T, is second-order. The charge-ordered (CO) phase is restricted
to the O’ phase field since orbital ordering is critical for stabilization of this
phase. A discontinuous increase in T occurs on crossing from the O’ to the O*
phase; the change from the FV to the FM phase near x = 0.16 is well-defined,
but it is smooth [167].

Another anomaly in the sound velocity was found [165] at a T* a little below
room temperature at x = 0.10; we suggest that this anomaly occurs where the
ferromagnetic hole clusters condense into an FV phase of larger volume.
Direct evidence for phase segregation above as well as below T¢ has been
observed by several techniques in addition to the Mdssbauer spectroscopy
[117, 118] and Mn K-edge EXAFS [119] already cited in connection with the
(La;_xLny)7Cag sMnO; systems. Allodi et al. [168, 169], Papavassiliou et al.
[170], and Dho et al. [171] have used '*’La and >>Mn NMR to show the growth
of the volume fraction of a ferromagnetic phase with increasing x.

A colossal magnetoresistance like that found in the (La;_4Ln,)o,Cao3MnO3
system is found in the speckled region Tc < T < T* where a ferromagnetic
minority phase is present in the polaronic matrix of lower Tc. The
compositional range of the CMR phenomenon and the sharp rise in T¢ vs x
are characteristic of the coexistence of a more conductive ferromagnetic phase
and a polaronic phase. Where the volume fraction of the ferromagnetic
phase increases significantly on cooling through Tc, the transition is first-
order with a smaller polaronic volume below Tc. Comparison with the
(La;_xPry)0.7CagsMnO; system shows the two-phase region reflects changes in
the tolerance factor more than the change in Mn(IV)/Mn ratio.

Another type of CMR phenomenon occurs where an antiferromagnetic-
insulator CO phase competes with the conductive FM phase in the compo-
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sitional range 0.4 < x < 0.5. The Type-C antiferromagnetic CO phase was
initially found [36] in LaysCagsMnO; and its complex magnetic order
interpreted [37] in terms of the charge and orbital ordering illustrated in
Fig. 36. The predicted charge and orbital ordering has since been fully
corroborated [172]. Ahn and Millis [173] and Kuwahara et al. [174] have
explored the interplay of charge and orbital ordering responsible for the CE
phase. Subsequent studies have shown that the FM and CE phases form a
two-phase mixture in the range 0.4 < x < 0.5 [175]. The phase diagram
shows a T, < Tc where the CE phase percolates through the sample
below T.,; the FM phase is stable in the temperature range T, < T < Tc. In
Nd, 5 SrosMnOs also, the CE phase appears below a T, < T¢ at the Mn(IV)/Mn
= 0.5 composition [176]; application of a magnetic field stabilizes the con-
ductive FM phase, suppressing the CE insulator phase, Fig. 37. A similar stabili-
zation of the FM relative to the CE phase is found in Lags 4 sCags_sMnOs,
0 <6 <0.1; the result is a CMR phenomenon again associated with the
coexistence of an antiferromagnetic-insulator phase and the FM phase with a
first-order transition on going from one phase to the other. A small increase
in tolerance factor in Pr 5Sro sMnOj; leads to a Type-A antiferromagnetic order
below a Ty < T¢ accompanied by a distortion to monoclinic (P2,/n) symmetry
with no evidence of charge ordering [177]. However, there is an ordering of the
occupied e orbitals into the (001) planes. In monoclinic PrjsSrysMnO; the
orbital ordering stabilizes an (x* — y*) ¢* band, which results in a significant
increase in the (180° — ¢) Mn—O—Mn bond angles in the ferromagnetic
planes relative to that between these planes. These structural distortions are
quite different from those found for the Type-A antiferromagnetic phase in
LaMnOs; [178]. Here also, competition between the conductive FM phase and
the AF phase leads to a CMR phenomenon with a phase diagram that varies
with applied magnetic field [179]. Wang et al. [179a] have shown that, in
addition to pressure and an applied magnetic field, even slight oxygen non-
stoichiometry can dramatically change the low-temperature properties due to
changes in the volume fraction of the FM phase coexisting with Type-A and/or

(a) (b) (©

Fig. 36a—c. Charge and orbital ordering in the orthorhombic basal plane for; a x = 0;
b x = 1/2; ¢ as proposed by Mori et al. for x = 2/3 [194, 195]
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Type-CE antiferromagnetic phases. Yunoki et al. [180] have explored a half-
doped two-orbital model with both cooperative and non-cooperative J-T
coupling in the large electron-lattice-coupling (4 = 1) regime to show that the
CE phase is stabilized for an intermediate-strength antiferromagnetic inter-
action J4r and is further stabilized for larger 4 whereas for smaller J 5, a larger
A is required to stabilize the CE relative to the FM phase. The transition
between the two phases was shown to be first-order, so the two phases may
coexist. Moreover, for large 4 and smaller J,g, the Type-A antiferromagnetic
phase becomes a third competitor in their analysis. Increasing the tolerance
factor favors the FM phase relative to the antiferromagnetic phases [181];
the Type-A antiferromagnetic order with itinerant (x* — y*) ¢* electrons
represents an intermediate phase between the FM and CE phases. The
antiferromagnetic phase also occurs at a T, < T¢ in Lag 5,510 4sMnO; [182].

Local probes of the evolution of the magnetic order with temperature in the
neighborhood of x = 0.5 have revealed that the long-range-ordering transi-
tions at Tc and Ty are not global. Papavassiliou et al. [183] investigated the
spin ordering with '**La NMR and found a paramagnetic-insulator (PI) phase
coexisting with the FM phase well below T and the FM phase coexisting with
the AFI phase well below Ty. A similar finding was obtained with '*’La and
>>Mn NMR by Allodi et al. [184]. Yoshimori et al. [185] used '**La NMR to
probe the FM microdomains and their stabilization relative to the CO phase by
the application of a magnetic field. Roy et al. [186] had also shown that the
relative volume fraction of the more conductive FM phase could be enlarged
by either an external magnetic field or a reduction in the Mn(IV)/Mn ratio. An
electron diffraction study by Chen and Cheong [187] had initially discovered
domains of incommensurate charge ordering in the FM matrix in the range
T < T < Tc with a first-order change at T, to long-range ordering of the
commensurate CE phase below T,. The existence of two phases was not due to
any inhomogeneity in the Ca-ion distribution and did not appear to be due to
a segregation into hole-rich and hole-poor domains. Dark-field images at 95 K
showed CE domains a few thousand angstroms in diameter separated by twin
boundaries parallel to an Mn—O—Mn bond axis. The charge-ordered phase
was found [188] to have a large excess specific heat compared to the FM phase;
this excess entropy can only originate from excitations of non-magnetic origin.
Application of a magnetic field of 8.5 T, which transformed the resistivity to a
metallic temperature dependence, left the specific heat unchanged with no
evidence of a kT term from mobile charge carriers. We believe these data
indicate that the charge carriers remain strongly coupled to the oxygen
vibrations and therefore behave as vibrons. Further evidence of the strong
electron coupling to the period wg' of the oxygen vibrational modes comes
from '%0/'°0 isotope exchange, which increases T, of LaysCagsMnO; by 9 K
in zero magnetic field [189] and of NdgsSrosMnO; by 21 K [190]. Raman
spectra show an anomalous softening of the 494 cm™" and 604 cm™' modes
below T, [191].

In these segregations between the FM and antiferromagnetic CE or Type-A
phases, the competitive phases appear to have similar Mn(IV)/Mn ratios; the
phase segregations do not require a separation into hole-rich and hole-poor
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domains. Therefore, although the CMR phenomenon is associated with the
growth of a more conductive FM phase of smaller volume in a magnetic field,
the conductive phase is not hole-rich in the neighborhood of x = 0.5. Uehara
et al. [192] have recently emphasized this point in a study of the CMR
phenomenon in Las/s_,Pr,Cas;sMnO;. Although T reaches its maximum value
at x = 3/8 in La;_,Ca,MnO; and La;_,Sr,MnOs3, lowering the tolerance factor
in Pr;_,Ca,MnO; completely suppresses the conductive FM phase even at
x = 3/8; charge ordering at a T, ~ 230 K is followed, on cooling, by anti-
ferromagnetic order below a Ty = 160 K [193]. The relative stability of the
FM phase clearly depends on a time for the Mn(III) to Mn(IV) electron
transfer that is 7, < wy', where wg varies sensitively with ¢. Uehara et al.
[192] found that in the system Las/g_yPr,CassMnQOs, T¢ decreases smoothly
with increasing y from 275 K aty = 0 to ca. 210 K at y = 0.25 where the mean
A-cation radius reached a critical value (R,) = 1.34 A below which charge-
ordering sets in at a T, ~ 210 K; at the transition, T¢ dropped abruptly to
80 K, decreasing smoothly with a further increase in y to below 50 K where the
volume fraction of the percolating FM phase vanished for y > 0.4. Moreover,
the resistance of the FM phase increased by seven orders of magnitude in the
range 0.25 <y < 0.4, which is much greater than predicted if due only to
changes in the percolation pathways, and the transition at T¢ developed a large
thermal hysteresis; in the range 0 < y < 0.2, the magnetic-ordering transition
at T¢ was second-order. The magnetoresistance indicated the existence, in zero
magnetic field, of a non-percolating FM phase coexisting with the CO matrix
in the interval Tc < T < T, An electron-microscopy study provided direct
evidence of the two phases with a typical size of the CO and FM regions on the
order of several thousand angstroms, which was argued to be too large for a
separation into hole-rich and hole-poor phases. Where segregation into hole-
rich and hole-poor regions occurs, the two phases have been found to order
into planes of small width to form a CDW. Where there is a competition
between a CO and the FM phase, ordering into a CDW is not found. At the
0'—0* boundary, there is a competition between the FV phase and a CO
phase; stabilization of the FV phase in a magnetic field traps holes from the
polaronic matrix, but growth of the FV phase may not require the acquisition
of additional holes.

Finally, in the range 7/8 < x < 1.0 of the La,_,Ca,MnO; phase diagram of
Fig. 35, the charge carriers are small-polaron Mn(III) ions above and below the
second-order magnetic transition temperature Ty to a Type-G antiferromag-
netic order. However, in the range 0.5 < x < 7/8, the nature of the charge
ordering below T, is not established. Mori et al. [194, 195] have observed in
thin films planes of a La, 5Cay sMnOjs-type phase alternating with planes of the
CaMnOs;-type phase, see Fig. 36¢, in a series of x = n/(n+2) phases, where n is
the number of Mn(IV) planes in the CaMnOs-type slabs. However, Radaelli
et al. [196] have found, with high-resolution synchrotron X-ray and neutron
powder diffraction, no evidence for these stripes in a bulk La,;;Ca,;;3sMnO;
sample; the Mn(III) ions appear to be separated as far apart as possible rather
than ordered into Lay sCag sMnOs;-type slabs.
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243
La;_,Sr,Mn0;

Substitution of Pr for La in (La;_,Pry);_«Ca,MnO; reduces the tolerance
factor t and suppresses the FM phase; substitution of Sr for Ca in
La;_y(Ca;_,Sry),MnO; increases t and enlarges the stability range of the FM
phase. Figure 38 is a tentative phase diagram for the system La;_,Sr,MnOs.
Construction of the phase diagram from data taken from several different
sources [197-202] is complicated by two factors, sensitivity of the competing
phases to the oxygen stoichiometry and the coexistence of two phases
extending either side of the depicted first-order phase boundaries.

In the range 0 < x < 0.1, the canted-spin Type-A antiferromagnetic
component is oriented along the b-axis and the weak ferromagnetic
component is along the c-axis; the Dzialoshinskii vector Dj; is along the
a-axis in space group Pbnm. A '*°La study [203] has revealed the presence

below Ty of a second phase in the x = 0.05 sample similar to what is found in
the system La;_,Ca,MnOs.
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Fig. 38. Tentative phase diagram for the system La,_,Sr,MnO;
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The paramagnetic phase remains polaronic over the entire compositional
range 0 < x < 0.3, and locally cooperative J-T deformations persist into the R
phase [204] even though rhombohedral symmetry is not compatible with a
lifting of the e-orbital degeneracy. As in the La;_,Ca,MnO; system, we may
anticipate a change from small polarons to Zener polarons with increasing x
and decreasing temperature near x = 0.1. An optical absorption near 1.5 eV is
characteristic of incoherent polaron behavior at temperatures T > T¢ in both
the O* and R phases; a strong incoherent-to-coherent cross-over occurs on
cooling through Tc [205-209], but the conductivity remains low in the FV
phase, becoming more characteristic of a strongly correlated metal in the FM
phase [199]. In the compositional range 0.2 < x < 0.3, the thermoelectric
power a(T) changes sign from positive to negative [210], which we interpret to
indicate that the charge carriers are two-manganese Zener polarons in the
paramagnetic phase. Ferromagnetic alignment below T¢ or by the application
of a magnetic field shifts o(T) toward more positive values; a positive o(T)
would be found for a narrow majority-spin ¢* band split by a correlation
energy that restricts charge transfer to ferromagnetic e'-O-e° interactions.
Moritomo et al. [211] have argued that the characteristic optical transitions
around 3 eV and 1 eV found below T¢ for x = 0.4 are due, respectively, to
interband and intraband transitions among electrons of e-orbital parentage;
Shiba et al. [212] have argued that the orbital dependence of the transfer
integrals makes the interband transitions allowed.

The magnetization M(T) in the FM phase near x = 0.3 decreases with
increasing temperature in a manner consistent with spin-wave excitations
[213], but the spin dynamics appear to be influenced near T by strong
electron-lattice interactions [214]. The volume of an x = 0.3 sample showed a
smooth contraction on cooling through T¢ [215].

Several groups place the boundary between the FM and AFM phases beyond
x = 0.5; this boundary varies sensitively with the method of sample prepa-
ration. We follow the report of Fujishiro et al. [216] and place it in the range
0.48 < x < 0.50.

The application of a magnetic field stabilizes the FM phase, moving the
O*-R boundary to the left and suppressing the Type-A AFM phase at x = 0.5.
Asamitsu et al. [217, 218] have measured a shift of the O*-R transition
temperature for x = 0.17 from 280 K to 220 K in an applied field of 7 T to
produce a field-induced structural change from O* to R symmetry in this
temperature range. Campbell et al. [219] have confirmed the field-induced
transition on a single-crystal x = 0.165 sample with neutron diffraction.

The FM phase is also stabilized by pressure. In an x = 0.15 sample, we [199]
found a transition from vibronic to itinerant electronic behavior in the
pressure range 5 < P < 6 kbar and the temperature range T, < T < T¢; it
marks the FV-FM transition. A neutron-diffraction study [220] of an x = 0.165
sample showed that pressure stabilizes the R-rhombohedral phase relative
to the O* phase. We have also found that T¢ jumps discontinuously by about
15—-20 °C not only at the first-order O'—O* transition, but also at the FV-FM
and the O*-R transitions [199, 220a]. In addition, the slope dTc/dP drops
discontinuously on crossing each transition.
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Okuda et al. [221] have shown that the Debye temperature increases with x
in the range 0.12 < x < 0.30, saturating at a normal value for the perovskite
structure above x = 0.30, which indicates that strong electron-lattice interac-
tions persist in the FM phase out to x = 0.30. The electronic specific heat is
only slightly enhanced as x decreases to x = 0.17, but it drops sharply to zero
with decreasing x in the interval 0.15 < x < 0.17 where there is a transition
from itinerant to vibronic electronic behavior.

Of particular interest is the complex character of the phases that appear in
the transitional compositional range 0.1 < x < 0.17 of the phase diagram.
Yamada et al. [222] identified a c-axis-modulated (O”) phase at x = 1/8; it is
the same phase found in the La;_,Ca,MnO; system that we argued contained
an ordering of Zener polarons with their axes parallel to the c-axis. Kawano
et al. [223] showed that the magnetic order in the O” phase is a canted-spin
configuration with a Type-A antiferromagnetic component oriented along the
b-axis and a large ferromagnetic component along the c-axis. The x = 0.17
sample was found to be ferromagnetic as was an x = 0.185 sample in which the
FM easy axis was found to be tilted slightly from the c-axis [202]. According to
the de Gennes [224] double-exchange model, the e electrons occupy itinerant
states of a narrow ¢* band to give a c-axis ferromagnetic double-exchange
interaction varying as cos(0/2), see Eq. (10) of Goodenough, this volume,
whereas the antiferromagnetic t-O-t> superexchange interaction varies as
cos 0, where 0 is the angle between spins of adjacent (001) planes. Competition
between these interactions can give a cant angle with a large ferromagnetic
component that increases monotonically to full ferromagnetism (0 = 0) as the
strength of the double-exchange component increases. However, the transport
properties below T, and the variation with x of the ratio Tc/D, where D is the
spin-wave stiffness, rule out the de Gennes model in the O’ phase. Khaliullin
and Kilian [225] have developed a double-exchange model containing strong
electron coupling to local J-T deformations to account for deviations of Tc/D
from a universal constant; their model may be applicable to the FV phase, but
it does not apply below T,,. Nevertheless, it is apparent that, on cooling
through T, a ferromagnetic e-orbital double-exchange interaction varying as
cos(0/2) is introduced along the c-axis to compete with the antiferromagnetic
t>-O-t> c-axis superexchange interaction varying as cos 0. Moreover, the
strength of this double-exchange interaction must increase as the temperature
is lowered through T,, even though the charge carriers appear to become
trapped. We are therefore forced to consider a reorientation of two-manganese
Zener polarons at T,, so that the axes of the polarons are oriented along the
c-axis. In the range Ty, < T < T, the local deformations at Mn(III) and the
axes of the Zener polarons fluctuate to give isotropic ferromagnetic
interactions. Pair formation can be accomplished within the context of in-
plane orbital ordering at Mn(III) ions by an orthorhombic rather than a
tetragonal deformation of the Mn(III)Og,, octahedra interacting with an
Mn(IV) ion in a neighboring (001) plane. We [167] have noted that T,
continues to increase with x until it reaches the O'—O* phase boundary; it does
not have a maximum value at x = 1/8 as predicted for ordering of Mn(IV) ions
into and within alternate (001) planes. The principal driving force for the
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transition appears to be an orbital ordering. Neutron-diffraction studies near
x = 1/8 have found no long-range magnetic order above T¢; for x = 0.15,
anisotropic damping of the larger-q spin waves increases dramatically with
temperature [226]. The second-order transition at T,, on cooling from the FV
phase changes to a first-order transition at Ty on cooling from the FM phase;
Ty decreases with increasing x until it terminates at an O” + FM two-phase
boundary. Under pressure, the Zener polarons are mobile below Ty, but
apparently retain their axes parallel to the c-axis [220a].

Uhlenbruck et al. [227] and Nojiri et al. [228] have shown that the CO
phase is stabilized relative to the FV phase by an applied magnetic field and
Senis et al. [229] have shown that it is stabilized by pressure as well as an
applied field, which is consistent with a c-axis ordering of Zener polarons
increasing the c-axis double-exchange component. Endoh et al. [230] used
resonant X-ray scattering to demonstrate in an x = 0.12 sample that orbital
ordering plays a critical role in the transition at T,,. Darling et al. [231]
have monitored the elastic moduli and Neumeier et al. [232] the thermal
expansion of an x = 0.17 sample; a discontinuous change in the (Mn—O)
bond lengths occurs at the first-order O*-R transition at 285 K and a smooth
transition at the second-order magnetic-ordering temperature T¢ = 265 K,
but no change in the (Mn—O) bond length occurs at T,, = 252 K.
Kiryukhin et al. [233] have demonstrated photoinduced disorder of the O”
phase in an x = 1/8 sample. The dielectric constant & and conductivity
0, = g&o of all samples 0.1 < x < 0.175 were found [234] to increase on
cooling through Tc, and it was concluded that the charge carriers are
polaronic in the paramagnetic phase and that they remain strongly coupled
to the lattice on cooling through T¢ even though the probability for electron
transfer between neighboring sites is enhanced. Kawano et al. [198] used
neutron scattering to identify a T¢c= 150K and a T,,=110K in an
x = 0.10 sample. On the other hand, Ghosh et al. [235] have observed that a
magnetic field H increases T,, and that the magnetization M increases at
108 K in three steps with increasing H in the range 1.6 < H < 4 T, which
suggests that the magnetic field increases the cant angle in the O” phase
discontinuously. In all these studies, the phase boundaries are assumed to
represent global transitions. However, we have argued in this paper that the
CMR phenomenon is associated with a more conductive ferromagnetic
phase within a matrix that is less conductive. In the La; ,Sr,MnO; system,
the CMR phenomenon is found in the range 0.10 < x < 0.175, but only
above T¢ for x = 0.175 [236]. The phenomenon extends below T. in the
range 0.10 < x £0.15 where the O’ phase is found below T¢; for the
x = 0.10 sample, the maximum CMR does not occur at T¢, but at the 110 K
anomaly. Thus the CMR phenomenon is clearly identified with the
compositional range where competitive phases coexist and a more conduc-
tive, ferromagnetic phase is stabilized relative to the other phases by an
applied magnetic field. Evidence for the coexistence of two phases between
localized and itinerant electronic behavior has been reported for x = 0.15
with structural studies [237], for x = 1/8 with reflectivity spectra [238], and
for x = 0.155 and 0.17 with thermal conductivity, which showed anoma-
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lously strong phonon scattering near T due to spin fluctuations coupled to
lattice instabilities [239].

2.5
The Ferrates

Preparation of stoichiometric Ln,_yA,FeO; perovskites of larger x requires
high oxygen pressure and is more easily achieved with the more basic A
cations La’* and Sr**. Figure 39 is a tentative phase diagram for the system
La,_,Sr,FeOs. Like the system La;_,A,MnOj3, the t? configuration at every Fe
atom remains localized with spin S = 3/2 and the e electrons undergo a
transition from localized behavior in LaFeO; to itinerant in SrFeQs.

Dann et al. [240] have provided structural data showing the system is
O-orthorhombic (Pbnm) in the range 0 < x < 0.2, R-rhombohedral (R3c)
in the range 0.4 <x <0.7, and cubic (Pm3m) in the range 0.8 < x < 1.0.
Although the volume per formula unit decreases linearly with x, the lattice
parameters and individual Fe—O bond lengths change significantly on passing
from the O to the R phase; it is the A—O bonds that change on passing from
the R to the cubic phase. Their Mdssbauer data showed a clear difference
between the iron-atom valences below the antiferromagnetic Néel temperature
in the R and cubic phases.

The high-spin Fe(IV)/Fe(III) couple forms an antibonding ¢* band at the
top of the 0:2p° valence band that contains a large O-2p, component.
Consequently the holes that are initially introduced into it by Sr** substitution
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Fig. 39. Tentative phase diagram for the system La,_,Sr;FeO;
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for La’* prefer to occupy molecular orbitals (MOs) rather than a localized e
orbital; in fact, they tend to be trapped as pairs within an Fe(V)Os MO
complex, which corresponds to a disproportionation reaction 2Fe(IV) =
Fe(V) + Fe(Ill). Therefore, the orthorhombic phase is insulating and the
Mossbauer spectra reveal the presence of Fe(V) as well as Fe(III) ions, but not
Fe(IV). Trapping of the holes into Fe(V)Os complexes represents a clear phase
segregation of delocalized, empty MO states of e-orbital parentage within a
complex from the localized, high-spin Fe(IIl):t’e* configurations of the matrix;
trapping of two holes in MOs of an Fe(V)Os complex is strong enough to
overcome the coulomb repulsion between them.

Whereas LaFeO; contains localized Fe(IIl):t’e? configurations, SrFeO;
contains Fe(IV):t>c*! configurations with itinerant ¢* electrons of e-orbital
parentage. Consequently the initial electrons introduced into the ¢* band
of SrFeO; by La’* substitution for Sr** tend to be either itinerant or large
polarons that repel one another by coulomb forces.

Therefore, the cubic phase is metallic below as well as above Ty, and the
room-temperature Mdssbauer spectra can be treated as an averaged charge
state. At 4.2 K, in the AFM phase below Ty, Mossbauer parameters can
distinguish Fe(III) from Fe(IV) ions, but the isomer shifts at the Fe(III) remain
anomalously low [240]. The ferromagnetic-spiral spin configuration with q|
[111] found [48, 49] below Ty = 134 K in SrFeO; is probably retained
throughout the cubic phase.

Of particular interest is a unique composition LaSr,Fe;0y (x = 2/3) within
the R phase. Battle et al. [241] identified and Matsuno et al. [242] confirmed
that, below a first-order transition at 198 K, the Fe(IV)Ogs complexes order into
every third (111) plane to give rise to a CDW/SDW propagating along the [111]
direction with a qspw = 2qcpw in the formal-valence configuration - - -353353
-- - with spin ordering - - - T1T|]] - - -, Fig. 40. This situation is analogous to the
CDW/SDW found in LaNiOj; except that the ferromagnetic slabs contain three
(111) planes instead of two. The Fe(III)-O* -Fe(III) superexchange interaction
between slabs is antiferromagnetic as in LaFeOs; within a 353 slab the
interactions are ferromagnetic Fe(I11):e2-O-Fe(V):e° superexchange interac-

<111>,
F 4

Fe® (3.61 &)
Fet* (2.72 #tg)

Fig. 40. Schematic structure of the CDW/SDW in LaSr,Fe;0q
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tions. The Fe(Ill) ions transfer a majority-spin electron to a same-spin
e-orbital hole of the Fe(V)Os complex. The neutron-diffraction data of
Matsuno et al. [242] have identified a moment of 0.07 ug on the oxygen
atoms of a 353 slab and 0.00 up on the oxygen between the slabs. Optical
spectroscopy [243] has revealed the opening of an energy gap at Ty = T, that
increases with decreasing temperature to 2A = 0.13 eV. Park et al. [244] have
also shown that substitution of a smaller rare-earth in LnSr,Fe;0qy lowers T,
to 165 K for Ln = Nd and suppresses the first-order character of the magnetic
transition for Ln = Sm, lowering it to Ty = 87 K for Ln = Gd. The resistivity
p(T) exhibits a discontinuous change from a “bad metal” to a semiconductor
on cooling through T, for Ln = La, Pr, and Nd; the Ln = Sm and Gd samples
remain semiconductive above Ty, which shows once again how sensitive the
transport properties are to a decrease in the tolerance factor t near a transition
from localized to itinerant electronic behavior. It is also significant that the
first-order character of the transition at Ty is associated with a change from
polaronic to itinerant carriers at Ty, but not with a polaronic to polaronic
transition even though the optical gap 2A that opens up at Ty actually
increases with decreasing width of the ¢* band as the tolerance factor
decreases.

Mossbauer data reveal formation of Fe(V)Og¢ clusters below Ty throughout
the entire O and R phase fields [240]. We presume the spins of the Fe(V)Og¢
complexes align parallel, not antiparallel, to their nearest-neighbor Fe(III) ions
within a Type-G antiferromagnetic matrix so long as coulomb repulsions can
keep the complexes isolated from one another, as could occur for x < 0.5.
Higher concentrations of Fe(V)O4s complexes can be expected to force the
creation of planar clusters and complex magnetic order, complete ordering of
the planar clusters into a CDW/SDW occurring at the x = 2/3 composition.

Sathe et al. [244a] have reported Type-G antiferromagnetic order at 10 K
in a rhombohedral La,;Sry;FeO; sample that was single-phase to neutron
diffraction, which places the O-R transition in the range 0.2 < x < 0.3. Their
values of the mean iron moment are consistent with ferromagnetic coupling of
the Fe(V)Og complexes to their six nearest neighbors. The Ty of La;_,Sr,FeO;
varies continuously with x in the range 0.2 < x < 0.4, which suggests the
strength of the superexchange interaction does not change significantly across
the O-R transition.

Chern et al. [245] have measured the complex dielectric constant for
rhombohedral ceramic samples in the range 0.2 < x < 0.8. Above Ty, the
activation energy of the mobility of the charge carriers decreases smoothly to
zero with increasing x as x approaches 2/3. At lower values of x, a strong
dipolar contribution to &, at low frequencies can be interpreted by a Debye
thermally activated process with an activation energy E, ~ 260 meV similar to
that of the charge-carrier mobility. As x increases, this dipolar contribution,
which may be associated with Fe(V)Os complexes trapped at Sr** ions,
becomes progressively replaced by another process characteristic of more
loosely bound charge carriers within clusters, and the high-frequency
conductivity within these clusters approaches that of the itinerant-electron
conduction above Ty. Grenier et al. [246] have shown that Ty drops linearly
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with increasing x throughout the O phase from above 700 K at x = 0 to about
500 K at x = 0.20, continuing to drop linearly through the O + R two-phase
region.

2.6
The Cobaltates

Preparation of oxygen-stoichiometric, R-rhombohedral (R3c) La;_,Sr,CoOs
without high oxygen pressure is restricted to the compositional range
0 < x < 0.5. The phase diagram of Fig. 41, which is adapted from [247], is
complicated by changes with temperature of the spin states at the Co(III) ions.
The antibonding ¢* band of low-spin LaCoO; lies ca. 1 eV above the top of the
0:2p° valence band and contains a large O-2p, component. However, only ca.
0.03 eV is required to excite a t electron of the low-spin (LS), diamagnetic
Co(111):t°¢*° configuration to a localized e orbital stabilized by a local J-T
deformation of the octahedral site; the resulting intermediate-spin (IS) state
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Fig. 41. Phase diagram of La;_,Sr,CoO; (0 = x = 0.50); adapted from [247]. Co(III) = low-
spin; Co(iii) = intermediate-spin; Co>* = high-spin
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t’¢! has a spin S = 1. The IS state was first distinguished from the anticipated
high-spin state t'e® (S = 2) below 300 K in LaCoO; by NMR and Raman
studies [56, 57, 248]. Louca et al. [249] have studied samples in the range
0 < x < 0.5 with pair-density-function analysis of neutron-diffraction data;
they observed that the IS cobalt population of LaCoO; increased from zero to
40% on raising the temperature to 100 K. However, local J-T deformations
were increasingly suppressed in the range 100 < T < 200 K, which we
interpret to signal fast spin-configuration exchange associated with a further
t-electron excitation that suppresses short-range order of LS, IS, and HS
configurations; the excitations give a large thermal expansion of the lattice
[62]. At higher temperatures, localized HS configurations appear to be
stabilized by LS near-neighbor short-range fluctuations, and as the temper-
ature is raised further, the HS ions transfer an e electron and t hole to
neighboring LS sites to create itinerant ¢* electrons in a uniform intermediate-
spin configuration t°c*' above 600 K.

Substitution of Sr** for La’* introduces LS Co(IV) with empty MOs of
e-orbital parentage at a Co(IV)Os complex. The strong Co(IV)-O covalent
bonding of the complex stabilizes IS Co(III) at the nearest-neighbor cobalt,
and ferromagnetic electron transfer from IS Co(III) to LS Co(IV) gives rise to
superparamagnetic clusters below a magnetic-ordering temperature T of the
cluster. Yamaguchi et al. [250] have estimated a cluster size of 5-8 Co atoms.
For small x, these clusters are trapped at the Sr** ions that introduced the
Co(IV) ions. The spin states of the Co(III) matrix change with temperature as
in LaCoOs: thermal excitation of IS states on alternate Co atoms below 100 K
with a transition of the IS states to HS states in the range 100 < T < 300 K, e-
electron and t-hole transfer leading to a global intermediate-spin, metallic
t’0*! paramagnetic state at high temperatures. The higher-spin states
thermally excited in the Co(III) matrix are stabilized at higher temperatures
by the spin entropy; the higher-spin states of a superparamagnetic cluster are
stabilized by the strong covalent bonding in a Co(IV)O¢ LS complex.

In the range 0.05 < x < 0.15, the superparamagnetic clusters interact
through the Co(IlI) matrix to form a spin glass below Tg. For x > 0.20, the
ferromagnetic clusters percolate through the matrix to give long-range
ferromagnetic order below T¢, but metallic behavior at all temperatures is
only established for x > 0.3. In the interval 0.2 < x < 0.30, the paramagnetic
phase is polaronic in the temperature range Tc < T < T, it becomes metallic
below T where the Weiss molecular field stabilizes the conductive phase,
increasing its volume fraction until it percolates through the Co(III) matrix.
Below 100 K, stabilization of LS Co(III) in the matrix perturbs the periodic
potential of the conductive phase to introduce variable-range hopping between
clusters and a reentrant insulator phase. Itoh and Natori [251] have used *’Co
and *’La NMR to confirm this evolution of properties with x; they place the
critical concentration for percolation below T¢ of the ferromagnetic phase at
X. ~ 0.18. Caciuffo et al. [252] found a phase with long-range ferromagnetic
order in their samples for x = 0.10. The value of x. appears to depend on
sample preparation. In the range 0.3 < x < 0.5, the volume fraction of the IS
conductive phase grows with x to give a ferromagnetic matrix with localized t°
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and itinerant ¢*7Y electrons coexisting on the same cobalt atoms [47].

However, the ferromagnetic matrix forms a “cluster glass”; within the
ferromagnetic matrix, a volume fraction of all Co(III) ions, though shrink-
ing as x increases, is still present at x = 0.5. Antiferromagnetic interactions
through the Co(III) phase give rise to a cluster glass persisting to x = 0.5
[253-255].

Direct evidence of two electronic phases in what appears to X-ray
diffraction to be a single crystallographic phase was also obtained with
neutron diffraction, high-resolution microscopy, and magnetic susceptibility
by Caciuffo et al. [252]. As in the manganese oxides, these authors showed that
the volume fraction of the hole-rich, more conductive clusters grows in
a magnetic field from below to beyond a percolation threshold to give rise to
the large, negative magnetoresistance observed [256-258] in the range
0.15 < x <0.25. At x = 0.30, conductive ferromagnetic clusters are at the
threshold for percolation above Tc, and on raising the temperature through
Tc, the conductive volume transforms smoothly from a percolating to a cluster
phase [259]. Ibarra et al. [260] have reported a huge anisotropic magneto-
striction for x = 0.3 and 0.5, but little magnetostriction for x = 0.08. For
x = 0.3 and 0.5, the magnetostriction is large and positive parallel to the
applied field and negative perpendicular to the applied field. Optical
microscopy [252] has shown that the two phases of different lattice parameter
order into alternating slabs, and the huge anisotropic magnetostriction
indicates that the slabs can orient themselves parallel to the direction of the
applied field. Moreover, transmission electron microscopy on thin films of
x = 0.5 deposited on a single-crystal LaAlO; substrate [261] as well as optical
microscopy [252] have indicated an enrichment of the conductive slabs with
Sr** and of the non-conductive slabs with La’". X-ray photoemission data
show a high density of states at the Fermi energy ¢r of the x = 0.5 sample
[262]. The density of states transferred to ¢ in the conductive, ferromagnetic
phase increases with x; the density of states of &r does not decrease on lowering
the temperature below T¢ [263, 264], indicating that no antiferromagnetic or
charge-ordered phase competes with the ferromagnetic phase.

2.7
La,_,Sr,Cu0,

The perovskite systems AMO; discussed in this paper all contain a first-row
transition-metal atom M; they exhibit unusual physical properties at a first-
order transition from localized to itinerant electronic behavior. A common
feature of this transition is a dynamic phase segregation at lower temperatures
into regions of itinerant electrons coexisting with regions of localized electrons
that is made possible by locally cooperative displacements of the oxygen
atoms. These displacements accommodate shorter equilibrium (M—O) bond
lengths in the itinerant-electron regions and longer equilibrium (M—O) bond
lengths in the localized-electron regions.

If the MO; array of the parent compound contains redox energies that are
split by a finite energy gap, substitution of Sr** for La** introduces holes into
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the lower redox band. Where there is a large O-2p component in the
antibonding redox band into which the holes are introduced, the holes may
occupy molecular orbitals or itinerant-electron states rather than localized 3d
states at the M atoms. Where the Sr*" concentration is small, the holes are
confined to molecular orbitals of a cluster. The volume of a hole-rich cluster
may be confined to a single MOg/, complex as in La,_,Sr,FeOs or include
several M atoms as in the superparamagnetic clusters of La;_,Sr,CoOs. The
itinerant-electron clusters are hole rich and therefore positively charged. As
the volume fraction of the hole-rich clusters increases, they may no longer
repel one another by coulomb forces; greater elastic and magnetic-exchange
energy may be gained than coulomb energy lost if the hole-rich and hole-poor
regions organize themselves into alternating slabs of positive and negative
charge. The most stable alternating-slab configuration would be periodic,
which would correspond to a CDW of a given wavelength that may be com-
mensurate or incommensurate with the crystal lattice. The commensurate
CDWs tend to be pinned whereas the incommensurate CDWs may be mobile
and therefore not readily detected by a diffraction experiment. Faster probes
such as X-ray absorption fine structure (XAFS) or pair-density-function
analysis of neutron data from a synchrotron source are needed to obtain the
structural information of a travelling CDW.

In this final section, we show that these same considerations apply to the
copper-oxide systems exhibiting high-temperature superconductivity. How-
ever, the copper-oxide superconductors all contain two-dimensional (2D)
CuO, sheets in which the e-orbital degeneracy has been removed. The change
from localized to itinerant electronic behavior occurs in atomically non-
degenerate x° — y* orbitals that o-bond to the bridging oxygen of the CuO,
sheets; these oxygen atoms make (180° — ¢) Cu—O—Cu bonds as in the (001)
planes of a perovskite. In 2D sheets, the CDWs take the form of 1D stripes
rather than 2D slabs. We restrict the discussion to the La,_,Sr,CuO, system
since it spans the entire range of superconductive compositions from
underdoped through optimally doped to overdoped. Moreover, the supercon-
ductive sheets of this system are in perovskite layers separated by rock-salt
layers, and the oxidation state of the layers is unambiguously known once the
chemical composition is determined.

The structure of the La, ,Sr,CuO, system is illustrated by the parent
compound La,CuO, = LaO e LaCuO; illustrated in Fig. 42; perovskite layers
alternate with rock-salt layers. The valence state of the copper is Cu(Il), a J-T
ion; the single hole in the d° configuration is ordered by the crystal symmetry
into the o-bonding x* — y” orbitals of the CuO, planes, which makes the apical
Cu—O bonds longer than the Cu—O bonds in the CuO, planes. Nevertheless,
the 2D tolerance factor remains t,, < 1; and on lowering the temperature, the
lattice adjusts to a t,p < 1 by a cooperative rotation of the CuOg octahedra
about a tetragonal [110] axis to give O-orthorhombic symmetry with
(180° — ¢p) Cu—0O—Cu bonds in the CuO, sheets. A t,p < 1 also means that
the Cu—O bonds in the CuO, sheets are under a compressive stress, and this
compressive stress may be relieved by oxidation of the CuO, sheets. If
prepared in air, La,CuO, tends to accept interstitial oxygen within the
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(b)

Fig. 42. The tetragonal intergrowth structure of high-temperature La,CuOg arrows show
cooperative rotations of CuOg octahedra in the orthorhombic phase (T < T,)

tetrahedral sites of the rock-salt layers [265] to give La,CuOg4,s. The transport
and magnetic properties of this system have been reported and interpreted
elsewhere [266]. We simply call attention here to the fact that the interstitial
oxygen remain mobile down to 200 K, which allows for phase segregation
between the parent compound (J ~ 0) on one side and a superconductive
composition with ¢ = 0.05 on the other. The phase segregation occurs below
300 K.

Figure 43 is a phase diagram for the system La,_,Sr,CuO,. Substitution of a
larger Sr** ion for La®* is an alternate way to oxidize the CuO, sheets, and the
larger size of the Sr** ion also increases t,p, to relieve the compressive stress on
the CuO, sheets. As a result, the transition from O-orthorhombic to the high-
temperature tetragonal (HTT) phase occurs at a temperature T, that decreases
sharply with increasing x, the tetragonal phase becoming stable to lowest
temperatures for x > 0.22.

The parent compound La,CuO, is an antiferromagnetic insulator with an
energy gap A ~ 2 eV between the empty x° — y* upper Hubbard band, which
corresponds to the Cu(II)/Cu(I) redox energy, and the filled S y2 band
corresponding to the Cu(III)/Cu(II) redox energy. The highest occupied redox
couple of the Cu(II) ion falls below the top of the O:2p” valence band in an
ionic model, so the antibonding band becomes pinned at the top of the
bonding valence band; it retains its x> — y* parentage, but with a strong 0-2p,,
component. The energy gap in the insulating parent compound is, in the
language of the Zaanen, Sawatzky, Allen scheme, a charge-transfer gap rather
than a Mott-Hubbard gap U, see Goodenough, this volume. The situation is
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Fig. 43. Tentative phase diagram for the system La, ,Sr,CuO,. scfs = strong-correlation
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analogous to the perovskites LaFeO; and LaCoO;. Consequently, the initial
holes introduced into the lower redox band by Sr** substitution occupy
delocalized molecular orbitals (MOs) of a cluster. However, the cluster is not
confined to a single copper atom, as proposed by Zhang and Rice [267], but
to a non-adiabatic polaron containing about 5-6 copper atoms [268]. These
multicenter polarons are analogous to the superparamagnetic clusters found in
the perovskite system La;_,Sr,CoOs; but in the absence of localized spins,
these conductive clusters are not superparamagnetic. We deduce the size of the
mobile clusters from measurements of the thermoelectric power o(T). In the
underdoped compositions 0 < x < 0.1, a(T) is temperature-independent and
large above a temperature Ty, Fig. 44 [269]. This behavior is typical of
polaronic conduction in which the statistical term, Eq. (11), dominates. In
this case, the spin-degeneracy factor in Eq. (11) is ff = 2. The temperature
independence above Tr means that all the holes are mobile for T > Tr and
contribute independently to o. Therefore, it is possible to determine the
fraction of available sites c that are occupied by charge carriers as was done to
identify the presence of two-manganese Zener polarons in the manganese-
oxide perovskites. The number of Cu centers in a polaron is given by N/N*,
where N is the number of Cu centers per unit volume and N* is obtained from
the measured ¢ = xN/N*. Figure 45 shows the measured (300 K); the dotted
line is a fit for N/N* = 5.3. Why the polarons do not collapse to a small-
polaron Zhang-Rice singlet is an open question. An LS Cu(III) may undergo a
pseudo J-T deformation from square-coplanar to rhomboidal Cu—O bonding.
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Fig. 44. Temperature dependence of resistance R(T) and the square of the thermoelectric
power [o(T)]? for several compositions x of La,_,Sr,CuO,; after [269]

Therefore, one possibility is a gain in elastic energy associated with
cooperative pseudo J-T distortions of several Cu centers from square to
rhomboidal Cu—O bonding within the polarons. A model calculation [270]
that included pseudo J-T deformations gave a stable polaron size of six to
seven copper centers and an amoeba-like motion of the polaron that reduced
the motional enthalpy AH,, to a small value. The calculation reproduced the
normal-state resistance R(T) of Fig. 44: the up-turn in R(T) with decreasing
temperature below T, is caused by the small motional enthalpy of the
multicenter polarons; a 61-T pulsed magnetic field suppressed superconduc-
tivity in an x = 0.16 sample to reveal an R(T) like that for x = 0.035 in Fig. 44
[271]. At higher temperatures, a kT > AH,, makes the polaron mobility
approach a limit p, = eDy/kT, so the resistance has a linear temperature
dependence that extends to high temperatures.

Within a cluster, a (Cu—O0);;, bond length is smaller than the (Cu—0);,.
bond length of the matrix within which it moves. Therefore, we refer to the



Transport Properties 97

300 . \E LN L B e I L L o
L4 300+ ]
DL Qo0 T ]
2500 6> | f ]
LY 2100 S ]
= : J
e @ _
L@ 0 100 200 300 )
= 200 % TK) 1
g L 4
%L ]
S 1500 .
% i 40 i
R - 230 T |
~ r A =~ A b
3 100~ L3207, -
I B 10 ]
L 0_1 R e (bl) ]
s0L 0 0 100 200 300 _
I e T(K) -
i Yoo ]
I e} 4
= T A © 0000
Bl v vty v b vt v by gy
0.0 0.1 0.2 0.3

X

Fig. 45. Room-temperature thermoelectric power «(300 K) for La, ,Sr,CuO,. Dashed line =
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mobile clusters as “correlation bags” within which single or multiple holes are
trapped in order to distinguish them from conventional dielectric small
polarons or bipolarons. At small Sr** concentrations (x < 0.10) and temper-
atures T > Ty, the bags contain a single hole; but at larger values of x, the
bags interact to form, below room temperature, two-hole bags or multihole
itinerant-electron stripes along Cu—O—Cu rows. At values of x > 0.25, the
inverse situation is found; holes are excluded from strong-correlation
fluctuations of larger (Cu—0);,. bond length in a Fermi-liquid matrix with a
(Cu—O);sin bond length. The high-temperature superconductive phase con-
denses with decreasing temperature from a polaron-liquid (vibronic) state in
which, with increasing x, there is a transition from fluctuating two-hole bags in
a localized-electron matrix to strong-correlation fluctuations in a Fermi-liquid
matrix. Moreover, below T in the range 0 < x < 0.1, there is a spinodal phase
segregation into the parent antiferromagnetic phase and the superconductive
phase; the superconductive phase percolates for x > 0.05.

In the polaron-liquid state, there is a transition with increasing x from
fluctuating two-hole bags in a localized-electron matrix to strong-correlation
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fluctuations in a Fermi-liquid matrix. In the region of x = 1/8, ordering of the
holes into itinerant-electron stripes in every fourth Cu—O—Cu row competes
with the superconductive phase, which we would argue occurs at an x ~ 1/6
with holes ordered into alternate Cu—O—Cu rows.

Bozin et al. [271a] have used pair-distribution function analysis of pulsed
neutron data to demonstrate the coexistence of two different equilibrium
(Cu—O0) bond lengths in the superconductive compositions, one correspon-
ding to that of the parent antiferromagnetic phase with (Cu—O0),. and the
other to that of the overdoped phase with (Cu—O);;,. Hunt et al. [272] have
demonstrated the presence of a phase consisting of alternating hole-rich and
hole-poor stripes in the entire underdoped compositional range 1/16 < x < 1/8
where superconductivity is observed. Formation of alternating stripes gains
coulomb and magnetic-exchange energy without undue sacrifice of elastic
energy, and superconductivity occurs in a thermodynamically distinguishable
phase where the stripes order into a travelling charge-density wave (CDW)
[269]. A low-temperature segregation in the oxidized samples La,CuQ,4,s into
an antiferromagnetic parent (6 ~ 0) and a superconductive phase (¢ ~ 0.05)
mirrors the underdoped samples 0 < x £ 0.1 of La, ,Sr,CuO, since each
interstitial oxygen introduces two holes into the CuO, sheets.

The long-range antiferromagnetic ordering temperature Ty drops preci-
pitously from near room temperature at x = 0 to zero at x = 0.02 [273].
This rapid drop reflects a dilution of the parent phase by the introduction of
a second phase of relatively large volume fraction. The volume of the
antiferromagnetic phase is decreased at lower temperatures T < Tr by a
spinodal phase segregation into the parent and superconductive phases.
Formation of the superconductive phase breaks the parent phase into isolated
spin clusters [274]. Cho et al. [275] have argued convincingly for the existence
of quasistatic fluctuations of mesoscopic antiferromagnetic domains in the
range 0.02 < x < 0.08. Julien et al. [276] have studied an x = 0.06 sample
with ®*Cu and '**La NMR/NQR to show that, on cooling, the CuO, sheets
progressively separate into two phases, one of them having enhanced
antiferromagnetic correlations in clusters and the other giving rise to
superconductivity below T. = 8 K. Similar measurements in the lightly doped
region 0 < x < 0.02 have suggested the polarons form 1D stripes at quite low
values of x; these hole-rich stripes separate and uncouple undoped antifer-
romagnetic domains of the parent phase [277]. For x = 0.02, these 1D stripes
become progressively trapped below ca. 30 K. Kochelaev et al. [278] have
identified with electron paramagnetic resonance (EPR) another type of
polaron in La,_,Sr,CuO,4 with 0 < x < 0.02; it consists of an O-2p, hole in
a three-copper polaron that couples ferromagnetically the spins S = 1/2 at
the three copper atoms to give a superparamagnetic S = 3/2 cluster. This
observation highlights the strong O-2p, hybridization in the (x*~y?) ¢* band.

The paramagnetic susceptibility has its maximum value at a Tp,.x > Tx,
typical of a 2D antiferromagnet with short-range antiferromagnetic fluctua-
tions. Torrance et al. [279] have reported the variation of T, with x that
is shown in Fig. 43. The localized spins within the normal state of the
superconductive phase must contribute to T,.x since compositions 0.14 <
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X < 0.22 are bulk superconductors. As the width of the non-conductive stripes
decreases with increasing x, T, decreases.

Interpretation of Ty and T, of Figs. 43 and 44 and the temperature T* below
which a pseudogap appears in the spectral weight at e is more tentative.
Loeser et al. [280] have shown with angle-resolved photoemission spectros-
copy (ARPES) that the pseudogap below T* is anisotropic with the same size
and symmetry as the superconductive gap, which has led to speculation that
it represents superconductive fluctuations. However, the decrease in T* with
increasing x and its suppression in a magnetic field [281] indicate that the
pseudogap is related to a splitting of bonding and antibonding states in
bipolarons that open up regions of the Fermi surface at (£7, 0) and (0, 7). As
x increases, stabilization of bipolarons becomes weaker and T* decreases.
Onufrieva and Pfenty [282] have argued that the pseudogap opens up at a 2D
quasiparticle topological transition having an electron-hole asymmetry with
respect to the composition of the superconductive phase; they assumed the
existence of a quantum critical point at this composition. On the underdoped
side, we suggest the pseudogap is associated with two-hole bags of four copper
centers having a gap between occupied bonding and empty antibonding states.
On the overdoped side, where bipolarons cannot form, the pseudogap may
reflect superconductive fluctuations. We believe that T* ~ T, represent the
same phenomenon on the underdoped side; T* remains close to T, on the
overdoped side. Figure 44 shows that there is no anomaly in R(T) at T for our
ceramic specimens whereas single-crystal studies have shown a decrease in the
small c-axis conduction on cooling through T* ~ T, where p(T) departs from
a linear relationship. Based on transport data for single-crystal YBa,Cu,Og and
YBa,Cu;30,_s [283], we propose that the 2D phase segregation below Tg occurs
independently in different CuO, sheets.

Figure 44 reveals an additional small anomaly; it can be seen in the R(T)
curves at a temperature T, that is independent of x and corresponds to the
maximum T, in the optimally doped samples. The fact that it is independent of
x indicates that any changes at this temperature are driven by elastic rather
than electronic energies. Nevertheless, T4 could represent a change in the
electron-lattice coupling needed to give coherence to the superconductive
pairs.

Figure 44 also shows that the character of the thermoelectric power «(T)
changes dramatically between the underdoped composition x = 0.10 and the
bulk superconductor x = 0.15. Figure 46 shows that o(T) for x = 0.15 is nearly
temperature-independent above a critical temperature T;. At low temperatures
it exhibits an unusual enhancement with a maximum value near 140 K; a
phonon-drag enhancement would have its maximum near 70 K. We have
shown that this unusual enhancement is a characteristic and unique feature of
all the superconductive copper oxides [284-286].

Since the superconductive phase contains itinerant charge carriers and a
well-defined Fermi surface, interpretation of the enhancement of «(T) must
begin with the general expression of Eq. (5). It follows from Eq. (5) that the
enhancement implies an increasing asymmetry of the electronic dispersion
curve on crossing ¢g and therefore an increased flattening of the dispersion
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Fig. 46. Temperature dependence of the thermoelectric power o(T) for La;gsSry;5CuO,
showing a transition at T; ~ 300 K; after [269]

curve just above &r as the temperature is decreased. Direct evidence that this
indeed is what is happening comes from angle-resolved photoemission
spectroscopy (ARPES) [287-292]. These experiments show a dramatic transfer
of spectral weight from the (7, n) to the (£n, 0) and (0, +n) directions in
reciprocal space, which correspond to the Cu—O—Cu bond directions in the
CuO, sheets.

In 1993, we pointed out that the superconductive phase is a distinguishable
thermodynamic state that condenses from a polaron gas above T, to a polaron
liquid below T, [269]. We did not specify at that time the nature of the polaron
liquid, but it now appears to be a dynamic fluctuation of two-hole or multihole
bags in the range 0.10 < x < 0.10 + Ax that progressively changes to purely
vibronic states as the stabilization of bags decreases with increasing x.
Although the spinodal phase segregation between the antiferromagnetic parent
phase and the polaron-liquid phase below Ty may be largely driven by
magnetic interactions, condensation of the polaron gas into a polaron liquid is
relatively independent of magnetic-exchange interactions. The holes of the
polaron-liquid phase progressively order with decreasing temperature into
alternating hole-rich and hole-poor Cu—O—Cu stripes. With a maximum of
one hole for every three Cu centers in the hole-rich stripes, the fully ordered
phase would correspond to an x. = 1/6 for the superconductive phase. As the
holes become more ordered, there appears to be a transition from localized to
itinerant vibronic states [293]. Vibronic states are hybridized electronic states
and vibrational modes of the same symmetry. Hybridization of itinerant
electronic states of wave vector k with an optical phonon of wave vector q
propagating along a Cu—O—Cu bond axis of the CuO, sheets would have a
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momentum vector k'~q(cos 0+isin ), where 0 is the angle between k and q.
The energies of these heavy electrons would be

Ep ~ k? ~ (cos® 0 — sin? 0) + isin 20 (13)

Formation of heavy-electron Cooper pairs would give a superconductive gap
symmetry do_y» + idyy, a symmetry deduced by Deutscher et al. [293a] from
tunneling experiments. Shen et al. [289] have pointed out that their ARPES
data indicate a transfer of spectral weight by a momentum vector |Q| ~ 0.457
directed along (7, 0). Evidence for vibronic states is manifest in thermal-
conductivity anomalies [294] and a dependence of T, on the Cu—O—Cu bond
angle, which we have seen influences the period wg' of locally cooperative
oxygen vibrations in the perovskites. Figure 47 shows that T. increases as
pressure straightens the Cu—O—Cu bond angle of orthorhombic La,_,Sr,CuO,
samples, but dT./dP = 0 in the tetragonal phase with 180° Cu—O—Cu bond
angles [295].

Figure 43 shows a weak suppression of T. near x = 1/8. Complete
suppression of superconductivity at x = 1/8 in La, ,Ba,CuO, was first
reported by Moodenbaugh et al. [296], and a similar suppression was found
in the Nd-doped composition La, 4sNdg 4Sr(.;,Cu0, [297]. These compositions
undergo, on cooling, a transition to a low-temperature tetragonal (LTT) phase
in which the CuQOg octahedra tilt around [100] and [010] axes in alternate (001)
CuO, sheets [298, 299]. This change of tilt direction pins bag stripes into a
static, commensurate CDW, which has allowed the stripes to be studied by
neutron diffraction [300, 301]. The structure may pass through an interme-
diate phase [299] and also a temperature range where the O and LTT phases
coexist. Incommensurate, mobile stripes have been found in superconductive
samples [302-304]. We have used pressure to induce superconductivity in
La,_,Ba,CuO, samples by depinning a static CDW [305]. Based on XAFS
data, Bianconi et al. [306, 307] pioneered the idea of mobile stripes in the
superconductive cuprates. Returning to the La,_,Sr,CuO, system, Suzuki et al.

{ ; P > 10 kbar
g 008} i
S |
& 0.04} Ortho +{ Tetra ]
3 |
0.00} RIEIE SRS
: 1 N
0.16 0.20 0.24

Fig. 47. Variation with x of the pressure dependence of T. for P > 10 kbar in the system
La,_,Sr,CuQ,; after [314]
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[308, 309] have presented evidence for a lattice instability toward the LTT
structure at x = 0.12; this instability pins partially an incommensurate CDW,
thereby lowering T, without suppressing it completely. Thus there is mounting
evidence that the high-temperature superconductivity of the copper oxides is a
mobile-stripe phase containing itinerant vibrons that is condensed from a
vibronic state and that pinning of the stripes suppresses superconductivity.
However, the metallic-stripe bags found for x = 1/8 every fourth Cu—O—Cu
row may represent an order that is competitive with the superconductive
phase which appears to occur at an x ~ 1/6.

Further support for mobile stripes comes from the system La;¢ xNdg4
Sr,CuO,, which is superconductive over the entire compositional range
0.07 < x < 0.25. However, unlike La,_,Sr,CuQ,, the Nd-doped system under-
goes a transition to the LTT phase below about 60 K over the entire solid-
solution range. Singer et al. [310] have shown that %Cu NQR data can provide
an order parameter for the formation of mobile stripes. Their systematic “>Cu
NQR study of the La; ¢_4Nd, 4Sr,CuO, system shows that mobile stripes exist
in the normal state throughout the entire superconductive compositional
range; the striped phase segregated at x ~ 1/8 is the most sharply defined.
These authors also point out that the charge ordering precedes spin ordering
in the stripes and that despite evidence [311] for local LTT tilts in
La, ,Sr,CuOy, the LTT distortion tends to pin the stripes, but does not cause
their formation. Substitution of additional Nd pins the stripes. Noda et al.
[312] have used resistivity and Hall-effect data as a function of x on
La; 4 xNdgSry,CuO, single crystals containing static stripes every fourth
Cu—O—Cu row to deduce a change from 1D charge transport for x < 1/8 to 2D
transport for x > 1/8.

Inelastic neutron-scattering measurements [313] of the bulk superconduc-
tor La, g5Sry15CuO, have shown the development at low temperatures, but
above the superconductive critical temperature T, of a discontinuity in the
dispersion of the highest longitudinal optical-phonon branch that is indicative
of dynamic, short-range cell doubling parallel to the Cu—O—Cu bond axes. A
doubling of the periodicity along a Cu—O—Cu bond direction distinguishes
this phenomenon from the stripe charge ordering at x = 1/8, which quadru-
ples the periodicity. An unusual flatness of the phonon dispersion from
(0.25, 0, 0) to (0.50, 0, 0) was also noted. The best fit to the data corresponded
to a charge modulation of period 2a (a is the tetragonal lattice parameter) on
the oxygen atoms, which would correspond to condensation of holes into
alternate Cu—O—Cu rows as envisaged for a superconductive x ~ 1/6 phase.
Moreover, Egami et al. [313a] have identified the presence of 5 Cu-center
clusters, which may also be 4 Cu-center clusters and 5 oxygen atoms, in the
hole-rich Cu—0O—Cu rows. These clusters appear to be the anticipated two-
hole bags, so the experimental picture favors a superconductive phase at
x ~ 1/6 with one hole per three copper in alternate Cu—O—Cu rows. These
mobile stripes are to be distinguished from the metallic stripes appearing
every fourth row in the x = 1/8 compositions. The metallic stripes are stripe
bags with one hole per two copper atoms, which corresponds to filled bonding
and empty antibonding states in the stripes.
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Thus far we have considered charge transport only in the a-b planes; that
along the c-axis is also instructive. Figure 48 shows p(T) data of Ito et al. [314]
on single crystals of La, ,Sr,CuO, taken for x = 0.08, 0.20, and 0.34. In the
underdoped x = 0.08 sample, the c-axis resistivity is incoherent (activated) for
all temperatures T > T.. A transition from a metallic to a semiconductive
temperature dependence of p.(T) occurs near 150 K on cooling the bulk
superconductor x = 0.20, and p(T) has a metallic temperature dependence to
lowest temperatures in the overdoped, non-superconductive sample x = 0.34.
These and similar measurements on other copper-oxide superconductors have
shown that the c-axis electrical transport between CuO, planes is not described
by conventional band theory. A subsequent, more systematic study of the
c-axis optical spectra and charge dynamics of the La, ,Sr,CuO, system by
Uchida et al. [315] has led to the conclusion that the superconductive
compositions are found at a cross-over from the underdoped regime in which
the c-axis transport is incoherent to the overdoped regime in which there is
three-dimensional itinerant-electron (coherent) behavior. Charge transport
in the bulk superconductors is not strictly three-dimensional above T two-
dimensional conductivity persists. Hussey et al. [316] have measured the
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out-of-plane magnetoresistance of single-crystal La,_,Sr,CuO,4 (x = 0.09, 0.14,
0.15, 0.25) with the field applied parallel and perpendicular to the CuO, planes.
They confirm that the c-axis transport above T. in the superconductive
samples is an incoherent process involving multiple scattering events within
an a-b plane before a hole hops to an adjacent layer.

What appear to be the common features of the optical spectra in all the
copper-oxide superconductors are the following. Upon doping holes into the
CuO, sheets of the parent compound, a transfer of spectral weight takes place
in the out-of-plane spectrum from a 5-6-eV region to a region near 2 eV while
the in-plane transferred spectral weight forms a Drude peak at @ = 0 and a
mid-infrared peak near 0.5 eV that softens on passing from the underdoped
regime to the bulk superconductors. The c-axis peak near 2 eV does not soften
with increasing x, so the low-energy c-axis spectral weight remains smaller
than expected from band calculations and, into the superconductive region, is
spread over a wide energy range rather than forming a Drude peak at w = 0;
the c-axis conductivity forms a Drude peak at @ = 0 only in the overdoped
samples. However, a sharp Josephson c-axis tunneling appears below T in the
low-frequency region. The c-axis spectrum of La, ,Sr,CuO, is only weakly
gapless for x = 0.16; it becomes strongly gapless for larger x with a Drude-like
peak at w = 0 even at T < T, which indicates the appearance at higher x of a
non-superconductive overdoped phase coexisting with the superconductive
phase. We [295] have shown that the transition to the overdoped phase does
not give a smooth decrease with x in T; it occurs in steps characteristic of a
two-phase segregation, see Fig. 43.

Holes in the O:2p bands would transfer along the c-axis. Therefore, the
c-axis charge transfer would involve excitation of holes to the O:2p bands,
which would require less energy as x increases. Moreover, strong electron-
lattice coupling would introduce elastic excitations, and the data of McQueeny
et al. [313] indicate the presence of vibrational modes with holes located on
the oxygen atoms in a superconductor. We [268] have noted that, for a given
value of x, the low-temperature enhancement of the thermoelectric power,
which appears to be a measure of the transfer of spectral weight from (n, n)
and (7, 0) reciprocal axes, is larger where the c-axis conductivity is greater. If
the transfer of spectral weight is due to the formation of itinerant vibronic
states, as we have proposed [293], this observation would indicate that the c-
axis conductivity is enhanced by the formation of vibronic states in the a-b
planes; the formation of vibronic sates would promote elastic excitation of the
holes to the O:2p bands.

The mechanism responsible for the formation of Cooper pairs in the
superconductive state remains unsolved. Extensive spin-polarized inelastic
neutron-scattering experiments have revealed a 41 meV resonance in the spin-
excitation spectrum of the superconductive copper oxides that has caught
theoretical attention [317]. Carbotte et al. [318] have noted that if these spin
excitations are strongly coupled to the charge carriers, they should also be seen
as a peak in the optical conductivity. They therefore calculated a(w) for a
d-wave superconductor with inelastic scattering from the neutron data.
Comparison with g-axis optical-conductivity data [319] showed that the
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41 meV peak in the spin-excitation spectrum corresponds to a clearly resolved
peak at about 69 meV in the o,(w) data. They concluded that the coupling is
strong enough to account for the high-T. superconductivity. But what is not
established is whether the coupling of the charge carriers to the spins is a
result of strong coupling of the charge and spin to the lattice with the spin
excitations going along for the ride rather than driving the formation of the
superconductive pairs.

An alternative view is to consider pairing of itinerant vibronic states. The
periodicity of the travelling CDW to which the electrons are coupled would
introduce a pairing of electrons of momentum k + q and —(k + q) to open a
gap at the Fermi surface that has d-wave symmetry with a maximum in the
(£m, 0) and (0, £n) directions. This approach, which has been considered
by Seibold and Varlamov [320] is more consistent with the massive evidence
now available for strong electron-lattice interactions in the copper oxides, as
in the perovskites, at the cross-over from localized to itinerant electronic
behavior.
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The crystal structure determined by diffraction analysis is usually used as a basis for
explaining the properties of a solid in terms of the nature of the atomic bonding. However,
in many transition-metal oxides the actual atomic structure can be slightly different from
the crystal structure due to substitutional disorder or strong electron-lattice coupling. In
order to understand the properties of such a system, it is more important to determine the
local atomic structure than the average crystal structure since the properties tend to reflect
more strongly the local structure than the average structure. Recently local structural
determination became much easier and more accurate due to the advent of synchrotron-
based radiation sources. In this chapter we describe one of the methods of local structural
determination, the pulsed neutron atomic pair-density function (PDF) analysis, and
demonstrate how it helps us to understand the microscopic interactions in the colossal
magnetoresistive (CMR) manganites, ferroelectric oxides, and superconductive cuprates. In
particular, we show how the knowledge of the local structure leads to the concept of a critical
stability of lattice polarons that controls the CMR phenomenon and possibly the high-
temperature superconductivity.

Keywords: Local atomic bonding, PDF analysis, CMR manganites, Polarons, Ferroelectrics,
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1
Introduction

Determining the crystal structure is usually one of the first steps when one
attempts to explain the properties of a crystalline solid in terms of the atomic
bonding in the solid. The crystallographic analysis that is used in determining
the crystal structure, however, assumes periodicity of the structure while the
structure of many technologically useful solids is not perfectly periodic. For
instance, the local atomic structure of mixed-ion oxides, in which the same
crystal site is occupied by a mixture of two or more elements, depends upon
which element is occupying the site; consequently the actual interatomic
distances and atomic displacements vary from site to site. In such a case,
estimating the bond length from the crystallographic structure can lead to
erroneous results. For instance, if two isostructural oxides AO, and BO, are
mixed into a pseudo-binary solid solution A;_,B,0,, the lattice constant of the
solid would change nearly linearly with x, following Vegard’s law. However,
the local bond lengths A—O and B—O usually remain largely unchanged from
those in the unmixed state, and the lattice constant merely represents the
weighted average of the two. The crystal structure, on the other hand, gives
only the average (A, B)—O distance, which is equal to neither A—O nor B—O
distances. Usually chemical intuition is used in such a case to conjecture the
magnitude of local displacements and hence the real bond lengths inferred
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from crystallographic data. But instead of guessing the bond lengths, it is
possible, and better, to determine the actual local structure of the solids
directly by local structural probes.

At present the most commonly used local probe is X-ray absorption fine
structure (XAFS) analysis [1]. The X-ray absorption coefficient of a solid
shows small oscillations as a function of the energy of the X-ray. This effect
occurs because a virtual photoelectron emitted at the absorption of a photon
is reflected by neighboring atoms and interferes with the absorption process.
By analyzing these oscillations, the distances to the neighboring atoms can be
determined. The greatest merit of this technique is that local atomic distances
from a specific element can be determined. This is an important advantage in
studying complex materials. However, since the basis of the XAFS is the
scattering of local photoelectrons, the data analysis is complex, involving
many parameters, and the procedure of analysis is not completely estab-
lished. In particular where the structure is disordered, the XAFS signal
becomes strongly damped, resulting in unrealistically small coordination
numbers. In general the effect of disorder is exaggerated by the XAFS
method. An attractive alternative to the XAFS method is the atomic pair-
density function (PDF) analysis of diffraction data using neutrons, X-rays, or
electrons as a probe [2, 3]. In particular, since the physics of neutron and
X-ray scattering is very well understood, the PDF analysis using neutrons or
X-rays has many advantages over the XAFS method. In this chapter we
introduce this method and show how this method helped us to understand
the atomic bonding and interactions in some transition metal oxides
including the colossal magnetoresistive (CMR) manganites, ferroelectrics,
and superconductive cuprates.

2
Analysis of Local Atomic Structure
by the Pulsed Neutron Atomic Pair-Density Function (PDF) Method

2.1
Limitation of Crystallographic Methods

When the need to determine the atomic structure of a solid arises, most
researchers rely upon crystallographic analysis using diffraction of X-rays or
neutrons, even when it is suspected that the solid has some internal disorder
due to defects or alloying. However, the limitation of such analysis is not well-
recognized, often resulting in misleading or even erroneous interpretation. In
this section we examine the limitation of the crystallographic methods in
examining crystalline solids with extensive disorder.

Usually structural disorder is described by crystallographic methods of
structural analysis through two parameters [2, 3]:

1. Large Debye-Waller (DW) factor
2. Partial occupation of lattice sites
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In some limited cases these two can correctly characterize the extent of
local disorder in a crystalline solid, but in many cases they provide false
information on the nature of local disorder.

2.1.1
Large Debye—Waller (DW) Factor

Local atomlc dlsplacements due to phonons are well-described by the DW
factor, e~ ()9, where u is the local atomic displacement from the average
atomic pos1t1on and Q 1is the diffraction vector, 4msin 0/4 (0 is the
diffraction angle and /4 is the wavelength of the probe). This method is
usually extended to describe other kinds of local disorder than lattice
vibration. However, this extension has serious limitations that are too often
insufficiently recognized. The DW approximation is inaccurate at least in
the following cases:

1. Strong anharmonicity: if the local potential for an atom is a double-
well, the atomic distribution will be bimodal. However, in the DW
approximation this appears simply as a widely distributed atom density
in a soft potential.

2. Uneven distribution of the magnitudes of displacements: if a relatively
small number of atoms have larger amplitudes of displacement while others
remain normal, fitting one DW factor results in a significant underestimate
of the displacements. Atoms with very large displacements are practically
ignored.

3. Correlated atomic displacements: if two atoms move in the same direction,
the change in the interatomic distance is smaller than the displacements of
each, and the DW factor overestimates the relative displacements of the
atoms. On the other hand, if the motions are anti-correlated, the DW factor
underestimates the relative displacements.

Point 2 can be illustrated by the following example Let us assume that
the vibrational amplitude of 60% of the atoms is 0.05 A while the rest of
the atoms have a larger amplitude of 0.2 A. The r.m.s. value of the
vibrational amplitude, <u2>1/ % is equal to 0.132 A. If we fit a single DW
factor for this case, the estimated amplitude of 0.062 A is barely 1/2 of the
correct value, as is shown in Fig. 1. This serious underestimate occurred
because large atomic displacements result in a Debye-Waller factor that
decreases sharply with Q and contributes relatively little to the overall
fitting by a single DW factor. It is often believed that the DW factor
provides at least the correct r.m.s. value of displacements while it neglects
correlation among them. This example demonstrates that such a belief is
completely unfounded. The example above can, of course, be modeled by
assuming two kinds of lattice sites with different DW factors. However, it
takes an unusually keen insight to come up with such a model just by
looking at the diffraction data.
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Fig. 1. Debye-Waller envelope when 60% of the atoms have the vibrational amplitude of
0.05 A while others have a larger amplitude of 0.2 A (circles). The r.m.s. value of amplitudes
is then 0.132 AL A fit by a single Debye-Waller envelope (solid line) results in the r.m.s. value
of 0.062 A, an underestimate by more than 50%. This illustrates a danger of trusting the
Debye-Waller approximation in describing disorder

2.1.2
Partial Occupation of Lattice Sites

The density of lattice vacancies can be determined, usually accurately, by the
site occupation parameter. Thus if the local atomic potential is bifurcated and
atoms are locally displaced, it may appear that partial occupation of the
displaced site describes the system quite well. However, in such cases there is
usually strong coupling between the occupation parameter and the DW factor
during the process of refinement. Also, local displacement of an atom is
usually accompanied by a lattice relaxation around the displaced atom and a
much increased DW factor of the displaced site. Thus, in practice, it is very
difficult to describe anharmonic local displacements through partial occupa-
tion of two closely spaced sites.

The arguments above highlight severe compromises made in trying to
describe local disorder by simply extending the crystallographic methods. It
is much preferred to determine the local structure directly by local probes.
In the following we describe the method of pulsed neutron PDF analysis and
some of the results obtained by this method that help to understand the
properties of electronic ceramics.

2.2
Experimental Technique

In the crystallographic methods of structural study all the analyses culmina-
ting in the fitting of the data are done in reciprocal (Q) space. This practice is
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followed because the diffraction data are displayed in Q space and, owing to
Bragg’s law, the position and intensity of the Bragg peaks can be directly related
to the periodic structure. We, on the other hand, live in real space, and most of us
cannot operate effectively in reciprocal space except for well trained crystallo-
graphers. Furthermore, crystallographic intuition may not be useful in dealing
with disordered systems. Thus there is much to be gained by transposing the
data to real space before analysis. The idea of real-space analysis is to carry out
the data analysis completely in real space by Fourier-transforming the
diffraction data, including both the Bragg and diffuse scattering intensities,
into a PDF as described below and fitting it to the model in real space.

The pulsed neutron diffraction measurement is carried out with a powder
sample that is uniformly and isotropically packed in a container, usually made
of vanadium or aluminum. The data are collected in the time-of-flight (TOF)
method. The TOF gives the velocity of the neutron, and thus the value of Q for
elastic scattering. The first step of the analysis is to subtract the background
intensity from the measured intensity. This requires an accurate measurement
of the true background, as discussed below. Then corrections are made for
absorption, multiple scattering, spectrum of the incident beam, and inelastic
scattering (Plazcek correction [5]) to obtain the normalized structure function
S(Q) that approaches unity at the large-Q limit.

The PDF is obtained by the Fourier-transformation of S(Q) [2, 3]:

() = o+ 3 [ 18(Q) — 1sin(@rQ dQ W

2
2n°r Jo

where pg is the number density of the sample. The PDF, p,g(r), describes the
probability of finding a pair of atoms at a separation r. The integration limits
in Eq. (1) should theoretically be from 0 to co. However, because of the Debye-
Waller factor S(Q) approaches unity at large Q. Thus S(Q)—1 becomes
sufficiently small at large enough values of Q, and the integration can be
terminated there. A premature termination results in spurious oscillations,
called the termination error. The error in S(Q), AS(Q), can be propagated to
the PDF by

1/2

Ag(r) Z[AS(QV) sin(Qyr)Qy dQV]Z (2)

- 2m2rp,

where v indexes the data points [4]. Note that the summation in Eq. (2) is
nearly independent of r, so that the error actually decreases as 1/r. Thus,
contrary to common belief, the PDF is more accurate at large distances.

The process of measurement for the PDF analysis is very similar to that for
the usual powder diffraction analysis. The main differences from the
conventional powder diffraction experiments in obtaining the data are the
following:

1. The diffraction data must be taken up to very high values of Q to minimize
the termination errors. The recommended cutoff value of Q is ~3/ <2u2)1/ 2,
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2. The definition of the background is different from that in the crystallo-
graphic analysis. In crystallographic analysis such as the Rietveld refine-
ment, diffuse scattering from the sample is a part of the background to be
removed by fitting; but in the PDF analysis it is an important, integral part
of the data. The background in the PDF analysis consists purely of the
unwanted scattering intensities external to the sample, such as those coming
from the sample container. Therefore the background has to be measured,
rather than fitted, in the process of data analysis.

In crystallographic analysis, the atomic structure of the sample is assumed to
be perfectly periodic and to be specified by a finite number of parameters.
Then, by measuring the position and the intensity of a sufficient number of
Bragg peaks, they can be completely determined. On the other hand, if the
structure is not periodic, the number of parameters required to specify the
structure is 3N, where N is the number of atoms in the system, which is
practically infinite. Therefore it becomes necessary to obtain as much
information as reasonably attainable, by collecting the data over the entire Q
space where data exist. Fortunately or unfortunately, because of the Debye-
Waller factor, the data in reciprocal space attenuates with Q, so that beyond
a certain limit the Q-space does not contain any meaningful data and the
measurement can be terminated there. Conversely, the measurement has to
be made up to a Q value high enough to make the Debye-Waller factor
negligibly small. The limit of 3/(2u? )1/ * was derived from this consideration
[4]. The maximum attainable Q value is determined by the wavelength of
the scattering probe since Q < 4n/4. Normally, a Q space up to 30-40 A

is required for successful PDF analysis. This translates to 2 = 0.3-0.4 A, or
500-900 meV for neutrons and 30-40 keV for X-rays. Such high-energy
neutrons are best obtained from pulsed spallation neutron sources that
provide strong epithermal neutrons, such as the Intense Pulsed Neutron
Source (IPNS) of the Argonne National Laboratory or the Lujan Center, Los
Alamos Neutron Science Center (LANSCE), of the Los Alamos National
Laboratory.

The second point above marks the most important difference between the
PDF method and crystallographic analysis. In the crystallographic analysis,
diffuse scattering intensities are discarded as background while they are
fully retained in the PDF analysis. The trouble is that measuring the real
background is difficult. In fact, measuring the background introduces further
noise, so that superficially the PDF method suffers from more noise than the
crystallographic methods. However, suffering from noise by retaining impor-
tant information is obviously superior to having less noise by ignoring them.
In many cases one has to worry about the sample-dependent background
produced by double scattering from the sample and the environment. This
background can be determined by measuring two standard samples with large
and small scattering cross sections.

The coordination number, N¢, can be obtained by integrating the radial
distribution function, por’g(r) over the range from r; to r, that defines the
nearest-neighbor peak [6]:
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For a multi-element system, the total PDF is made of compositionally resolved
partial PDFs:

8(r) = D cacpgap(r) (4)
xp

where o« and f denote elements that can be determined either by isotopic
substitution for neutrons or anomalous scattering for X-rays [7].

Since the PDF is obtained from powder diffraction data, it is a one-
dimensional quantity averaged over all orientations of a crystal, and the
orientational information is lost. It is often suggested that, in order to recover
the orientational information, the PDF analysis should be extended to single-
crystal diffraction. While this is true, it is extremely difficult to carry out such a
measurement since S(Q) has to be determined over the three-dimensional Q
space up to large values of Q. This determination would necessitate collecting
and storing a huge amount of data, easily tens or hundreds of Gbyte. However,
by using an area detector, such a measurement is not out of reach and will be
attempted in the near future.

23
Standard Samples

As an example, the S(Q) of f.c.c. Ni is shown in Fig. 2 and the PDFs of Ni and
SrTiO; are shown and compared to the calculated PDF in Figs 3 and 4 [8]. The
method to calculate the model PDF is explained in the next section. Ni
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Fig. 2. Structure function S(Q) of f.c.c. Ni powder obtained by pulsed neutron scattering
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Fig. 3. Pulsed neutron PDF of polycrystalline Ni compared to the PDF of a model
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Fig. 4. Pulsed neutron PDF of polycrystalline SrTiO; compared to the calculated PDF

represents the case of a large b (b = 1.03 X 107'% cm), while SrTiO; is a
case of a relatively small (b) because of the negative b value for Ti
((b) = 0.420 x 107! cm for SrTiO;). Oscillations of the PDF seen at small
values of r within the distance to the nearest neighbor are noise due to various
errors. When the integration in Eq. (1) is carried out up to 30 A™', termination
errors typically represent only 1/3 of the total noise. Most of the noise is white
noise in the integration in Eq. (1) and thus decreases as 1/r with increasing



124 T. Egami

distance as mentioned above. The peak position and coordination number
determined by the integration in Eq. (3) are listed in Table 1.

24
Real-Space Modeling

The PDF of a model structure is calculated first by counting the interatomic
distances in the model:

g(r):ﬁZé(r—!ri—qD (5)
ij

where r; and r; are the positions of the i-th and j-th atoms. This will be
convoluted by a Gaussian function to describe the atomic vibration,

exp(—(r — r’)z/Zij), where

o= (i —w)) = () + () — 2(uwy) ©)

and u; and uj are the vibrational amplitudes of the i-th and j-th atoms in the
direction parallel to the vector between them. This process is similar to using
the Debye-Waller approximation, but unlike the DW approximation it is
possible to include atomic correlations. Since close neighbor atoms tend to
vibrate in phase, usually for close neighbors (uju;) > 0 and consequently oj; is
small. It is actually possible to determine the phonon dispersion knowing the
value of (uju;) for various pairs [9]. In the modeling, different values of a;
should, in principle, be used for each pair, but in practice it is often sufficient
to use just a few values, for instance for the nearest neighbors and beyond.

The agreement between the model and experimental PDFs can be evaluated
by the agreement factor A defined by

s [ [Bew(r) — gmod(rﬂ2 dr
* _/rl P 7 dr (7)

I

Table 1. Atomic distance and number of neighbors in Ni and SrTiO; determined from the
PDF analysis compared to the expected values [8]

o

Compound  Coordination shell Peak position [A] Number of neighbors

Expected  Measured  Expected  Measured

Ni First 2.49 2.49 12 11.995
Second 3.53 3.53 6 6.022
Third 4,32 4.32 24 23.875
Fourth 4.98 498 12 11.974
Fifth 5.57 5.57 24 23.818

SrTiO; First (Ti—O0) 1.95 1.95 6 5.97

Second (0O—O, Sr—0) 2.77 2.77 36 36.87
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where r; and r, define the range over which the structural refinement is made.
This agreement factor is equivalent to the R factor in crystallographic analysis
[10]. The structural model can be improved by minimizing the A-factor,
usually by the steepest decent method or the Monte-Carlo simulated annealing
procedure. In the latter, a small random change in the structure is applied,
resulting in a change in the A factor of AA, and the change will be adopted with
the probability

1

f= eMA/KT

(8)
where T represents a fictitious temperature used in the modeling and controls
the rate of convergence.

For crystalline PbZrOs;, which has tetragonal (Imma) symmetry and 40
atoms per unit cell, the real-space refinement method resulted in a practically
identical structure as the Rietveld method did [11] (Fig. 5). The only difference
was that the thermal parameter of Pb refined by the PDF method was
appreciably smaller and more realistic than that by the Rietveld method. Thus
for a perfectly periodic system, the PDF method is at least equivalent to the
Rietveld method. While it is obviously more convenient to use the Rietveld
method for determining the lattice constants, the atomic position within the
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Fig. 5. The pulsed neutron PDF of PbZrO; compared to the model PDF refined by the real-
space method [11]. The lower inset shows the difference between the experimental and
model PDFs and the error (o) of the PDF due to statistical noise
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unit cell of a complex material may well be better determined by the PDF
method. If the system is disordered, only the PDF method can distinguish the
local structure from the average structure. Usually the PDF at large values of
r is well fitted with the average structure determined by the Rietveld method,
but deviations are seen at short distances. By carrying out the modeling of the
PDF for different ranges of distances, it is possible to determine the short-,
medium- and long-range structure separately.

A typical process of modeling crystalline solids with disorder is as follows
[10]:

1. Carry out the Rietveld analysis to determine the average long-range crystal
structure.

2. Calculate the PDF based upon the result of the Rietveld analysis.

3. Observe differences between the experimentally determined PDF and the
Rietveld-derived PDF. .

4. Model the short-range local structure, typically below 5 A, usually with a
lower symmetry.

5. Determine the spatial extension (correlation length) of the local structure,
by modeling the PDF over various sections, for instance, 0-10 A, 10-20 A,
etc.

If the local structure deviates from the average structure, the crystal symmetry
is usually broken and the symmetry is lowered. For instance, the local
symmetry may be rhombohedral or tetragonal; but if the direction of the axes
vary randomly from site to site, the system would appear cubic as a whole.
Then, even though the crystal structure is cubic, the solid would have many
properties reflecting the lower local symmetry, such as the mixing of the
Raman and IR active modes and non-cubic crystal-field effects. Many high-
symmetry solids are of this type as we will see later.

3
CMR Manganites

3.1
Background

In the manganites (R;_yA,)n+1Mn, 03,41 (R = La, Pr, or Nd, A = Sr, Ba, Ca,
or Pb), a colossal magnetoresistive (CMR) behavior is observed near the
ferromagnetic transition temperature, Tc [12-14], as is discussed in detail
in other chapters of this book. This effect is most pronounced in the
compositional range in which T¢ changes rapidly as hole doping (x) is
increased, or as the average atomic radius of the A-site ions (rare earth and
alkali ions), (rp), is increased [13-15]. The two phase diagrams, where T is
plotted against x [16] or (rs) [15], appear similar. Understanding the physics
behind such phase diagrams is a major step toward understanding the CMR
phenomenon itself.

The electronic mechanism to produce a ferromagnetic metallic phase
in manganites was discussed long ago by Zener [17], Goodenough [18],
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Hasegawa and Anderson [19], and de Gennes [20] in terms of the double-
exchange (DE) mechanism. Parallel Mn spins make it easy for doped holes to
hop from site to site, so that if there is a sufficient density of doped holes, their
contribution wins over the superexchange interaction, converting the system
to a ferromagnetic metal. Recently, however, Millis et al. [21] pointed out
that the DE interaction is insufficient to explain the details of the electrical
resistivity; it yields too small a magnitude and a wrong temperature
dependence. They suggested that strong electron-lattice interactions provide
the missing resistivity via polaron formation. Various direct and indirect
experimental methods have been mobilized to test this prediction; they have
successfully confirmed the spatially inhomogeneous nature of the spin and
charge states that could be interpreted in terms of spin-lattice polarons in
the insulating phase [22-32]. The PDF analysis played a major role in this
process and also provided further insight into the physics of CMR pheno-
menon [8, 22, 32].

The central question is how and why localized doped holes become
suddenly delocalized by a modest applied magnetic field. In the paramag-
netic insulating phase, doped holes are localized as spin-lattice polarons;
they become more delocalized as polarons become unstable at the metal-
insulator (M-I) transition. The sharper this transition, the more dramatic is
the CMR effect, since a small magnetic field can create a large change in the
conduction mechanism. Thus the polaron stability is at the heart of the
problem. Another crucial question is the nature of the interaction among
the charges. A repulsive interaction (coulomb interaction) leads to charge
ordering, while an attractive interaction (DE interaction, elastic interaction)
results in phase segregation. Experimentally, charge ordering in the insulator
phase has been observed [33]; in the metallic phase a tendency for phase
segregation appears to exist. Thus, the balance between the repulsive and
attractive forces must be very delicate.

Currently the standard explanation of the ionic-size effect on polaron
stability is that as the atomic size (r,) is reduced, and the electron bandwidth
is decreased because of the increased bending of the Mn—O—Mn bond,
leading to the formation of polarons and localization of holes [9, 21]. However,
the reduction in the bandwidth estimated from the bond angle is very small
[24, 33]. Furthermore, recent data indicate that even as the value of (ry) is
reduced, the spin-wave stiffness is unchanged [34]. Since the spin-wave
stiffness is related to the exchange constant and the bandwidth, this
explanation of the relation between (r,) and x through the bandwidth is
much in doubt. Recently we proposed an alternative explanation involving the
structural dependence of the elastic energy to form polarons that controls the
stability of the lattice polarons [35]. This concept is based upon knowledge of
the local atomic structure of the solids determined by the PDF analysis of the
pulsed neutron powder diffraction data. In this section we first summarize
some experimental results and then discuss the stability of the polarons.
Finally, a brief discussion is given on the nature of the mutual interaction and
self-organization of the charges.
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3.2
Perovskite La;_,A,MnO;

3.2.1
Crystallographic Data

In LaMnOj; the Mn ion is trivalent with four electrons in the d-shell that are
fully spin-polarized due to the strong Hund coupling. The nearly cubic crystal-
field splits the d-level into t, (triplet) and e, (doublet) levels. The four
electrons fill the triplet t,; level and singly occupy the doublet e, orbital. This
promotes the splitting of the doubly-degenerate e level into two by the Jahn-
Teller (JT) distortion, which elongates the MnOs octahedra and splits the
Mn—O bond lengths into four short (1.92 A and 2.05 A) and two long (2.16 A)
bonds. Consequently nearly stoichiometric LaMnO; is an antiferromagnetic
insulator and has the monoclinic (P2;,.) or orthorhombic (Pnma) structure,
depending upon a slight change in oxygen stoichiometry [36-38]. In this
structure, the occupied e, orbital, and thus the axis of the JT distortion, is
oriented in the a-b plane with alternating directions (“antiferromagnetic”
orbital ordering). With excess of oxygen, which creates vacancies at the cation
sites, the structure changes to rhombohedral R3 symmetry. With the
replacement of La by a divalent ion such as A = Ca, Sr, Ba, and Pb, the JT
distortion in the crystal lattice becomes progressively smaller. The orbital
ordering is lost with about 12% doping, rendering the system an orbital-glass
with an orthorhombic structure [39]. With about 16% of doping, the JT
distortion in the lattice disappears and the structure becomes rhombohedral
[40]. La;;A;,,MnO; is a charge ordered compound that is an antiferro-
magnetic insulator [41]. If the doping exceeds 50%, the system remains an
antiferromagnetic insulator with occasional charge ordering being observed at
rational values of the amount of doping [33].

Millis et al. [21] suggested that the evidence of lattice involvement in
charge transport may be observed in the Debye-Waller (DW) factor. Indeed
Dai et al. [25] reported an anomalous temperature dependence of the DW
factor and concluded that polarons must be formed. However, the evidence
provided by the DW factor is qualitative as we discussed earlier. The
DW approximation assumes a harmonic (Gaussian) distribution of atomic
displacements. If only a small number of atoms deviate significantly from the
average positions, the DW approximation greatly underestimates the actual
displacements.

3.2.2
Local Structure and Lattice Polarons

In mixed-ion oxides such as La;_yA;MnOs;, the local structure is expected to
deviate from the average because of the ionic size difference between La and A.
In addition, if charges are localized as polarons, the atomic environment inside
and outside of the polarons would be appreciably different. The local structure
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of this system was studied by the XAFS method by several groups [26, 27, 42,
43]. In the XAFS experiment, the split in the Mn—O bond lengths due to the
JT distortion can be detected only by modeling since the intrinsic peak
broadening of the PDF due to the lifetime effect of the photoelectrons is
significant. This photoelectron effect introduces an ambiguity that is model
dependent. Consequently the amount of split reported by the XAFS measure-
ments varied widely, from 0.1 A [27] to 0.5 A [26]. However, the results of the
XAFS studies on the Mn—O distances could be semi-quantitatively correct. For
instance, the observation of a correlation between the split in the Mn—O
distances deduced from the XAFS results and the magnetization [43] is
important since it demonstrates directly the connection between the structure
and magnetism. However, the logarithmic relation found between them in [43]
could be the result of Debye-Waller distortion, and the true relationship could
well be linear.

A more direct determination of the local structure was made by Billinge
et al. [22] with the pulsed neutron PDF method. They studied the temperature
dependence of the PDF for La;_,Ca,MnO; and noted that the peak height at
2.75 A changes anomalously with temperature as shown in Fig. 6. Below Tg,
the height of this peak rises much more sharply with decreasing temperature
for the samples with x = 0.2 and 0.3 than is expected from the normal thermal
effect.

This peak in part includes the O—O distances in the MnOs octahedra.
Without the JT distortion, each octahedron has 12 0—0 bonds that are 2.8 A
long; with the JT distortion, 8 of them become 3.0 A long. Consequently the
PDF peak height is reduced where there are local JT distortions. Thus their
results are consistent with having polarons above T that are annihilated
below Te.

Billinge et al., however, assumed that their polarons are of the conventional
breathing type where anions are attracted isotropically toward a hole. On the
other hand, Louca et al. [8, 31, 32] showed that the nature of the polarons is
closely connected to the local JT distortion. The PDF of LaMnO; (Fig. 7) has a
negative peak at 1.97 A with a shoulder at 2.2 A. This peak represents the
Mn—O distances and is negative because the neutron scattering length b of
Mn is negative. They showed for the La,_,Sr,MnOj that the positions of these
first two sub-peaks of the PDF are nearly independent of the amount of
hole doping, x, as shown in Fig. 8. Thus locally the JT distortion remains
unchanged in magnitude while the average JT distortion decreases sharply
with composition. In particular, the local JT distortions are found even in the
rhombohedral phase where all the Mn—O distances are equal in the crystal
structure as shown in Fig. 9. This discrepancy between the local and average
structure can be explained only with the loss of alignment of the local JT
distortions and the local orbital moments. If the local JT distortions and
orbital moments are randomly oriented in all x, y, and z directions with equal
proportions (orbital paramagnetism), the local distortions cancel each other
and the total JT distortion is absent. In this way the decreasing JT distortion in
the average structure can be explained by the gradual loss of JT or orbital
order with hole concentration.
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Fig. 6. Temperature dependence of the PDF peak height at 2.75 A for La;_,Ca,MnO;
compared to the expected temperature dependence (solid line) [22]. Anomalous depression
near and above T¢ indicates formation of lattice polarons

While hole doping does not change the Mn—O peak positions, their
intensity is modified by doping. The JT-distorted MnOg octahedron of a Mn’*
has four short (~1.97 A) and two long (~2.2 A) Mn—O bonds while that of
Mn** without the JT distortion has six short Mn—O bonds. Thus, by counting
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x at T = 10 K, compared to the Mn—O bond lengths determined from the crystal structure
(32]

the number of short bonds per Mn ion, the number of Mn sites with a JT
distortion can be determined. This can be done with Eq. (3) by integrating the
first sub-peak of the PDF. The second sub-peak overlaps with the La—0 peak
at 2.56 A, and its area cannot be reliably assessed. Figure 10 shows such data
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[32], where Ny,—o = 4 corresponds to the state where every site has the local
JT-distortion as in Mn>*, and 6 to all sites without the JT-distortion as in
Mn**. The fraction of the Mn sites without the local JT-distortion can be
defined as X,r = (Npp—o — 4)/2, shown as the right hand scale of Fig. 10. At
room temperature, the data lie on the straight line connecting Ny,—o = 4, or
Xt = 0, for x = 0, and Nyy—0 = 6 or Xyt = 1, for x = 1 (small polaron line),
representlng the mixture of Mn** and Mn**. In other words, above T¢ the
charge is localized on one Mn site, forming a small single-site polaron. This is
the most direct evidence of the polaron represented by the local absence of the
JT distortion. We may call this an anti-JT polaron.

It should be noted that the results in Fig. 10 alone would not be enough to
differentiate the Mn-centered polaron from the oxygen-centered polaron
as envisaged by Zener [17]. However, in LaMnO; the filled 7% orbitals of
neighboring Mn ions are oriented perpendicular to each other because of the
antiferromagnetic orbital ordering. Thus, these two orbitals cannot resonate
through an oxygen ion as in the Zener polaron, except at high charge densities
where the orbital ordering ceases.

At T = 10 K, the data of Ny, are well above the small-polaron line. It
extrapolates to 6 at x ~ 0.35, with the slope about three times that of the small-
polaron line. It indicates that on average each hole kills a JT distortion at three
Mn sites; a polaron is extended over three sites. This could be a consequence of
antiferromagnetic spin correlation. If three spins are antiferromagnetically
coupled (T]7) by flipping the central spin they will become ferromagnetically
aligned (717), allowing a hole to move easily through the three sites. Thus a
polaron would become extended over three sites. It is interesting to note that
Numn—o is continuous through the metal-insulator (M-I) transition at x = 0.16,
and is substantially below 6 even in the metallic phase up to x ~ 0.35. The
implications of this finding will be discussed later.

As the temperature is increased, Ny,—o decreases continuously as shown
in Fig. 11. This observation implies that the total volume over which the local
JT distortion is suppressed becomes reduced as the polarons become
more localized. The PDF peak height at 2.75 A follows this closely since it
also quantifies the same thing. Thus, the results in Fig. 11 provide a clear
explanation of the observation in Fig. 6 in terms of the temperature
dependence of the fraction of JT-distorted sites.

33
Layered La,_,Sr;.,Mn,0,

Among the perovskite-related layered manganites (La/A),,;Mn, 03,1, known
as the Ruddlesden-Popper phases, the n=2 and n = oo (perovskite)
compounds show the CMR phenomenon while the n =1 compound is
insulating [44, 45]. The two-layered (n = 2) manganite, La, ,,Sr;,,,Mn,0;, or
equivalently (La;_,Sr,MnO3),SrO, is made of two layers of perovskite structure
and a single rock-salt layer of SrO. The perovskite layer has an almost cubic
structure and shows a very small average JT distortion at low temperatures
[46]. For instance in perovskite Rypm—o(long) — Rym—o(short) it is ~0.2 A,
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and the PDF peak height at 2.75 A (below) for Lag g,5510.17sMnO; [8]

while in La; ,Sr, §Mn,0; it is only 0.024 A. This observation appears to suggest
that a very different mechanism is at work. However, the pulsed-neutron PDF
determined by Louca et al. [47] shows that, locally, the MnOg octahedra are JT
distorted in a way very similar to that of the perovskite manganites. Figure 12
compares the PDF of the two-layered compound (La; ,Sr; sMn,0,) with that of
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Fig. 12. The PDF of La, ¢Sr; 4Mn,0; compared to the PDF of LaMnOs. In order to compare
the intensity of the Mn—O peak correctly the PDFs are multiplied through (b*)[47]
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the perovskite LaMnOj3. The shape of the Mn—O peak is very similar between
the two. This means that many of the Mn ions are locally JT distorted in the
layered compounds in the same way as in the perovskites.

Then why are the local JT distortions not reflected to the average crystal
structure? The answer clearly is the ionic size effect. The ionic radii of La and
Sr are 1.36 A and 1.44 A [48], so that in La, ,Sr, {Mn,O, the average distance
between the A-site ions (La, Sr) and oxygen is Ryo = 2.808 A. In the crystal
structure of La, ,Sr; §Mn,0, the A-site ions form a rock-salt type sheet. If one
tries to match the MnO, layer to the AO rock-salt layer, the Mn—Mn distance
should be \/2R,o = 3.972 A. As Fig. 12 shows in this compound the Mn—O0
distances in the JT distorted MnOg octahedron are Ry,—o(short) = 1.92 A
and Ryp—o(long) = 2.12 A. Thus if the axes of the JT distorted octahedra
are aligned, the Mn—Mn distance should be 2 X Ry;,—o(short) = 3.82 A, and
would not fit the AO rock-salt layer. On the other hand if the axes of the JT
distortion are not aligned and pointing in the X, y, and z directions equally, the
average Mn—Mn distance would be (4/3) Ryn—o(short) + (2/3)Ryn—o(long)
=3.972 A, which happens to be the ideal distance to match the AO rock-salt
layer. For this reason La;,Sr; sMn,0; has almost no JT distortion in the
average structure.

It is also noteworthy that Ny,—o, determined in the same way as in the
perovskite, changes completely smoothly through T¢ (=117 K) and, instead,
shows anomalous changes around 250 K, as shown in Fig. 13. The measure-
ment of spin excitation indicates that the magnitude of the exchange constant
within the perovskite layer is similar to that in the three-dimensional
perovskite [49], which suggests that a strong two-dimensional ferromagnetic
correlation develops well above Tc. It is thus possible that the conduction
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Fig. 13. Temperature dependence of the number of short Mn—O bonds in La; 4Sr; 4Mn,0,
[47]. Note that the data are continuous through T¢ (=117 K)
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paths made of Mn sites without the local JT distortion are already formed
above T, but show no overall metallic conduction because of the poor c-axis
conduction. The temperature of 250 K, which is similar to the T of the three-
dimensional perovskite, may signal the onset of such two-dimensional
ferromagnetic correlation.

3.4
Polaron Stability and Local Structure

As mentioned above, at the heart of the CMR physics is the question of the
stability of the polarons. We will now turn to this question and demonstrate
how the knowledge of the local structure helps to elucidate the phenomenon.
While the CMR phenomenon in manganites is complex, involving magnetic
and orbital ordering, in this discussion we focus on the electron-lattice
interaction alone to simplify the argument. Within this scope, the stability of
lattice polarons is dictated by the competition between the kinetic energy that
tends to delocalize the carrier and the electron-lattice coupling that tends to
localize it. The electron-lattice (Jahn-Teller) energy is [21, 50]

W' =—g) am +§Zq? 9)

where q; is the ionic displacement parameter and n; is the excess charge
density of the i-th ion; g characterizes the strength of the electron-lattice
coupling and K is the elastic modulus. Minimizing H'" with respect to q gives

K gnj\2 g’n?
T _ (g =22) — 1
H = Z [2 (q‘ K) 2K (10)
Thus the polaron binding energy is given by
2 /.2
_ /T _gm) K, ,
Ejr = —(H")/N = oK 2<u> (11)

where u=q — (q), and (q) is the JT displacement = g(n)/K. This competes
against the double-exchange energy, which can be simplified in the limit of the
strong Hund coupling as

HPE — ¢ Z 0 (c;;cjg + c;cig) (12)
(ij)o
where summation is made for the interacting neighbors, ¢ denotes spin,
and o describes the spin correlation between i-th and j-th spins which is
proportional to cos(0/2), where 0 is the angle the spins S; and S; make. The
critical parameter for polaron formation is [21, 50]
gZ

= Rieos07) "

By simulation, it is known that A = A¢ ~ 1 marks the crossover point; where
Ac > 1, polarons are stable. Usually one focuses on the structure dependence
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of t through the bending of the Mn—O—Mn bond. However, K can also be
structure-dependent, and in our view this is much more important [35].

The structure dependence of K comes not from the dependence of the
elastic constant itself on the ionic radius of the A-site ion, which is small, but
from the change in the phonon mode associated with the polaron. Thus the
relevant elastic constant changes greatly with the structure. When LaMnOj is
doped with a divalent ion, and thus with a hole, an anti-JT polaron is created
as shown above. At the polaron site, the two long Mn—O bonds of the JT-
distorted MnOg octahedron are shortened to become two short Mn—O bonds.
If the Mn—O—Mn bond is straight, this local bond contraction produces
tensile strains in the bonds nearby, where Mn—O bonds have to be stretched
(longitudinal accommodation, Fig. 14a). On the other hand, if the Mn—O—Mn
bond is strongly buckled, the local bond contraction can be accommodated by
straightening the buckled bond (transverse accommodation, Fig. 14b). Thus
the phonon mode involved in the polaron changes with the amount of bond
bending or buckling, which is determined by the ionic size of the A-site ion.
Now the energy for longitudinal accommodation is high, since the Mn—O
bond is a very strong bond and stretching it is costly in energy, while the
transverse accommodation is far less costly in energy. Therefore the effective
elastic constant K depends strongly on the ionic size, and becomes much
reduced as the size of the A-site ion is reduced. Since the energy cost of
stretching the Mn—O bond is so high that we may assume that the polarons
will not be produced at all if the longitudinal accommodation is involved. A
similar argument was used successfully in explaining the polarons in linear
chain compounds that show Peierls distortion [51].

The condition for the crossover from longitudinal to transverse accommo-
dation can be readily derived based upon the knowledge of the local structure.
In LaMnOs, the Mn—O—Mn bond in the plane is made of a combination of

//\\

@ /)
O

() (b)

Fig. 14. a Longitudinal accommodation of the strain to eliminate the JT distortion locally
when the Mn—O—Mn bond is straight. b Transverse accommodation when the Mn—O—Mn
bond is buckled [35]
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long and short Mn—O bonds. When a polaron is created, the long bond
becomes a short bond, and the Mn—O—Mn bond is made of two short Mn—O
bonds. The lattice has to be able to accommodate this shortened Mn—0O—Mn
bond. If we define the tolerance factor as

_ Ra—o0
\/E RMn—O

where Ry—o and Ry,—o are the distances between the A-site ion and oxygen
and between Mn and oxygen, respectively; the crossover condition is that
7 = 1 for the shortened Mn—O—Mn bond. If 7 is larger than unity, the Mn—O
bonds within the polaron in La, (A,MnO; are in tension. From Fig. 8 we
obtain Ry,—o = 1.97 A, and thus Ry—o = 2.786 A for T = 1. Since the covalent
radius of oxygen is 1.40 A [48], the crossover condition is that

(14)

(ta)cg = 1.386 A (15)

This value is larger than the 12-coordinated ionic radii of La (1.36 A) and Ca
(1.34 A), but is smaller than the ionic radius of Sr (1.44 A) [48]. Thus the

La—Sr system will cross this boundary at x = 0.325 while the La—Ca system
will never cross this boundary at any value of x. Note that we use the
12-coordinated ionic radii, while some in the field (for instance [15]) use the
9-coordinated ionic radii. In our argument we start from the ideal,
undeformed perovskite, and ask whether the structure is stable or not. That
is why the 12-coordinated ionic radii are used here.

On the other hand, if the radius of the A-site ion is too small, the polaron
will become too stable, and the system will become an antiferromagnetic or
ferromagnetic insulator. The condition for such high stability can be
determined from the data for the Lag; ,(Pr/Y),Cag3MnO; system [16]. If
the radius of the A-site ion is below 1.34 A the system is a ferromagnetic
insulator. Thus, if (r,) is greater than 1.386 A, the polarons will not form and
we have a homogeneous regular metal. If (r) is smaller than 1.34 A, we have
an insulator. In the crossover regime

134 A < (ry) < 1.386 A (16)

the polarons are marginally stable and are influenced easily by external factors
such as the applied magnetic field, producing the CMR phenomena.

It should be noted that this argument on the upper limit of the ionic size
requires no adjustable parameter, and the critical ionic size is obtained directly
from the observed Mn—O bond length. The prevailing theory based upon the
band narrowing, on the other hand, cannot give the ionic size that corresponds
to the critical value of 4 without numerical calculations.

This argument explains quite well the dependence of T on the A-site ion
size observed by Hwang et al. [15] and reproduced in Fig. 15. The value of T¢
declines sharply when the A-site ionic radius (ry) becomes smaller than 1.25 A
(Lag7Sry3), and saturates at 1.18 A (Pro;Cag3). Here Hwang et al. used the
9- coordlnated ionic radius, and in our deﬁn1t1on they correspond to 1.39 A
and 1.34 A, respectively. Above (ry) = 1.386 A the system is metallic and T
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Fig. 15. The Curie temperature of Aj;Aj;MnO; system. (ra) is the average ionic radius of
the A-site ions in the 9-coordination [15]

changes only gradually with the ionic radius. Below (r,) = 1.34 A the system
is insulating and the charges are localized as polarons. Where T¢ changes
rapidly with (rs), the system is marginally stable. Thus external stimuli, such
as the applied magnetic field, can strongly influence the system, creating the
CMR effect.

The discussion so far assumed hole doping into LaMnOs;. If we start from
the other side, AMnO3, and replace A with a trivalent ion, the situation is very
different. In this case we are doping an electron that produces a local JT
distortion and a JT-polaron in the matrix that is free of the JT distortion. Since
the local JT distortion increases the Mn—O bond length, which can easily be
accommodated by buckling the Mn—O—Mn bond, a JT polaron is always
stable. Thus the system is always an insulator for x > 0.5, resulting in the
asymmetry between the hole doping and electron doping. In this case,
polarons often order forming a polaron lattice, or charge ordering, at doping
levels that are rational fractions.

It is instructive to consider the phase diagram shown in Fig. 16 that was
constructed according to the discussion above [35]. Here the axes are (r,) and
the concentration of the divalent ions, x. First of all, this phase diagram is
asymmetric, since the x field greater than 0.5 (electron doping) is always
insulating. Also, at small doping levels of holes, the system is insulating due to
localization as discussed later. The CMR phenomenon is expected to be
observed only in the crossover region indicated in the diagram. The polaron
stability increases as (rn) is reduced, including the crossover region. This
phase diagram is in excellent agreement with the experimental phase diagram
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divalent ion, x. The CMR behavior is observed in the crossover regime where polarons are
marginally stable and are influenced easily by external forces [35]

shown in Fig. 17 [14] if we note that the radius of La (1.34 A in Fig. 16)
corresponds to the covalent radius of 1.7 A in Fig. 17.

Fig. 17 suggests that the value of T¢ is strongly suppressed near x = 0.5, and
the constant T¢ line is not horizontal. This is most likely related to the
tendency of charge ordering [32, 41]. The configuration of orbital moments at
x = 0.5 includes alternating long-short and short-short Mn—O bond combi-
nations; and for this pattern to be stable, the short-short Mn—O bond
combination has to be either free of strain or bent, but not in tension. This
agrees with the crossover condition above (Eq. 14) and suggests that charge
ordering at x = 0.5 will not take place when (ra) is larger than (ry)c.
However, where the value of (r,) is reduced below this value, charge ordering
will take place, localizing the carriers and depressing or eliminating T. Where
the value of x is close to 0.5, apparently charges still can order locally, thus
pulling down Tc¢. This tendency is clearly shown in the experimental result of
Fig. 18. Thus a theory of a finer scale has to be developed to account for the
actual values of T within the crossover regime in Fig. 16.

Another phenomenon worth mentioning here is the isotope effect [29]. It is
particularly interesting that the sample with '®0 has a lower T¢ than that with
160, and the difference increases with a decreasing A-site ionic size. Usually '#0



Local Atomic Structure of CMR Manganites and Related Oxides 141

2’%/////////

-~ Lanthanide

-
o0

Charge Order

...... o= 7 PURSRSLIS
‘“s--"""':);o\(

—h
~

<rcov>(A)
"Bandwidth"

x=2/3
FMI =---mmmeemenes - COl
1.6 —
00 01 02 03 04 05
X
"Band Filling"

Fig. 17. The experimentally determined diagram of T as a function of the “covalent radius”
representing (r,) and the hole density, x [14]. This phase diagram corresponds well to
Fig. 16 if the vertical axis is rescaled so that the position of La (1.34 A in Fig. 16 and 1.7 A in
Fig. 17) is adjusted accordingly

has a smaller vibrational amplitude than '°O does, resulting in a smaller zero-
point vibrational energy (the second term in Eq. 11) and alarger polaron binding
energy. Thus polarons should be more stable, lowering the value of T¢. This
is more convincing evidence of the polaron formation in this system. The
dependence on the size of the A-site ion may be explained in the following way.
When the vibrational amplitude (u?) is reduced, the A—O distance becomes
shorter due to anharmonic effects, increasing the amount of buckling. This will
increase the stability of the polarons in the line of argument above, and the effect
is more pronounced if the A-site ionic radius is close to the critical value. This
will explain the dependence of the isotope effect on the ionic radius.

3.5
Lattice Involvement in Metal-Insulator Transition and CMR Effect

3.5.1
Metal-Insulator Transition as a Function of Charge Density at Low Temperatures

As shown in Fig. 10, the data for Ny,—o as a function of doping, x, are
continuous through the M-I transition, and the value of Ny, is significantly



142 T. Egami

T T T T T T T T T T T
400 L T J T 1 I T 4
- R'_XSYXMHO_; L:\a\\\’————. _ 3
350 — & *\\\\\\\‘:"\ =
- 1=0.3 " < S 9
. r S, ]
© o v ]
= - N QRN E
3 250 $ M -

§
g FNd N N 3
g x m 3
£ 200 gy esmosd & 3 :
5 FINdp 59Mp 8 $ N ]
= . N N N sl ]
v 150 F S8 TN
2 - R E
5 - Sm\g__ ]
C 00 F N { 3
=04 ; 3
: x=0. ;
S50+ R . -

O TN FEETE RNN

0.950 0.960 0.970 0.980

Tolerance Factor

Fig. 18. Curie temperature of R;_,Sr,MnO; system as a function of the A-site atomic size
expressed in terms of the tolerance factor [52]. At x = 0.5 as the size decreases T is quickly
suppressed below t = 0.976 (Nd, 5SrosMnOs) which corresponds to (ry) = 1.384 A in our
definition (XII coordination)

below 6 even in the metallic phase up to x ~ 0.35 [8, 32]. A similar result was
also obtained recently for the La—Ca system [53]. Since it is now well
established that the carriers form polarons in the insulating phase, these data
appear to indicate that the polarons survive in the metallic phase. This,
however, is a very strange notion since the tendency of localization by forming
polarons and metallic conductivity are not mutually compatible. Usually the
high dielectric constant of the metallic phase reduces the polaron binding
energy and delocalizes the carriers.

Part of the answer to this conundrum came from the knowledge of the
lattice dynamics. The pulsed neutron powder diffraction spectrometer used
in determining the PDF does not have an explicit energy discrimination
mechanism, but has an effective energy transfer window of about 20 meV. This
is because of the special neutron dynamics involving the so-called Placzek
shift. If the energy transfer of neutron scattering is large, the true momentum
transfer differs significantly from the assigned momentum transfer calculated
assuming elastic scattering. This difference is the Placzek shift. For elastic
scattering the magnitude of Q is given by

Q=2ksinf (17)

where k is the momentum of the neutron. For inelastic scattering, however,

Q= \/k§+k§—2kikfcos20 (18)

where k; and k¢ are the initial and final momenta of the neutron in the
scattering process. If k; = kg, Eq. (18) is reduced to Eq. (17). In the TOF
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measurement, only the average velocity of the neutron is measured. Since for
most of the TOF spectrometers the primary path from the source to the sample
is much longer than the secondary path from the sample to the detector, k;
may be approximated by the average momentum:

L
ki%k: — 1
mhr (19)

where m is the neutron mass, L is the total flight path length, and t is the time
of flight. The energy transfer in the scattering is

I (K —13) ~ Ak (20)
@“= 2m V! £ m
where Ak = k¢ — k;. Thus Eq. (18) becomes
) mam ) 4mwsin? 0
Q:stm@(l—m—k---)—2ksm0(1—h4QZ+---) (21)

which represents the Placzek shift. If this shift is caused by phonons, the effect
can be corrected by the process proposed by Placzek [5]. On the other hand, if
it is caused by local lattice vibrations and the magnitude of the energy transfer
is 10-20 meV, the shift depends upon the scattering angle and the calculated
PDF varies irregularly with the detector angle [54] as shown in Fig. 19 [8]. If
the energy transfer is much smaller, the PDF is independent of the detector
angle as shown in Fig. 20 [8]. If the energy transfer is larger, the scattering
information is lost during the Fourier-transform process.

It was found that the variation in the PDF with the detector angle was
appreciable only for x = 0.15, less for x = 0.175, and insignificant for other
compositions [8]. Thus, the local lattice vibration associated with the local JT-
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Fig. 19. The dependence of the PDF on the detector angle for Lag gsSro;sMnO; at T = 10 K.
The PDF was calculated with the detectors up to the detector angle shown [8]
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Fig. 20. The dependence of the PDF on the detector angle for LaMnOs at T = 10 K. Virtually
no angle dependence is seen [8]

distortion is in the range of 10-20 meV only in the close vicinity of the M-I
transition; it is slower at compositions above or below the M-I transition. Since
the conductivity increases by many orders of magnitude at the M-I transition,
we have to conclude from this observation that in the metallic phase the
dynamics of the local distortions are decoupled from the dynamics of charge
carriers and are not following them. Then the carriers are no longer trapped by
the local distortion and they are not in the polaronic state anymore (Fig. 21).
The local lattice distortion in such a state does not follow an individual carrier
any more, but responds to the charge density fluctuations which have much
slower dynamics.

A percolative picture emerges from these results [8, 30, 32, 35, 55, 56]. As
the density of polarons is increased, they start to become in contact. If the
polarons are single-site polarons, charges will remain localized even if two
polarons are in contact because of the high coulomb repulsion to place two
carriers on the same site (Hubbard U). However, if the polarons are more
extended over several sites, as is the case for (La/Sr)MnO; shown above,
charge carriers will become mobile within the connected network of the
polarons. If the size of the network of the connected polarons reaches a
macroscopic scale, metallic conduction commences. At the M-I transition the
number of short Mn—O bonds is about 5, as shown in Fig. 10, indicating that
the volume fraction of the undistorted, metallic sites is 50%. This is consistent
with the percolation in a two-dimensional square lattice [57].

In this picture the carriers in the connected pathways are not localized, but
flow through the channels within which the JT distortion is locally suppressed.
In-between the channels, however, the JT distortion is locally alive, the charge
density is low, and conductivity is very low. We may call these regions
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Fig. 21. Schematic diagram of the dynamics of the lattice and charge as a function of the
charge concentration, x. As x is increased the polaron dynamics accelerates, but at the M-I
transition (x = 0.175) they become decoupled, and the lattice dynamics slows down

“insulating” islands. This picture is consistent with the phase segregation
model [58-60] and the “two-fluid” model [61, 62]. The detailed state of the
conducting pathways in the metallic phase remains controversial and will be
discussed later. The magnetic coupling within the islands could either be
antiferromagnetic or ferromagnetic, depending upon details of geometry and
temperature. In particular, if the orbital moments are ordered in the zig-zag
manner as in the layers of LaMnOs, the superexchange interaction is
ferromagnetic. Since the metallic samples are reported to be fully magnetized
at low temperatures [63], ferromagnetic interaction appears to win over the
antiferromagnetic interaction.

This picture explains quite well the observed antiferromagnetic fluctuation
near T¢ [41, 48], the central peak in spin excitation [64], strong spin wave
softening and damping [65, 66], relatively low conductivity [39], smeared
Fermi edge [67], and small thermopower [61, 62, 68]. In particular the ARPES
studies show that the electronic dispersion is well defined only up to about
1 eV below the Fermi level, and near the Fermi level it becomes totally smeared
[67]. This smearing could be evidence of scattering by the split e, levels. Where
the JT distortion is locally present, the e, level should be locally split and the
potential locally lowered by A/2 = 0.7 eV. This distortion will scatter electrons
within A/2 from the Fermi surface, as is observed.

3.5.2
Metal-Insulator Transition at T,

It is interesting to note that the local lattice behavior near T is fundamentally
different between the perovskite and the layered compounds. In the
perovskites the density of the Mn sites with the local JT distortion changes
sharply at Tc indicating rapid changes in the volume of metallic conduction
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(Figs. 1 and 11). The magnetic transition is achieved by a catastrophic collapse
of polarons into a metallic volume, indicating that the nature of the transition
is of the first-order. On the other hand, in the layered compound the density of
the Mn sites with the JT distortion changes smoothly through T¢ (Fig. 10), just
as in the case of the metal-insulator transition as a function of x (Fig. 13). The
magnetic transition is achieved by coherence of spin and local JT distortion, or
in other words orbital ordering, while the metallic volume changes contin-
uously. This is indicative of a second-order transition.

3.5.2.1
Perovskite

As temperature is decreased through T¢ in the perovskite, the fraction of
the volume in which the JT distortion is suppressed, X1 = (Nyn—o — 4)/2, is
increased sharply as shown in Fig. 11. This increase must be indicating partial,
but not total, delocalization of the carriers through the DE interaction. Indeed,
an increase in conductivity is accompanied by the increase in X,;r as indicated
in Fig. 6 in terms of the PDF peak height at 2.75 A. Thus, it is expected that the
volume without the local JT distortion is metallic and ferromagnetic since the
DE interaction should be dominant there. The sharp change in the conducting
volume at Tc must be indicative of a first-order phase transition, as suggested
by the temperature dependence of the magnetization [13, 14]. However,
Xqr remains less than unity except at T = 0 for x > 0.35 for La;_,Sr,MnO;
(Figs. 10 and 11), leading to a two-phase picture and the percolative view of
the transport phenomena [8, 30, 32, 35, 55, 56, 58-62, 68, 69]. Details of the
morphology of the two phases require a separate discussion given below.

3.5.2.2
Layered Compound

The temperature dependence of X,;r of the perovskite through T is in strong
contrast to the behavior of Ny, o, and thus of X,yr, through the M-I transition
as shown in Fig. 10 and that of La,4Sr; sMn,0; as shown in Fig. 13. In
La, 4Sr; ¢Mn,0, the metallic volume changes smoothly through T while the
lattice constant undergoes a discontinuous change. Such behavior is typical of
an order/disorder-type second-order ferroelastic phase transition in which
the local units of distortion that are randomly oriented at high temperatures
become aligned at T [70]. At high temperatures (>250 K), the axis of
distortion of MnOg octahedra is randomly oriented, and carriers appear to
be in the single-site polaronic state. Below 250 K carriers become more
delocalized, resulting in two-dimensional local metallic islands. The presence
of strong in-plane spin correlation above T¢ and the absence of its divergence
at T¢ support this view [71]. These islands are not fully connected, and c-axis
conduction is very poor. Consequently conductivity is low even in the a-b
plane. At Tc, the local JT distortions (orbital moments) start to align along
the c-axis, and three-dimensional metallic conduction commences. For that
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reason it is possible that the driving force for this transition is not only the
spin correlation, but the orbital ordering as well.

It is not quite clear whether the local JT distortion in the layered
compounds is the same as in the perovskite, producing an elongated
octahedron with four short and two long Mn—O bonds, or different, resulting
in a pyramid with five short and one long M—O bonds. The axial symmetry of
the layered compounds appears to prefer the second. However, the magnitude
of the local JT distortion is as large as the one in the perovskite. Note that the
total JT distortion is an order of magnitude smaller than the local JT distortion
even at low temperatures. As was discussed above this implies that the local JT
distortions are nearly randomly oriented. Almost 2/3 of the local JT distortions
are in the plane, with the distortion along the c-axis slightly exceeding 1/3.
Thus the total symmetry is not as important as it might appear, and it is most
likely that the local chemistry produces an environment very similar to that in
the perovskite, with two long and four short M—O bonds around an Mn>" ion.
In this scenario, the local M-I transition within the plane takes place around
250 K where the number of short Mn—O bonds is about 5.0 (Fig. 13), which is
consistent with the density of the JT-distorted sites at T for the perovskite as
shown in Fig. 10. Thus the transition around 250 K must be percolative, while
the transition at T¢ is due to the three-dimensional ordering of the spin and
orbital moment.

353
Spatial Distribution of Charge Carriers

As we have shown above, the metallic state just above the critical charge
density for the M-I transition is in a two-phase state. It has not been clear,
however, how these two phases are mixed in space. One extreme is totally
random distribution, while the other extreme is macroscopic phase separation.
The second is very unlikely because of the hefty electrostatic energy price for
charge segregation. The spatial distribution of charge carriers depends upon
the interaction among them. A repulsive interaction leads to a charge ordered
(CO) state, while an attractive interaction results in a phase segregated (PS)
state. If the interaction is very weak or absent the spatial distribution will be
random. The coulomb repulsion is the main component of the repulsive
interaction, while the DE interaction and the elastic interaction provide an
attractive force.

The CO state has been observed for various rational values of x, typically
for x = 0.5 [33, 72], forming stripes of charges [73]. The structure of
La,/,Ca;;;,MnO; [74, 75] indicates that the ordered charges are in the polaron
lattice state. It should be noted, however, that in real samples the degree of
charge ordering is less than perfect, possibly disturbed by the distribution of
La and Ca ions. Thus the distortion of the MnOg4 octahedra in the average
structure [74] is much smaller than that of the real local structure. The PDF
measurement [75] suggests the magnitude of the JT distortion is again as large
as in the undoped LaMnOs. The CO state can be disrupted by the application
of electric or magnetic fields resulting in a metallic state [76], indicating that
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the CO state is only marginally stable. Interestingly, the stability increases as
(ra) decreases [76, 77], as expected from the preceding discussion.

The presence of the CO state suggests that the repulsive interaction among
the charges is considerable. At the same time the marginal stability of the CO
state indicates that the repulsive and attractive forces among the charges are
nearly balanced. This argues against the possibility of large-scale phase
separation. Large ferromagnetic droplets were detected by small angle neutron
scattering [78] which is often cited as the evidence of large-scale phase
segregation. However, in the presence of orbital ordering, superexchange is
positive as observed in the plane of LaMnOs;. Thus the size of the
ferromagnetic droplets does not necessarily correspond to the size of the
charge segregation region.

It is instructive to compare the PDF of LaggSro,MnO; [20%] and that of
Lag ¢Sro.4MnO; [40%] at T = 10 K as shown in Fig. 22. Here the r-axis of the
40% sample is scaled by 0.6% so that the lattice constants of the two samples
match. At T = 10 K the 40% sample is metallic without JT distortion whereas
some local JT distortions are left in the 20% sample. Indeed the PDF of the
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Fig. 22. The PDF of La;_4Sr,MnOs; (x = 0.2, 0.4) determined by pulsed neutron scattering.
The r-axis of the PDF of 40% sample is scaled by 0.6% so that the lattice constants match.
The difference after scaling (below) shows that the two structures are very similar in the
length-scale larger than 15 A. Thus the local JT distortions in the 20% sample are
uncorrelated beyond 15 A, suggesting that the charge correlation length may be of the order
of 15 A
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40% sample is very close to the PDF calculated for the average crystal
structure, while that of the 20% sample deviates considerably from the PDF of
the average structure. The two experimental PDFs in Fig. 22 differ consider-
ably at short distances, while the difference becomes smaller beyond about
15 A, and falls to the level of noise. This observation implies that the local JT
distortions in the 20% sample are uncorrelated in orientation and magnitude
beyond 3 ~ 4 times the lattice constant, a. Should the phase segregation exist,
this length-scale of 15 A must be the correlation length of the two phases.
For three-dimensional correlation, this correlation domain includes only
30 ~ 60 Mn ions, and in two-dimensions only 15 Mn ions. Such an object can
barely be called a phase. This result suggests that the large-scale charge
segregation is highly unlikely in this system, mainly because of the
electrostatic repulsion effect. On the other hand, the correlation length of
15 A is not short either, suggesting that the polarons self- organize themselves
locally to some extent. For instance, the strong correlation at 5.5 A (= V2a)
indicates a local short-range ordering of orbital moments in the 20% sample. It
is also interesting to note that the correlation length of 15 A is close to the
periodicity of the charge stripes expected for this composition. It is possible
that the charges are ordered in the short range into local stripes.

4
Ferroelectric Oxides

Ferroelectric oxides are another class of materials for which the knowledge of
the local structure has played a major role in understanding the properties of
solids. In particular, the pulsed neutron PDF has shown that the local structure
of relaxor ferroelectric oxides such as Pb(Mg;,3Nb,/3)O; (PMN) is completely
different from the average structure, and demonstrated that their properties
cannot be explained without a detailed knowledge of the local structure.

4.1
Antiferroelectric PbZr0; (PZ) and Ferroelectric Pb(Zr,_,Ti,)0; (PZT)

As mentioned earlier, the structure of PZ at low temperature was determined
consistently both by the Q-space method (the Rietveld refinement) and the
real-space method (PDF refinement) [11]. However, as the temperature is
increased, local disorder develops, and thus the real-space method becomes
more advantageous. As shown in Fig. 23, the changes in the PDF with
temperature are not uniform with respect to interatomic distances, some peaks
changing much more than others [11]. The real-space analysis shows that
the displacement of Pb ions along the c-axis becomes very anharmonic,
developing a double-well potential with increasing temperature. This dis-
placement results in locally correlated fluctuations along the c-axis, which
explains the observed high c-axis permittivity [79]. The real-space analysis also
succeeded in determining the structure of the intermediate phase that appears
over the very narrow temperature range of 501-510 K [11].
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Fig. 23. Pulsed neutron PDF of PbZrO; at various temperatures. Note that the temperature
dependence is not uniform, with some peaks changing more with temperature than others

It is interesting that the PDF hardly changes through the antiferroelectric
transition at 501 K [11]. This appears to suggest that the system is already
polarized at the atomic level even above the transition temperature, and the
phase transition merely brings about the long-range phase coherence of the
displacements. Such a picture is that of the order/disorder model. The local
structures determined by the XAFS or PDF [80, 81] often appear to lend
support to this model, rather than the soft-mode model, of the phase transition
[70]. In the soft-mode model, the phase transition is brought about by
softening of particular phonon modes. However, one has to be careful about
the dynamics of measurement. If the time-scale of the measurement is shorter
than the relevant soft-mode, the soft-mode appears frozen, and the system
appears to be locally polarized. Since the energy scale of the EXAFS
measurement is several hundreds of eV, it is a fast measurement and the
local structure appears always polarized. In the case of the neutron PDF
measurement, the energy scale is about 10 meV as we discussed above. If the
energy of the soft-mode is below this range, as is usually the case near the
transition temperature, the PDF shows local polarization. This, however, is not
a disproof of the soft-mode model.

If only 5% of Zr is replaced by Ti in PZ, making it PZT, the structure
changes from orthorhombic to rhombohedral and antiferroelectricity is
replaced by ferroelectricity [82]. It is rather surprising that such a small
amount of substitution can produce so drastic an effect. The study of the local
structure by pulsed neutron PDF analysis gave an answer to this question. The
situation is rather similar to the case of manganites discussed above. As shown
in Fig. 24, in spite of the phase change the PDF of Pb(Zr,_,Ti,)Os changes
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Fig. 24. Pulsed neutron PDF of Pb(Zr,_,Ti,)O5; (PZT) for various Zr/Ti ratios [83]. Since Ti

has a negative neutron scattering length the peak height changes with composition, but the
basic position and features remain unchanged

rather little with x [82]. In other words, even where the average structure is
rhombohedral locally, the structure retains the orthorhombic atomic arrange-
ment. The rhombohedral symmetry results from averaging of local ortho-
rhombicity with random orientation, just as the local JT distortion with
random orientation resulted in the rhombohedral structure for manganites.

4.2
Relaxor Ferroelectric Pb(Mg,;3Nb,/3)0; (PMN) and Pb(Mg,;;Ta,/3)03-PbZr0; (PMT-PZ)

In most applications of ferroelectricity, high permittivity is the desired
property. However, in regular ferroelectrics the permittivity depends strongly
on temperature with a maximum at the Curie temperature. Since such a strong
temperature dependence presents a major problem in application, many of
the ferroelectric materials used today are relaxor ferroelectrics in which the
ferroelectric transition is smeared and broad, resulting in a permittivity that
changes only slowly with temperature. Pb(Mg;,3Nb,/3)O; (PMN) is one of the
most widely studied relaxor ferroelectrics [84]. Its structure is close to the ideal
cubic perovskite, with Pb on the A-site and Mg/Nb on the B-site. Since Mg is
divalent while Nb is pentavalent, it is difficult to imagine that Mg and Nb
occupy the B-site randomly. Indeed electron diffraction detected broad, but
strong, superlattice diffraction peaks of the 1/2 [111] type indicating chemical
ordering into the NaCl structure on the B-sites [85]. The dark-field imaging of
the superlattice diffraction peak by transmission electron microscopy (TEM)
showed formation of numerous nano-domains. These nano-domains do not
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grow even with annealing. It was then postulated that the superparaelectric
behavior of these nano-domains results in the relaxor behavior [85].

It is interesting that this ordering into two sublattices is not readily
compatible with the composition with 1/3 Mg and 2/3 Nb. It was proposed
earlier that within these nano-domains, the two sublattices of the NaCl
structure are taken by Mg and Nb, with the remaining matrix becoming rich in
Nb. In this model, charge is not balanced within and outside the domain. The
idea is that the charge imbalance prevents the domain from growing further
because of the self-energy due to charging [86]. However, with the domain size
approaching 50 A, the amount of charge build-up is huge, making this model
difficult to accept. Indeed, in this model a strong density fluctuation of Nb is
expected, but the small-angle X-ray scattering did not detect such local
compositional variations [87]. Also, it was found that the relaxor ferroelectric
behavior is retained even after a similar long range chemical order has
developed in a very similar system, Pb(Mg;,3Ta,/3)05-PbZrO; (PMT-PZ) [88].
Thus, the chemically ordered nano-domains have little to do with the origin of
relaxor ferroelectricity.

The pulsed-neutron PDF of PMN shown in Fig. 25 is completely different
from the PDF calculated for the crystal structure [89]. In particular, the
measured PDF has a prominent peak around 2.45 A, while the model PDF has
no peak in that neighborhood. It is interesting to note that the PDF of PMN
strongly resembles the PDF of PZT as shown in Fig. 26 [91]. It is also similar to
the PDF of PMT-PZ as shown in Fig. 27 [90]. Since the PDF of PZT resembles

0.6
o experimental data
ideal perovskite

0.5

Fig. 25. Pulsed neutron PDF of Pb(Mg;/3sNb,;3)0; (PMN) (circles) compared to the PDF
calculated for an ideal perovskite structure (solid line). Except for the first peak, they differ
completely, with peaks in the experimental PDF appearing at places where there is no
corresponding peak in the calculated PDF, for instance at 2.45 A [89]
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Fig. 26. Pulsed neutron PDF of PMN compared to that of PZT 65/35 [91]

the PDF of PZ having a structure that is now accurately known [11], it is
possible to identify the PDF peaks by comparison. It was found that the peak
at 2.45 A is due to short Pb—O bonds that are created because of the strong
off-centering of the Pb ion in the O;, cage by about 0.5 A as shown in Fig. 28
[11]. Such a large displacement produces a strong dipolar moment for PbO,,.

Apparently this local polarization is nearly independent of composition as
shown in Figs. 25-28. The system can then be described in terms of the
interacting dipolar moments. Disorder comes into play via the interaction
parameter and also the local potential for reorientation of the dipolar moment
with random preferred axis [91, 92]. The local polarization of the PbO,, is
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Fig. 27. Pulsed neutron PDFs of PMN and PMT-PZ [90]
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Fig. 28. Local environment of Pb in PbZrO; [11]

accommodated by local displacements of oxygen ions resulting in local
rotations of BOg octahedra [91, 92]. Thus the polarization of one PbO,, cluster
is connected to the polarization of neighboring PbO,, clusters through the
rotation of BOg octahedra. This provides local elastic interaction among the Pb
polarizations in addition to the electronic dipolar interaction. This example
demonstrates that the knowledge of the local structure has greatly extended
our understanding of this complex system.

5
Superconducting Cuprates

Superconducting cuprates are yet another system for which the PDF method
provided novel information that could not have been attained by other
methods. Since detailed discussions have been published elsewhere [93, 94], in
this article we summarize just several observations as examples and relate
them to the recent experiments of the lattice effects.

5.1
Dynamic Local Structural Anomaly Near T¢ and Tpg

While there is practically no change in the average crystal structure of cuprates
at the superconducting transition temperature, the pulsed neutron PDF of
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Tl,Ba,CaCu,04 showed small, but reproducible changes near Tc. The change
is particularly significant for a sub-peak at 3.2 A, as shown in Fig. 29 [4].
Interestingly, this anomaly is definitely dynamic, since it depends strongly on
the detector angle, just as we discussed for manganites. The modeling suggests
that this peak corresponds to the distance between the apical oxygen, (01)
and the in-plane oxygen (02). The equilibrium O1-0O2 distance is 3.0 A but
around T this separation splits into two distances at 2.8 A and 3.2 A. Our
conjecture is that such a split exists all along, but the oscillation is too fast to
be observed by the PDF, and only in the vicinity of T¢ does the dynamics slow
down enough to become observable [95]. This split is caused probably by the
out-of-plane motion of 02 rather than the c-axis motion of O1. In either case,
this observation demonstrates a major response of the lattice to the
superconducting transition.

Another example of a lattice anomaly is the observation involving
Yba,Cu,Og. It was found that the chain oxygen O2 in this compound is
dynamically displaced in the direction perpendicular to the chain but parallel
to the CuO, plane, forming a ferroelectric domain of about 8 x 20 A, below the
spin-gap or pseudo-gap temperature, Tpg [96]. This is indicative of a local
response to slowly moving charged particles that could well be related to the
formation of the CDW-SDW state discussed below.

5.2
Electron-Lattice Coupling in Cuprates

Since it is apparent that the high temperature superconductivity of cuprates
cannot be explained by the Bardeen-Cooper-Schrieffer (BCS) mechanism that
explained the low temperature superconductors so beautifully, the role of the

FERSTI ICEEATATTE A ATA ST A

o o
o o @
= NI}
o IS
i P

Ap(r) for 3.4 R PDF peak
o
o
N

S
(@
1
——
1

100 200 300
Temperature, K

O

Fig. 29. Peak height of the pulsed neutron PDF of Tl,Ba,CaCu,Oy at 3.2 A as a function of
temperature. The solid line is the temperature dependence calculated from the phonon
density of states. The arrow indicates the superconducting transition [4]
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lattice (phonon) has been all but ignored in this field. However, there are many
observations of anomalous lattice behaviors that suggest either unconven-
tional mechanism involving the lattice, or at least the unconventional nature
of the superconductivity in the cuprates. For instance, the two observations
above suggest that at least some of the charge dynamics in the superconduct-
ing cuprates are as slow as the lattice dynamics. When we compare these and
other results to the observations in manganites, the parallelism is rather
striking.

It is very interesting that, just as in the case of manganites, increased
Cu—O—Cu bond bending suppresses superconductivity [35, 97]. At the same
time the Cu—O—Cu bond is always bent, at least locally, even when it is
straight in the average structure [98, 99]. This suggests that again, just in the
case of CMR manganites, superconductivity may be observed where the
polarons are marginally stable; either a high stability or a total instability of
polarons would be damaging to the superconductivity. It was found for
the manganites that, in the crossover regime, the local lattice (Jahn-Teller)
distortion exists even in the metallic phase. In the case of cuprates this could
translate to the presence of a dynamic charge-density-wave (CDW) instability
[100].

Indeed, recent phonon measurements suggest the presence of such a
dynamic CDW at low temperatures in superconductive La; g5Srg;5CuO, [101]

% 9:£ — T
E 83 U 4 0
H 8OF .Z*ﬁ
qé 75E @ﬁ

F 70
g 70;— ® @%..0
o, 65F
8’ F
o °OF XYL A
g @
K 55F

50b—1 1 1
0 0.25 0.5

(q.,0,0) (rlu)

Fig. 30. The dispersion of the LO phonons in La; g5Sro;5CuO,4 along the (100) direction
(along the Cu—O bond in the plane) [101]. At T = 300 K (squares) the dispersion is
continuous and agrees with the earlier measurement [103]. At low temperatures, however,
the dispersion (filled circles) becomes discontinuous at q = 0.25. Weak peaks (gray circles)
suggest that the branch has split into two separate branches
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and YBa,Cu;0; [102]. The dispersion of the high-energy LO phonon mode
develops a discontinuity at q = 0.25 at low temperatures as shown in Fig. 30.
This suggests an underlying periodicity of 2a, where a is the Cu—Cu distance
in the CuO, plane. One possibility is that this is due to a dynamic CDW. On the
other hand, the magnetic periodicity is 8a, which can be interpreted in terms
of the antiferromagnetic stripe domains of 4a wide. Since the antiferromag-
netic domain boundary attracts doped holes, the magnetic correlation would
impose a potential for charge with the 4a periodicity. It is possible that this
conflict between the CDW and SDW prevents the formation of either static
CDW or SDW and keeps the system in the dynamic state. Also, such a strong
electron-phonon interaction as evidenced in the large phonon renormalization
must have some relevance to the pairing mechanism. Several scenarios are
possible, including phonon resonantly coupling the two CDW states. In either
case recent experimental results suggest that the phonon mechanism is far
from dead in high temperature superconductivity, and has to be carefully
re-addressed.

6
Concluding Remarks

In this chapter we have shown how critical the local structure is to the
elucidation of the properties of mixed-ion oxides such as the CMR
manganites, ferroelectric titanates, and superconducting cuprates. The effect
of local structure is more pronounced for oxides than for free-electron
metals since the local structure tends to be better defined in oxides due to
their covalent bonding, relatively open structure, and the tendency for
charge localization. In metals, on the other hand, small local effects are
smeared out because of delocalized charge, strong screening, and densely
packed structure.

In the three families of oxides discussed here, local deviations from the
lattice structure are caused by electron-lattice interaction. Where the electron-
lattice coupling is relatively weak, it merely causes electron-phonon scattering;
but where it is strong, non-linear phenomena such as polaron formation take
place, causing the lattice to distort locally. For a long time we have mainly
dealt with weak interactions by linear response theory based upon a periodic
lattice. However, phenomena of recent interest such as the CMR behavior and
high temperature superconductivity are based upon strong interactions, and in
such a case we have to consider non-linear local interactions. By determining
the local structure accurately, it has become possible to describe many of
these local electronic interactions.
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This article examines metal-insulator transitions observed in perovskite-like Ti-, V-, Mn-,
Fe-, Co-, Ni-, Cu-, Bi-, and Ru-oxide systems using optical spectroscopies, particularly
infrared reflectance and Raman scattering. The rich phenomena examined in these materials
include bandfilling- and bandwidth-induced metal-insulator transitions, mass renormaliza-
tion effects, metal-insulator transitions involving charge-, spin-, and orbital-ordering,
colossal magnetoresistance, polaronic effects, double exchange ferromagnetism, and
electronic phase separation. In addition to describing the optical spectroscopic signatures
of these remarkable phenomena, this article will examine theoretical models of this diverse
behavior, and will explore some of the outstanding questions confronting the physics of
these materials.
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1
Introduction and Overview

In spite of their structural and chemical similarities, perovskite-type 3d
transition oxides such as A;_,A’MO; and A, (A'MO, (A = trivalent rare-
earth ion, A" = divalent cation, and M = 3d transition metal ion) exhibit a
remarkably broad range of phenomena, including antiferromagnetism,
“colossal” magnetoresistance behavior, double-exchange ferromagnetism,
coexisting metallic and insulating phases, and charge- and orbital-ordering.
This diversity is largely a consequence of the strong coupling among the spin-,
charge-, and lattice-degrees of freedom in these systems, which causes the
delicate balance among the Coulomb (U), charge-transfer (Acr), magnetic
exchange (J), and carrier hopping (t,4) energies to be modified substantially by
subtle changes in temperature, composition, magnetic field, and pressure.
Although it is not yet completely understood how these interactions combine
to drive the various transitions and ground states observed in the ternary
transition metal oxides, there are several important effects whose complex
interplay contributes to the myriad properties observed in these materials.

1.1
Electronic Properties of Transition Metal Perovskites

One of the most important factors governing the electronic structure of the
parent compounds AMO;, A'MO;, A,MO,4, and A’MO,, and therefore the
optical and transport properties of the doped phases, is the relationship among
the three fundamental energy scales common to these materials [1]: the charge
transfer gap, Acr, between the occupied oxygen 2p state and the unoccupied
3d or 4d metallic state; the energy separation, U, between singly- and doubly-
occupied 3d or 4d states; and the bandwidths W of the oxygen and metal
states. Within the ionic Zannen-Sawatzky-Allen (ZSA) model, which ignores
details such as the effects of covalency and the polarizability of the lattice, the
conduction properties of the transition metal oxides are primarily associated
with differences in the ionization potential of the transition metal cations, and
can be organized into four categories [2]:

1. Charge-transfer insulators, W < Acr < U, such as La,CuO,, LaMnOs,
LaFeO;, and La,NiO,

2. Mott-Hubbard insulators, W < U < Agp, such as LaTiO;, V,0;, and
LazNiO4

3. Low-Acr metals, in which the lowest lying metal conduction band overlaps
the O-2p valence state, Acy < W

4. Low-U metals, U < W, in which the two metal orbitals overlap.

It is worth noting two important trends in the electronic properties of ternary
transition metal oxides of the form AMO; (A = rare earth, M = transition
metal) as a function of increasing transition metal atomic number. First, there
is a systematic reduction in the size of the 3d wavefunction of the transition
metal ion from the left to the right side of the “iron group” row of the periodic
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table, Ti — Cu, which results in a systematic increase in the Hubbard U; this is
associated with a concomitant increase in the electron affinity of the transition
metal ion from the left to the right side of the 3d row, which causes a
systematic reduction of the charge transfer energy, Act, between the O(2p) and
metal 3d states. As a result of these two effects, transition metal oxides with
metal ions from the left side of the periodic table have Mott-Hubbard type
gaps, while metal ions from the right side of the row tend to have charge-
transfer-type gaps. The crossover point occurs roughly at M = Mn in binary
(MO) transition metal oxides, and slightly earlier in the periodic row, M = Cr,
in the perovskite RMO; systems due to a reduction of Acy by the higher
valence of the rare earth ion R in the perovskites [3, 4]. Second, the specific
d-orbitals comprising the unfilled bands (with bandwidth W) important for
low energy excitations and transport properties in the ternary transition metal
oxide system A;_ A’MO; depend upon the transition metal element M. In
particular, the three-dimensional A, ,A!MO; system exhibits both a large
Hund’s rule exchange energy Ji; and a crystal field splitting 10Dq between the
tg triplet ground state and e, doublet excited state of the M(3d) levels.
Consequently, the t,; band is the relevant band for charge transport in
transition metal perovsk1tes with lighter transition elements, such as
the titanates, ATi 03, which have a single electron in the t,; band, (tzg) ,
and the vanadates, AV>*0,, which have two electrons in the t,g band, (tzg) On
the other hand, the higher e, band comprises the unfilled band in many of
the heavier transition metal gerovskltes, such as the manganites
AMn>*0, [(tzg)3 el], nickelates ANi>*0; [( tzg)6 g], and high T. cuprates.

1.2
Doping and Bandwidth Control in the TM Perovskites

There are, in principal, two independent paths to a metal — insulator
transition in Mott-Hubbard systems [5], both of which are characterized by
the disappearance of the squared plasma frequency associated with the free

carriers, co}z, ~ n/m*:

1. Doping-induced (or “filling-controlled”) MI transitions, resulting from the
disappearance of the carrier density n

2. Bandwidth-controlled MI transitions, reflecting the divergence of the carrier
effective mass m*

In view of the importance of these two routes to achieving MI transitions in
Mott-Hubbard transitions, it is worth examining how doping and bandwidth
can be more or less independently controlled in ternary TM oxide systems.

1.2.1
Doping (Bandfilling) Control

Doping in the ternary transition metal perovskites AMO; is accomplished via
substitution of divalent cations A’ = Ca, Sr, Ba for trivalent rare earth ions
A, A, xA!MOs, which has the effect of changing an equivalent number of
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transition metal (M) ions from M>* to M**. The principal influence of this
substitution is to dope the system by changing the filling of the 3d band away
from an integer value. Notably, there are also several important peripheral
consequences of this substitution that contribute to the rich phenomena
observed in these systems: First, chemical substitution influences the size and
sign of the M-M magnetic exchange interaction, and hence the magnetic
ordering behavior of the ground state, by altering the M-M distance [6-8].
Second, as discussed in more detail below, chemical substitution effectively
creates an inhomogeneous mixed-valent system A3t AZ*M;* MTO; in the
“doped” regime, making conditions favorable for various forms of electronic
inhomogeneity, including polaronic distortions and charge-ordering.

1.2.2
Bandwidth Control

Control of the 3d bandwidth W in the ternary transition metal perovskites
A,_xA.MOs, is principally governed by variations in the rare earth (A) site.
The perovskite-like AMO; transition metal oxides have a distorted GdFeO;-
type structure (Fig. 1), in which the MOg octahedra are rotated so that the

Fig. 1. (top) AMO; structure. (bottom) The tilted MOg octahedra, as illustrated for the
particular case of the t,, orbital at the M site [74]
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MOM bond angle deviates from the ideal perovskite angle of 180°. This
rotation of the MOg octahedra is caused by the incomplete filling of space in
the unit cell by the rare earth element, A, and is typically quantified by the
so-called “tolerance factor”, t = (dr—o)/v/2(dm—o), Which relates the size of
the rare-earth-oxygen bond length, dr_o, to that of the transition-metal-
oxygen bond length, dy—o (t = 1 in the ideal perovskite structure). Due to the
“lanthanide contraction” of the rare earth ionic radius from the left to the right
side of the periodic table, perovskite transition metal oxides with rare-earth
elements from the left side of the row tend to have larger tolerance factors
than those with A elements from the right side. The principal effect of
decreasing the M—O—M bond angle from 180° (i.e., decreasing the tolerance
factor from 1) is to increase the splitting (U-W) between upper and lower
Hubbard bands, both by increasing the Coulomb energy, U, and by reducing
the M(3d)—O(2p)—M(3d) overlap that governs the 3d conduction bandwidth,
W. Thus, transition metal perovskites with larger rare-earth ions at the A site
tend to exhibit smaller gaps than those with smaller rare earth ions. However,
there are also important collateral effects of the changing bandwidth that
contribute to additional complexity in the physical properties of these systems,
including an increased propensity in the more distorted (smaller bandwidth)
TM perovskite systems for electronic localization, strong electron-lattice
coupling, and charge and/or orbital ordering.

13
Inhomogeneous Electronic Phases in the TM Perovskites

The substitution of divalent cations A’ = Ca, Sr, Ba for trivalent rare earth ions
A in the transition metal perovskite system A;_ A'MO; has the effect of
changing an equivalent number of transition metal (M) ions from M’* to M**,
effectively creating the mixed-valent system A3* A”"M;" M*tO; in the
“doped” regime. In addition to other interesting effects described above, the
inhomogeneous mixed-valent character of the doped 3d transition metal
oxides is conducive to the development of various forms of electronic phase
separation involving the coexistence of metallic and insulating meso-scale
regions [9]. Indeed, the remarkable propensity for electronic phase separation
in certain complex oxides is evolving into one of the most significant problems
in condensed matter physics for two reasons. First, there is growing evidence
that electronic phase separation and charge inhomogeneity may be at the root
of some of the most remarkable phenomena observed in condensed matter
systems, including the unusual normal and superconducting state properties
of the high T. cuprates [10], colossal magnetoresistance behavior in the
manganese perovskites [11-13], and charge-“stripe” formation in the cup-
rates, manganites, and nickelates [14, 15]. Second, this electronic inhomoge-
neity may represent a truly novel state of matter on the cusp between metallic,
semiconducting, and insulating phases, its elucidation demanding a new
paradigm for describing the solid state. Below, we focus on two particularly
interesting and prevalent forms of electronic inhomogeneity observed in the
ternary transition metal oxides.
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1.3.1
Charge-Ordering Behavior

At commensurate bandfillings (i.e., those for which the carrier concentration is
a rational fraction of the transition-metal site density), many of the perovskite-
type 3d transition metal oxides exhibit interesting charge-ordering phenomena
involving the formation of ordered domain walls between spin and charge
degrees of freedom: In three-dimensional La,_,Sr,FeO; (x = 0.67) [16-18],
charge-ordering has been observed with domain walls oriented perpendi-
cular to the (1, 1, 1) direction, while in three-dimensional (La,Pr);_,Ca,MnOs,
charge-stripe domain walls form perpendicular to the (1, 1, 0) direction
[19-21] for commensurate concentrations of x = 1/8, 4/8, 5/8, and 7/8 [22].
Charge-ordering is also observed in layered transition-metal oxides such as
La,_,Sr,NiO, (x ~ 0.135-0.5) [23-25] and La,_,Sr,MnO, (x = 0.5) [26], where
the charge domain walls are oriented along the (1, 1, 0) directions, and in the
layered La,; ¢_4Ndg4Sry,CuO,4 (x = 0.125) system, where charge domain walls
have been observed along the (1,0,0) direction [27, 28]. The stability of charge-
ordered states in transition metal oxides is supported by numerous Hartree-
Fock calculations of single- and multi-band Hubbard models [29-33], which
indicate that while the Coulomb interaction plays an important role in
localizing the charge carriers, both the superexchange interaction [34] and
electron-lattice coupling [30] are influential in stabilizing the charge-ordered
state. Importantly, charge ordering is by no means unique to transition metal
perovskites, and indeed has also been reported in such diverse systems as
Bi,_,K,BiO; [35], Fe;0, [36], and Ti,O, [36].

1.3.2
Small Polaron Formation

Even away from “commensurate” values of the bandfilling, x, the combi-
nation of strong electronic correlations and mixed-valence in the
ATT APTMET M2TO; system is conducive to the development of random
“dynamical” charge and spin disorder in the form of polaronic distortions.
This occurs, for example, in specific instances where one of the transition
metal species is “Jahn-Teller-active”, and hence susceptible to Jahn-Teller
distortions; such is the case for the Mn’* ion in the doped manganites,
A,_xA'MnOs, and the Co3+ ion in 1ts intermediate spin configuration in
LaCoO3, which have (tzg) e and (tzg) e configurations, respectively. However,
“breathing mode”-type diStortions may be even more generally ant1c1pated
in the AJT_ A’”M3+ M*0; family due to the large difference in the ionic size
of the M3 and M ions. Notably, in cases where a large exchange coupling
also exists between the itinerant and localized spins, this intrinsic disorder
also favors the formation of magnetic polarons (or magneto-elastic polarons)
[13], as has been observed in colossal magnetoresistance (CMR) systems
A;_xA'MnO; (x < 0.5) [37-39], La;_,Sr,CoO3 [40], and EuBs [41].

It is the complex interplay among the many properties described above that
spawns the diversity of phenomena observed in the 3d transition metal oxides.
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In the following we describe the insights that optical spectroscopies, most
particularly infrared reflection and Raman scattering, convey about this
interplay and the rich phase behavior exhibited by these materials.

2
Optical Spectroscopic Probes of Strongly-Correlated Systems

Infrared and Raman spectroscopies are extremely effective probes of the
metal-insulator transitions in transition metal oxides. Infrared spectroscopy
provides a measure of the optical spectral weight, ng (~n/m*), which is the
natural order parameter for the Mott transition [5] as it approaches a zero
value for either of the two paths by which a Mott transition is achieved, a
diminution of the carrier density n or a divergence of the carrier effective mass
m*. On the other hand, Raman scattering is useful for simultaneously studying
the evolution of electronic, phonon, and spin excitations, and most partic-
ularly the carrier scattering rate, through various metal-insulator transitions.
Below, we provide some of the salient experimental details regarding these
techniques.

2.1
Reflectance Spectroscopy

2.1.1
Basic Results

One of the most important quantities in the study of materials is the
frequency-dependent complex dielectric response:

8(0) = ar(w) + = a1(0) (1)

where & (w) is the real part of the dielectric function and o,(w) is the
frequency-dependent conductivity, which reflects the rate at which particle-
hole pairs are created by photons of frequency w. The common method for
obtaining the dielectric response of a material is to measure the frequency-
dependent reflectivity R(w) of a material, calculate the imaginary part of the
optical reflectance, i.e., the phase shift function ©(w), from a Kramers-Kronig
transformation of R(w), then use the complex reflectance to compute other
fundamental optical constants such as the optical conductivity, o;(w), loss
function, Im(--1), and the dielectric function &, (w) using standard constitutive

e(w)
relations [42].

2.1.2
Sum Rules

In addition to important optical constants, it is often useful to examine the
integrated spectral weight associated with various optical transitions. The
optical conductivity is constrained by the f-sum rule [42]:
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where n is the total electron density in the material, e is the electronic charge,
m is the free electron mass, and w,, is the plasma frequency. In situations
where intra- and inter-band electronic transitions are well-separated in energy,
it is convenient to define a partial sum rule for the integrated spectral weight
below a frequency w:

2mVea [
Neff(a)) = —zce / g1 (a)’)dw’ (3)
e 0
where (m/m*)Ng(w) is the number of carriers contributing to the optical
conductivity below a frequency @, m/m” is the ratio of the free electron mass
to the effective mass of the partially-filled bands, and Vg is the unit cell
volume. Importantly, Neg() can be related to an effective plasma frequency,
wp :451—32%, and to an effective kinetic energy, K(w) = {—Nefr(), and
hence is a sensitive indicator of either bandwidth- or bandfilling-controlled

metal-insulator transitions [43, 44].

2.1.3
Drude Model

The simplest description of the dielectric function of the mobile carriers in a
metal is the Drude model, which assumes that carriers relax in response to an
electric field via elastic scattering with a rate 7! = *f, where v is the Fermi
velocity and 1 is the carrier mean free path. The corresponding real parts of the

dielectric function ¢, () and optical conductivity o,(e) in the Drude model are:

2
wp T

and g1 ((J)) = Em

(4)

2.2
Wit
e(0) = oo — ——5—
1(0) = e (1+ w??)
Consequently, in the Drude approximation, for the usual case when w, > 1/1,
one expects the following behaviors:

1. The dielectric response is large and negative for w < wp/ /e, is zero at
® = wp/ /¢, and approaches ¢, at high frequencies.
2. The energy loss function has a peak at v = w,//éx.
3. The optical conductivity inZEq. (4) has a characteristic width of 7' and a
@pT __ ne’t

maximum of 4. = % =55 at w = 0.

2.14
Correlation Effects: The Extended Drude Model

The simple Drude model assumes that the sole relaxation channel of the
carriers arises from elastic scattering, and hence ignores correlation and
inelastic scattering effects. In an analysis of the optical response of strongly
correlated materials, the latter can be incorporated by considering an
“extended” Drude model [45] in which the frequency-dependence of the
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effective carrier mass m* and scattering rate y*=1/t* is taken into account. The
frequency dependence of these quantities can be deduced from the measured
real and imaginary parts of the dielectric function (&;(w) and &;(w) = % g, (),
respectively) with the relations

2 5%
m* — 4 ne”y

—_“MNeY  and =22 5
e0(w? + 7*2) me ] ©)

2.2

Raman Spectroscopy

2.2.1
Basic Results

Raman scattering is a two photon process in which a photon changes its
frequency w, wavevector k, and polarization ¢ via scattering from the values
(o1, kg, 1) to the values (ws, ks, &s) while the scattering material experiences a
transition from |i) to |f). The associated photon differential scattering cross
section for this process is [46]:

d?s Viorw?

= e () Sl )o00n 03 - 0

where ((...)) represents a thermodynamic average over the initial states of
the scattering material. The transition susceptibility tensor y in Eq. (6) is the
quantum mechanical analogue of the classical susceptibility, and has the
matrix elements

(y5s]i) = e’ Z[<f|‘°5 'jks|m><m|gl 'j—kl|i> n <f|85 'j_k1|m><m|81 'jks|i>

~ Vosoy [Em — E;i — Foy] [Em — E; + hw)

m

e 85<f|p7q‘i> (7)

masy

g _ _ia-ri [ = hq‘ —1 .
where j, = Zje T (pj —7) -m~"' is the qth Fourier component of the
particle current density operator, and pg :Zj e 9% is the qth Fourier
component of the particle density operator. Thus, the Raman scattering cross
section for a particular excitation is associated with the correlation function of
the dynamical susceptibility at the wavevector q and frequency w of the

excitation. There are two important features to note about the scattering cross
section in Eq. (6) - kinematic and symmetry constraints.

2.2.1.1
Kinematical Constraint

Wavevector conservation in a translationally invariant crystal requires
q = k; — ks (Stokes scattering), which for the usual experimental conditions,
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o < oy and [k| ~ |ks|, can be written |q| = 2|Ky|sin £ to a good approxima-
tion. Consequently, because the range of excitation wavevectors that light
scattering experiments typically probe, 0 <|q| < 3 x 107> A~ [46], is generally
several orders of magnitude smaller than the size of the Brillouin zone
boundary, |kzg| ~ 27/a ~ 1 A™!, Raman scatterlng typically probes only
excitations very near the Brillouin zone center, i.e., |q| = 0. This limitation
is circumvented when wavevector conservation is lost due to disorder, or in
two-phonon or two-magnon scattering, in which the |k| &~ 0 photons create
two single (phonon or magnon) excitations of equal and opposite momenta, q
and —q.

2.2.1.2
Symmetry Constraint

The Raman scattering cross section is also constrained by the selection rules
imposed by the susceptibility tensor in Eq. (6). For example, the transition
susceptibility matrix element (f|y,,|i) is nonzero only if the decomposition
of the direct product I'f ® I', ® I'; contains the totally symmetric repre-
sentation, I';, where I'; and I'y, are the irreducible representations of the
initial and final states of the scattering medium, respectively. Additionally,
the induced polarization P, the susceptibility tensor y, and the incident field
E;, P = yE, must be covariant under all spatial transformations of the
scattering medium, and hence an excitation must have a symmetry
contained in the decomposition of I';, ® I'py (PV = polar vector) to be
“Raman-active”.

2.2.2
Phonon Scattering and Resonance Effects

When considering light scattering from phonons or spins, one generally treats
the electron-phonon or electron-spin interaction as a perturbation and
calculates the relevant scattering cross sections using third- or higher-order
perturbation theory [46].

Note also that the second- and higher-order terms in the scattering
cross section (Eqgs. 6 and 7) involve transitions to virtual intermediate states
that contribute energy denominators of the form (E,, — E; — hwy) and
(Em — Ei + hws). As a result, “resonant enhancements” of the scattering cross
section occur when the incident photon energy hw; approaches the energy
difference between initial and intermediate states due to the vanishing of the
energy denominator. In particular, the low temperature phonon Raman

scattering intensity is given by Spn(w) ~ (£ ) ’ ? [47], and thus the phonon

Raman intensity reflects the degree to Wthh the phonon mode’s atomic
displacement Q modulates the dielectric response ¢ at the laser frequency .
Consequently, studies of the resonant Raman intensity of various excitations
can be particularly useful for exploring the coupling between these excitations
and the electronic bands in complex oxides [47-49].
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223
Raman Scattering from Conduction Electrons

Raman scattering from conduction electrons has evolved as a powerful probe
of metal-insulator transitions in strongly correlated systems, as evidenced by
recent studies of charge gap development in “Kondo Insulators” [50-52] and
charge-ordering systems [53], and of scattering rate changes across insulator
(or semiconductor/semimetal) to metal transitions in bandfilling-controlled
[54] and “colossal magnetoresistance” [39, 41, 55] systems. Electronic Raman
scattering distinguishes itself from more conventional optical probes of metal-
insulator transitions such as infrared reflectivity in that it (a) affords a means
of simultaneously probing changes in the spin-, lattice-, and electronic-
degrees-of-freedom, (b) provides a means of studying changes in the
scattering rate associated with different scattering channels, (c) is sensitive
to low carrier density phases, which is of particular utility in mixed-phase
regimes of various complex oxides, and (d) lends itself to sophisticated
techniques useful for exploring the low frequency charge dynamics across
metal-insulator transitions, including pressure, magnetic-field, and time-
resolved (pump-probe) studies.

Raman scattering from conduction electrons is associated with the
correlation function for an effective density p:

d’c r2 (ws\ (ng o
=90 (= . dt el ~+ 05
dQdws 27 <w1> <n1> /m te"”(pq(t)pe(0)) (8)
where
ﬁq = Z Vnkc;rlkJFq_Ucnkﬁa (9)
nk,o

¢’ and c are the electron creation and annihilation operators, respectively,
r, = e*/mc? is the Thomson radius of the electron, n is a band index, and y,
is the electron-photon Raman scattering “vertex”. Importantly, when the
incident and scattered photons are non-resonant, i.e., far from a real electronic
transition, the Raman scattering vertex y,, in Eq. (9) is related to the inverse
effective mass tensor p~":

m dzEnk
Vo = € - — + € = M E5i ———— & 10
))nk 1 U S Z}: Si thkIko Tj ( )

Within this “effective mass approximation”, the electronic Raman scattering
cross section in Eq. (8) can be associated with effective mass fluctuations
around the Fermi surface, the different symmetry components of which can be
experimentally selected by varying the scattering geometry (& and &) in the
Raman experiment.

Absent Fermi surface anisotropy or an appreciable contribution from
interband transitions, the Raman scattering cross section in Eq. (8) corre-
sponds to scattering from ordinary density fluctuations, and consequently
is proportional to the dielectric loss function [56], %d“wg ~ [n(w) + 1]
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qZIm[m]. Because the long-range Coulomb interaction pushes most of
the spectral weight associated with density fluctuations up to the plasma
frequency, in an isotropic electron gas one expects a significant Raman
response at w, due to plasmon scattering, but a very weak low frequency
(intraband) electronic scattering response. On the other hand, in materials
with a complex Fermi surface (such as the transition metal perovskites), for
example due to an anisotropic or multi-sheeted Fermi surface, the intraband
electronic Raman scattering intensity can be quite strong, as it is dominated in
this case by mass fluctuations that do not involve a net change in the charge
density, and hence are not screened by the long-range Coulomb interaction.
Kosztin and Zawadowski [57] have also noted that strong intraband electronic
Raman scattering in complex metals requires impurity scattering, inelastic
scattering, or strong electron-electron interactions to take up the momentum
in the electronic scattering process. Ipatova et al. [58] first pointed out that in
the presence of such strong scattering, the electronic mean free path is
generally shorter than the optical penetration depth,1 < § ~ q~'; consequently,
the intraband electronic Raman scattering cross section in this case does not
have a cutoff at i = qvy, but is instead described by a “collision-dominated”
response [59]:

C()FL

St(w) ~ [n(w) + I]M\zm
L

(11)
where S;(w) is the scattering response in channel L, I'y is the carrier scattering
rate in channel L, and the amplitude factor |y;|* is the square of the Raman
scattering vertex projected onto that channel. Note that this Raman spectral
response is quite similar to the Drude optical conductivity in Eq. (4) - however,
while the prefactor in the latter is a scalar quantity related to the plasma
frequency, the prefactor in Eq. (11) is a symmetry-dependent factor related to
the effective mass tensor. Consequently, by measuring the intraband Raman
scattering response in different scattering geometries, one can isolate the
carrier scattering rates associated with different scattering “channels”, L. There
is, on the other hand, no sum rule on the intraband Raman scattering response.

In the absence of strong electron-electron correlations or inelastic scatter-
ing, the carrier scattering rate is generally taken to be frequency-independent,
=1/t + qu, where 7 is the carrier scattering time and D is the diffusion
constant [58, 60]. However, for strongly-correlated systems, the scattering
response in Eq. (11) can be “extended” in a manner analogous to the
“extended Drude model” by using a frequency-dependent scattering rate,
I' ~ I'(w, T) in Eq. (11). Typical examples in which this has been done have
included the electronic Raman scattering response in Sr,La;_,TiOs [54], the
“colossal magnetoresistance” manganese perovskites [39], and EuBg [41],
all of which have been described by the response function in Eq. (11) with a
“Fermi liquid” scattering rate given by I'(w, T) = T'o(T) + aw?®, and the
electronic scattering response in the cuprates, which is commonly described
using Eq. (11) with a scattering rate given by the Marginal Fermi liquid form,

(0, T) = ay/w? + f*T? [61, 62].
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3
Metal-Insulator Transitions in the Perovskite-Related Oxides

3.1
Doping-Induced Metal-Insulator Transitions

3.1.1
A;_A.TiO; and A,_,A.VO;

The optical properties of several V—O and Ti—O perovskites have been
investigated as a function of bandfilling, including La; ,Sr,TiO; [63],
A,_,Ca,TiO; where A=La, Pr, Nd, Sm, and Y [64, 65], La;_,Sr,VO; [66],
La,_,TiOs [67], and Y, ,Ca,VO; [68]. All of these compounds have end-
members that are simple band metals or insulators for x = 1 (with 3d° (tzg)0
in SrTiO; and CaTiO;, and with 3d" (ty,)' in SrVO; and CaVO;), but are
correlation-gap systems for x = 0. Due to their more extended 3d wavefunc-
tions and smaller electron affinities, the V—O and Ti—O systems have larger
O(2p) — Ti/V[3d(t,g)] charge-transfer energies than Mott-Hubbard energies,
U < Acr, and hence are Mott-Hubbard systems. Typical energy scales
reported for some of these compounds are listed in Table 1.

3.1.1.1
Spectral Response

The optical response of the ATiO; family (A = rare earth) is characterized
by [69]: a low frequency gap in the optical conductivity; a strong optical
absorption near 4 eV in ATiO;, associated with O(2p) — Ti(3d) charge
transfer transitions; and a mid-infrared absorption near 2 eV in ATiO; that
systematically increases in energy as the bandwidth W decreases. The latter
has been attributed to an optical transition between the filled lower and empty
upper Hubbard subbands [67], which increases in energy ~(U - W) with
decreasing bandwidth W. With increased doping into the metallic phase, the
low frequency optical conductivity develops a Drude-like response that can be
reasonably fit using an “extended” Drude model. This Drude-like response can
be alternatively described with the sum of a small Drude contribution near
® =0, and a dominant incoherent contribution that extends to high
frequencies (~1 eV) with a frequency dependence that scales roughly like
1/w [70].

Table 1. Electronic parameters for various titanium and vanadium perovskite systems

Material U Acr w References
LaTiO3 ~0.2 eV ~4.3 eV 2.45 eV 63-65, 67
YTiO; ~0.8 eV ~4.3 eV 2.04 eV 64, 65

Lag 4Y6Ti05 ~1 eV ~4.3 eV 2.2 eV 74
Y0.4Cao.6TiO3 ~1 eV ~4.3 eV - 64, 65

YVO, ~1.5 eV ~4.3 eV - 68
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In the Ca;_,Sr,VO; system, Makino et al. report several noteworthy optical
features observed at all values of x [71]. First, the O(2p) — V(3d) charge
transfer absorption band is observed near ~4 eV. Second, two mid-infrared
optical features are observed below the charge-transfer band, one near
~1.7 eV, which is identified as the transition between the quasiparticle band
and the upper and lower Hubbard bands at U/2, and a second near ~3.5 eV,
which is identified as the transition between upper and lower Hubbard bands,
U. This interpretation is consistent with the spectral features predicted in
calculations of the infinite-dimensional Hubbard model [72], and also with a
recent interpretation of the optical data of (Ca,Sr)RuO; [73]. Finally, the low
energy optical response of the Ca;_,Sr,VO; system is dominated by a
Drude-like response, which can be fitted using an “extended” Drude model
with m*/m, ~ 3-4.

3.1.1.2
Spectral Weight Redistribution

One of the most dramatic consequences of increased bandfilling (i.e.,
increasing x) on the optical response of Mott-Hubbard perovskites such as
Y, ,Ca,VO; [68], La, ,Sr,VO, [66], Y; .Ca,TiOs; [65], LaTiOs,s [74],
La, ,TiOs [67], and A, ,Ca,TiO; [64], is the rapid transfer of spectral
weight from above the Mott-Hubbard gap to low frequencies (Fig. 2), which
causes low frequency spectral weight below the Mott-Hubbard gap (N.g) to
develop much more rapidly as a function of x (=p =1 —n, in Fig. 2a)
than one expects in a simple doped semiconductor, N~ x. This
remarkable behavior reflects two related effects of increased doping (x)
away from the Mott-Hubbard insulating phase: (i) a systematic decrease in
the mass enhancement factor A(x) (=F) = m*/m — 1 (right bottom panel,
Fig. 2) of the carriers, and a corresponding increase in the effective number
of carriers, Neg ~ (4nne?/m*e,,) (left bottom panel, Fig. 2), as one dopes
away from the insulating phase, and (ii) a systematic reduction of spectral
weight well above the Mott-Hubbard gap, reflecting a collapse of the gap
with increased doping. Importantly, the suppression of low frequency
optical spectral weight, and its concomitant transfer above the Mott-
Hubbard gap, is well-described by numerous calculations of the optical
conductivity for the two-dimensional t-] and Hubbard models [75-82],
which predict not only a spectral weight transfer with doping, but also a
substantial incoherent contribution to the optical conductivity which may
be related to an ubiquitous “mid-infrared” absorption observed in the
cuprates, titanates, and vanadates. It should also be noted that the
anomalous spectral weight redistribution is not unique to Mott-Hubbard-
type perovskites, as similar behavior has also been observed in optical
measurements of charge-transfer systems such as the high T. cuprates
[83-88] and La;_,Sr,CoO5 [89].

Two additional interesting features of spectral weight redistribution specific
to the Ti and V perovskites should be mentioned. First, the spectral weight
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Fig. 2. (top) Optical conductivity spectra of La,_,Sr,TiO; and Y,_,Ca,TiO; as a function of
changing bandfilling n (=1 — x) (from [74]). (bottom) Effective number of carriers Ns as a
function of x for Y, ,Ca,TiO; (left) and effective mass parameter F = m*/m — 1 as a
function of bandfilling (right) [65]

redistribution in the titanates occurs across a fixed point just above 1 eV in the
optical conductivity (i.e., an “isosbetic point”), suggesting that low frequency
spectral weight in these systems evolves with doping at the expense of spectral
weight associated with Mott-Hubbard gap excitations. By contrast, no such
fixed point is observed in the vanadates, suggesting that spectral weight is
transferred from higher energies near the CT gap region [70]. The origin of
this difference is not well-explained in Hubbard model calculations. Second,
the spectral weight below the isosbetic point increases linearly with doping in
the titanates [64], in agreement with predictions of the infinite-dimensional
Hubbard model [70, 90] for the Drude weight. However, as discussed above,
the low frequency spectral response is not strictly Drude, and indeed may
be dominated by an incoherent charge response, and hence a meaningful
comparison of the data with model calculations demands more theoretical and
experimental investigation.
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Interestingly, the enhancement of electronic correlation effects with
increased electron doping in the titanates is also manifest in the evolution
of the carrier response as x — 0. For example, fits of the low frequency Drude
response of La;_,Sr,TiO; using an extended Drude model illustrate that the
effective carrier mass m* and scattering rate y* acquire an increasingly strong
frequency dependence with increased electron doping (i.e., as x — 0),
reflecting an increase in electronic correlations [63]. This trend is also
apparent in Raman scattering measurements of La;_,Sr,TiOs; [54], which
exhibit an electronic Raman scattering response consistent with a “collision-
limited” response function (Eq. 11) and a doping-dependent frequency-
dependent rate, I'(w, T) = To(T) + aw? (Fig. 3). In the band metal Lag;Sro.
TiOs, the electronic Raman response is characterized by a diffusive response
with a single, frequency-independent scattering rate (o = 0). However, as
additional La is added toward the Mott-Hubbard end-member LaTiOs, there is
an increased flattening of the electronic scattering spectrum that is attributable
to a systematic increase in carrier effective mass m* (i.e., the “correlation
parameter” o), similar to that inferred from measurements of the Pauli
paramagnetic susceptibility, the T? coefficient of the resistivity, and the
specific heat [91] (bottom, Fig. 3).

3.1.1.3
Phonon Effects

Katsufuji and Tokura have reported that the enhancement of the carrier
effective mass with hole doping in the titanates is also reflected in the Raman
active optical phonons [92], which show a dramatic increase in intensity
through the insulator to metal transitions of both La;_,Sr,TiO; and
Y, xCa,TiO;. This behavior was attributed to an enhanced dynamical
modulation of the dielectric response, de/dQ, by the A, bending mode above
the insulator — metal transition [92]. However, it should be noted that in
another study of the RTiO; system, Reedyk et al. find no evidence for a
diminution of phonon intensity in the insulating phase [93]. Thus, the impact
of the MI transition on the phonons in bandfilling systems such as the titanates
and vanadates remains uncertain, and further investigation and clarification of
this issue is needed.

3.1.1.4
Electronic Inhomogeneity

The presence of electronically inhomogeneous phases near the MI transition of
the titanates and vanadates has not been as carefully explored as in other
perovskite systems, particularly the manganites, although there are some
suggestive results that motivate a more complete investigation in these
systems. For example, both the titanates and vanadates exhibit an increase in
optical spectral weight as a function of increased doping that presages the MI
transition measured via the d.c. conductivity [64]. This behavior appears to be
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Fig. 3. (top) Electronic Raman scattering spectra of Sr;_,La,TiO; as a function of bandfilling
x. (bottom) The w?* coefficient, o, of the scattering rate I" as a function of bandfilling x,
reflecting the increasing effective mass enhancement with x [54]

indicative of multiphase behavior on the insulating side of the MI transition,
wherein small metallic domains nucleate in the insulating background as
precursors to the bulk MI transition. Interestingly, Choi et al. also reported
evidence that metallic domains develop, and eventually percolate, in the
insulating phase VO, films as the temperature is increased toward the MI
transition [94], suggesting further that multiphase behavior may be a common
feature of MI transitions in vanadium- and titanium-oxide systems. More
detailed investigation is needed to better examine this issue.
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3.1.2
High T, Cuprates

It is now well known that high T cuprate perovskites such as La,_,Sr,CuO,4 and
YBa,Cu;0;, exhibit a rich phase diagram as a function of doping (top, Fig. 4),
including [95]: (i) a spin = 1/2 antiferromagnetic charge-transfer insulator
phase (T ~300 K) with the spinslocalized primarily on the Cu** ions, and with
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Fig. 4. (top) Phase diagram for high T. cuprates. (bottom) Optical conductivity spectra
(left) and effective number of carriers Neg (right) of La,_Sr,CuO, for various x [84]
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Table 2. Electronic parameters for various cuprate systems

Material U Act ] References
La,Cu0, 8-10 eV ~2 eV 136 meV 84, 97
YBa,Cu;04 8-10 eV 1.75 eV 120 meV 83, 96

a charge transfer gap of Act ~ 1.75 eV [83, 84, 96] and a Cu-Cu superexchange
coupling of ] ~ 120-140 meV [97-101] (Table 2); (ii) an underdoped “metal-
lic” phase, which includes a temperature regime in which short range
antiferromagnetic fluctuations, and perhaps even charge “stripes”, develop in
the CuO, planes, and a lower temperature regime characterized by the presence
of a pseudogap in the charge and spin density of states; (iii) an optimally-
doped superconductor region; and (iv) an overdoped region which exhibits
Fermi liquid (FL) low temperature properties. In this section we will be primarily
interested in the optical properties characteristic of the first two regimes.
Optical measurements of the high T. cuprates reveal several interesting
consequences of doping away from the Mott-Hubbard insulator phase:

3.1.2.1
Spectral-Weight Transfer

In both electron-doped compounds Pr,_,Ce,CuO, [83] and Nd,_,Ce,CuO, [84]
and hole-doped compounds La,_,Sr,CuO, [84] and YBa,Cu30¢,x [96], doping
results in a dramatic redistribution of spectral weight from high frequencies
(~1.5-3 eV, i.e., the charge-transfer gap region, in the case of the cuprates) to
the far- and mid-infrared regions, similar to that observed in other complex
oxide systems such as Y,_,Ca,VO; [68], Y,_Ca,TiO; [65], and La,_Sr;CoO;
[89]. As shown in Fig. 4 (bottom) for the case of La,_,Sr,CuO,, the collapse of
the charge transfer band with doping causes low frequency spectral weight, Neg;,
in the cuprates to develop much more rapidly than expected from the dopant
concentration x, similar to the behavior in the titanates and vanadates (see
Sect. 3.1.1). An anomalous transfer of spectral weight is also evident in
electron-energy-loss (EELS) [85], X-ray absorption (XAS) [86, 87], and
resonant photoemission [88] measurements of high T, cuprates.

As discussed in Sect. 3.1.1, the anomalous increase of low frequency
spectral weight in the optical conductivity with doping is not expected in a
simple semiconductor; it reflects the diminution of electronic correlations and
the associated effective mass enhancement with doping in these systems [75-
80]. One interesting point to note is the similarity between the doping-induced
spectral weight transfers observed in electron- and hole-doped cuprates [83].
Electron-doped charge-transfer systems are expected to exhibit a transfer of
spectral weight with doping akin to that predicted in calculations of MH
systems, since the electrons are doped primarily onto the Cu site (i.e., the
upper Hubbard band). However, as holes introduced by doping are known to
have chiefly oxygen character in the cuprates, and hence have little influence
on the upper Hubbard band in the absence of O(2p)-Cu(3d) hybridization, the
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anomalous spectral weight transfer observed in hole-doped cuprates appears
to defy this picture. However, calculations by Eskes et al. conclude from this
[77] that there is substantial O(2p)-Cu(3d) hopping in these systems which
cause the spectral weight transfer in hole-doped charge-transfer systems to
mimic that in electron-doped systems.

3.1.2.2
Evidence for Charge/Spin Inhomogeneity Near the MI Transition

A second interesting consequence of doping across the MI transition in the
high T. cuprates appears to be the development of some form of charge- and
spin-inhomogeneity just above the MI transition, i.e., in the “bad” metal
phase. The former is suggested by the appearance of a mid-IR band that is
distinct from the Drude-like response in the optical conductivity, which
appears to be indicative of some form of strong charge-localization in the
“bad” metallic phase of the cuprates. However, the specific nature of the mid-
IR band is still controversial [102, 103], and has been variously attributed to a
“shake-off” type process involving carriers dressed with spin-fluctuations
[79, 81, 104, 105], excitations out of a shallow impurity band [96], and
photoionization of small-polarons [106].

Importantly, there is now significant evidence from neutron diffraction
studies of La; ¢_4Ndg 4Sr,CuO,4 (x ~ 0.15, 0.2) [107], as well as from neutron
scattering [108] and nuclear magnetic resonance [109] measurements of
overdamped spin fluctuations in the underdoped cuprates, that spin-stripe
order persists into the “bad” metal phase of the cuprates and indeed may
coexist with superconductivity. Raman scattering studies of two-magnon
spectra as a function of doping in several high T. cuprates also appear to
suggest that antiferromagnetic correlations with a spatial extent of several
lattice constants survive into the underdoped metallic phase [110-112],
perhaps revealing additional evidence for some form of short-range spin-
ordering; however, due to the ephemeral nature of charge- and spin-stripe
order in the cuprates, optical and Raman scattering measurements of ordering
phenomena in these systems are currently inconclusive on this issue.
A g-dependent optical probe such as inelastic X-ray scattering, however,
holds more promise for investigating ordering phenomena in the high T,
cuprates as well as in other charge- and spin-ordering systems such as the
manganites, ferrites, and nickelates.

3.1.2.3
Evolution of the Strongly Correlated Carrier Response

At large doping values, i.e., for the highest T. values, the mid-IR and Drude-
like responses of the high T, cuprates eventually merge into what appears to be
a single Drude-like response (Fig. 4b). Under the assumption that this
response is comprised of only a “single-component” response, an extended
Drude model is necessary to fit the data. This assumption, in turn, leads to the
conclusion that the carrier mass is frequency-dependent, and that the carrier
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scattering rate has a linear-in-w frequency-dependence that is consistent with
various models [113, 114] of the unconventional normal metallic state of
the cuprates [84, 96, 103, 115]. Notably, however, one cannot rule out the
possibility that this Drude-like response near optimal doping is actually
comprised of “two-components”: a Drude-band and some remnant of the
mid-IR response [96].

3.1.24
Incoherent — Coherent c-axis Transport Crossover

The layered high T. superconductors are among the most anisotropic
materials known, exhibiting resistivity ratios p./p., in the range ~10%-10°
[116]. By comparison, the anisotropies of layered dichalcogenides such as
2H-NbSe,, 4Hb-Ta$,, and 2H-NbS, range from p./py ~ 10" to 10°. Most
remarkably, while ab-plane transport and optical measurements of high T,
superconductors are indicative of metallic behavior above the in-plane metal-
insulator transition, the c-axis transport and optical response are characterized
by non-metallic charge transport throughout most of the phase diagram. Of
particular interest to an examination of metal-insulator transitions in complex
oxides is the fact that the transport [117, 118], electronic Raman scattering
[96], and optical [96, 116] measurements of La, ,Sr,CuO, and perhaps
YBa,Cu;304,, demonstrate a crossover from incoherent to coherent c-axis
charge transport at a doping level well above the in-plane MI transition,
reflecting a crossover from quasi-two-dimensional to three-dimensional
metallic behavior. Significantly, quasi-two-dimensional metallic behavior at
high temperatures, and a temperature-induced crossover between incoher-
ent — coherent c-axis transport below Ty ~ 130 K, is observed in the layered
ruthenate system Sr,RuQO, [119] (see Sect. 3.2.3); however, the high T, cuprates
are distinguished by the fact that two-dimensional metallic behavior is
observed essentially over the entire temperature range, at least in the
underdoped metallic phases. A more detailed discussion of c-axis properties
in high T, cuprates is beyond the scope of this article, but it should be noted
that a number of open questions regarding c-axis crossover behavior in the
high T. cuprates remain, including the nature of the relationship between
the incoherent c-axis response of the high T. cuprates and (a) high T,
superconductivity and (b) the unconventional normal state properties (e.g.,
pseudogap behavior [120]).

3.13
Ba,_,K,BiO; and BaPbBi;_,0;

The optical properties of bismuthates such as Ba;_,K,BiOs; and BaPb,Bi;_,O;
provide an interesting comparison to those of complex transition metal
oxides because they exhibit many spectral features similar to those observed in
transition metal perovskites, including a broad redistribution of spectral
weight through the doping-induced MI transition [121, 122], and a possible
real-space ordering of holes in the insulating phase [35].



Optical Spectroscopic Studies of Metal-Insulator Transitions in Perovskite-Related Oxides 183

The normal-state phase diagram of the bismuth perovskites, Ba;_4K,BiO3
and BaPb,Bi;_,O;, is characterized by a doping-induced metal-insulator
transition near x = 0.35 [123] and y = 0.70 [124], respectively, which coin-
cides with a tetragonal-to-orthorhombic structural change. There are several
unresolved questions concerning this system. First, while the undoped
material BaBiO; has one electron per unit cell, and hence is naively expected
to be a metal, optical measurements show that the parent compound is in fact
insulating [121, 125, 126]. Early tight-binding calculations suggested that the
insulating behavior at half-filling (x =y = 0) is associated with the near-
perfect nesting of the electron and hole Fermi surfaces in these systems, which
favors a commensurate three-dimensional charge-density wave (CDW), and a
consequent opening of an insulating gap at the Fermi surface [127-129].
However, more recent band structure calculations indicate that the observed
breathing-mode lattice distortions [123, 130] are by themselves not sufficient
to cause the measured gap in the density of states, suggesting that electronic
correlations must also be taken into account. Second, the observed persistence
of semiconducting behavior away from half-filling is not explained by tight-
binding models, which instead predict metallic behavior in the doped phase
due to the lifting of the nesting degeneracy and the resulting destabilization of
the CDW state. Several explanations have been proposed to account for the
persistence of insulating behavior away from half-filling, including chemical
ordering waves [131], site potential differences [132], real-space electron
pairing (small bipolarons) [133-135], and ordering of localized holes [35].

3.1.3.1
Doping Dependence of the Optical Response

Optical and Raman scattering measurements of Ba;  K,BiO; and
BaPb,Bi,_,O; reveal several interesting features as a function of doping. The
insulating phases are dominated by a broad peak in the optical conductivity
near w, ~ 1 eV in Ba; K;BiO3; and w, ~ 2 eV in BaPb,Bi,_,0O3, associated
with excitations across the fundamental charge gap (top, Fig. 5). Gap
development and the doping dependence of the optical spectra in the
bismuthates have been variously interpreted in terms of bipolaron formation
[136-138], Peierls-type “bond-order” CDW formation associated with the
development of inequivalent Bi—O bonds [121], and “site-diagonal” CDW
formation associated with the development of inequivalent Bi** and Bi’* sites
[126]. These low temperature “charge ordered” states are reminiscent in
certain respects of charge ordering phenomena observed in certain transition
metal perovskites (see Sect. 3.4); however, it should be noted that, in contrast
with the case of the bismuthates, magnetic interactions appear to play a key
role in charge ordering behavior of the latter [34, 70]. All of these
interpretations are consistent with Raman scattering studies showing that
the intensity of the 570 cm™ Bi—O breathing mode phonon increases
dramatically (i.e., is “resonantly enhanced”) as the excitation wavelength is
tuned through the charge gap energy in BaBiO; [49, 125], illustrating that
breathing mode distortions play an important role in the insulating behavior.
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Fig. 5. (top) Optical conductivity spectra. (bottom) Absorption maximum,
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n/m*(~Ne), and mass enhancement factor, 4, of Ba;_,K,BiO; for various x [136]

Figure 5 (top) shows that adding carriers to the insulating phase leads to a
doping-induced MI transition near x ~ 0.35 in Ba;_,K;BiOs3, as evidenced in
the optical data by [121, 125, 126, 136, 137, 139-141]: (i) the development of a
Drude-like response, (ii) the dramatic decrease of the peak energy of the
fundamental absorption w,, (iii) a decrease in the low frequency optical
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spectral weight N, and (iv) a decrease in the mass enhancement factor
A=m"/m -1 (bottom, Fig. 5). It has been argued recently [136] that a
substantial amount of optical spectral weight appears to be tied-up in an
incoherent spectral contribution, which militates against a conventional CDW
description, and favors instead a bipolaronic (local CDW) description of gap
formation in the bismuthates, wherein pairs of charge carriers strongly localize
on a single site due to their strong interaction with the lattice. It is interesting
to note in this regard that studies of the attractive-U Hubbard model by Eskes
and Oles [122], which is argued to be appropriate for the bismuthates, has
several features consistent with the bipolaron picture and with the observed
spectral response of the bismuthates: a strong redistribution of spectral weight
with doping, similar to that predicted by the negative-U Hubbard model (and
observed also in the bismuthates, cuprates, titanates, and vanadates), a large
incoherent contribution to the spectral response, and a proclivity for local
pairing interactions. More theoretical investigation is needed to explore the
compatibility of these interpretations.

3.2
Bandwidth-Controlled Metal-Insulator Transitions

As discussed previously, metal-insulator transitions can be induced by
controlling the bandwidth, as well as the bandfilling, and a number of studies
of perovskite-related oxides have examined the nature of metal-insulator
transitions achieved via this route.

3.2.1
Ay_ALTi0; and A,_,A.V0;

3.2.1.1
Spectral Weight Redistribution

Numerous optical studies have examined the influence of electronic corre-
lations, U/W, on the metal-insulator transitions of Ti- and V-based Mott-
Hubbard systems by varying the bandwidth W at fixed values of the bandfilling.
For example, photoemission and optical studies have examined the effects of
decreasing bandwidth (increasing electron correlations U/W) on the spectral
response of the YTiO; — LaTiO; — SrVO; [142] and SrVO; — CaVO; [71,
143, 144] series. The principal result of these studies is that spectral weight is
systematically transferred from the coherent quasiparticle part of the spectral
response near Ep to the incoherent contribution of the spectral response
(associated with transitions across the Hubbard gap) as a function of increasing
electronic correlations, U/W. As in the case of bandfilling-controlled Mott
transitions, this trend reflects an increase in the effective mass m* as the system
approaches the Mott transition from the metallic side [145], and is in agreement
with the results of dynamical mean-field calculations of the Hubbard model [70,
146]; importantly, however, the experimental results do not show a narrowing
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of the quasiparticle band with increasing U/W that is also predicted in these
calculations.

The remarkable doping-induced redistribution of optical spectral weight
discussed previously has also been investigated in both the (La,Y)TiO; [74]
and A;_,Ca,TiO; (A = La, Pr, Nd, Sm, and Y) [64] systems as a function of the
electronic correlation strength, U/W. Two interesting effects of increasing the
electronic correlation strength on the optical spectra of Mott-Hubbard
systems were noted in these studies. First, the optical gap 2A in A,_,Ca,TiO;
was found to increase linearly with increasing U/W [64], which is a trend
similar to that observed in optical studies of La,Y; ,TiO; [74] and V,0; [147,
148]. Second, the rate at which spectral weight is transferred from above the
Hubbard gap to low frequencies as a function of doping (see discussion,
Sect. 3.1.1) decreases with increasing electronic correlation strength (U/W):
dNeg/dp = 0.93 in La,_,Sr,TiO; and dNgg/dp = 0.21 in Y, ,Ca,TiO; [74]
(Fig. 6), where N is the integrated optical spectral weight below ~1-1.5 eV
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Fig. 6. (top) Hole-concentration p (=1 — x) dependence of the effective number of carriers
N for La;_Sr,TiOs and Y;_,Ca,TiO; [74]. (bottom) The parameter C~' as a function of
the electron correlation strength, W™, where C is the rate at which the Drude-like response
changes with bandfilling [64]
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and p is the hole concentration (by comparison, the rate of change in the
cuprate system La, ,Sr,CuO, is much larger [84], dN.«/dp = 1.6, possibly
reflecting the two-dimensional nature or the charge-transfer type gap of the
cuprates). Interestingly, in the A,_,Ca,TiO; (A = La, Pr, Nd, Sm, Y) system,
the rate (C) at which this doping-induced transfer occurs diverges as U/W
approaches the critical value for the Mott-Hubbard transition, (U/W). (Fig. 6)
[64], presumably reflecting the divergence of the (normalized) carrier effective
mass m* with doping as the MI transition is approached [5, 73]:

L, Wy

m - (U/W):

(12)

Katsufuji et al. used their results to estimate the critical value of the
bandwidth-controlled Mott-Hubbard transition, (U/W). ~ 0.97, in the
A,_,Ca,TiO; system. This value is below that estimated from quantum
Monte Carlo simulations of the half-filled single band Hubbard model [72],
(U/W), ~ 1.5; however a proper comparison between theory and experiment
requires more careful consideration of both orbital degeneracy [149], which
increases the critical value (U/W),, and the deviation of the system from half-
filling [150]. It is also worth noting for comparison that Ahn et al. estimate a
value (U/W). ~ 2.7 from their measurements of the (Ca,Sr)RuOj; system [73].

3.2.1.2
Phonon Effects

Recent Raman scattering studies of the RTiO; (R = rare earth) series by
Reedyk et al. [93] also found that certain optical phonons, particularly the
Ti—O bending mode near 300 cm ™', exhibit a dramatic increase in energy and
asymmetry with decreasing bandwidth. Interestingly, this trend in the phonon
response appears to be correlated with an increase in the observed electronic
Raman continuum intensity, a fact which appears to suggest that both features
are connected to the systematic increase in the orthorhombic distortion.
However, more detailed analysis of both the electronic (in particular, the
Raman scattering vertex (Eq. 10)) and phononic scattering response (e.g.,
phonon self-energy effects) is necessary to determine to what extent these
trends reflect enhanced electronic correlation effects as opposed to mere
changes in electronic structure.

3.2.2
ANiO;

One of the best examples of a bandwidth-controlled MI transition is that
exhibited by the ANiOj; series (A = rare earth). As shown in Fig. 7, the ANiO;
compounds with A = Sm, Eu, Nd, Pr are low-Acr metals with temperature-
induced MI transitions: ANiO; compounds with intermediate values of the
tolerance factor (t), i.e., A = Sm, Eu, have MI transitions that are substantially
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Fig. 7. Phase diagram for ANiO; (A = R = rare earth) as a function of tolerance factor and
ionic radius of the rare earth ion [151]

higher than their respective antiferromagnetic ordering temperatures, while
the transition to the AF insulating phase coincides with the MI transition
in large-t ANiO; materials, A = Nd and Pr. The bandwidth-controlled MI
transition in the ANiO; system has been attributed to the straightening of
the Ni—O—Ni bond, and the consequent closing of the charge transfer gap,
as a function of increasing rare-earth ionic radius (i.e., increasing tolerance
factor, t), decreasing temperature [151], and increasing pressure [152, 153].
Indeed, neutron scattering studies have shown that the MI transition in this
system is accompanied by an increased tilt of the NiOs octahedra, and an
associated ~0.5° decrease in the Ni—O—Ni bond angle [154]. Furthermore,
optical studies by Arima and Tokura [155] reveal a clear gap in the optical
conductivity for low-t materials YNiO; and SmNiO;, but a finite (albeit non-
Drude) low frequency conductivity in the high-t materials NdNiO; and
LaNiOs. Notably, the ANiO; series has the low-spin S = 1/2 configuration tggeé,
and hence the AF insulating phase of some ANiO; compounds may involve
orbital ordering associated with the orbital degeneracy of this state [156];
however, no evidence for Jahn-Teller distortions has been reported for these
systems thus far [70].

3.2.2.1
Optical Response

The optical response of both LaNiO; [4] and NdNiO; [157] have been
reported. For reasons discussed above, the former is a paramagnetic metal
at all temperatures while the latter transforms from a paramagnetic metal
phase at high temperatures to an antiferromagnetic insulating phase below
Tx ~ 200 K. The high temperature optical conductivity of both compounds is
characterized by three key features (Table 3): (i) a high frequency peak near
~10 eV which has been attributed to O(2p) — A(5d/4f) transitions (A = rare
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Table 3. Electronic parameters for the nickel perovskite system

Material Act 2Aspw w References

(La/Nd)NiO; =1eV ~0.3 eV - 4, 157

earth); (ii) a constant conductivity between 1-5 eV, which is likely attribut-
able to O(2p) — Ni(3d) charge transfer excitations [4]; and (iii) a Drude-like
response below 1 eV. Importantly, the Drude-like response in NdNiOj; is not
described well by a simple Drude response (Eq. 4) [157]; nor is a fit of the
measured response using a “single-component”, extended Drude model
(Eq. 5) satisfactory, as such a fit requires the frequency-dependent scattering
rate I'(w) to have values for which the quasiparticles are not well-defined, i.e.,
I' > . Instead, the non-Drude low frequency response may reflect a strong
overlap between the intraband response of the itinerant 3d carriers and the
broad conductivity associated with the O(2p) — Ni(3d) CT excitations, i.e., a
“two-component” optical response, which derives from the strong hybridiza-
tion of the Ni(3d) and O(2p) states.

3.2.2.2
Temperature-Induced MI Transition

As a function of decreasing temperature below the MI transition (Tx ~ 200 K)
in NdNiOs;, the optical conductivity exhibits both a transfer of spectral weight
from below ~0.3 eV to higher frequencies (0.3 < w < 2 eV) and the deve-
lopment of a peak in the optical conductivity near 0.4 eV (Fig. 8). The
dramatic optical spectral weight redistribution is noteworthy in several
respects. First, it is remarkably similar to that observed in bandfilling-
controlled MI transitions in other Mott-Hubbard systems, including the
cuprates [83, 84], titanates [65], vanadates [68], and cobaltites [89], in that it
involves a rapid transfer of spectral weight over a wide energy range. Katsufuji
et al. [157] estimates the amount of spectral weight, ~A47Ne?/m*, transferred
from below 0.3 eV through the MI transition to be ~0.058, which corresponds
to an effective mass enhancement of the carriers in the metallic phase of
m*/m ~ 17, assuming that each Ni site contributes one conduction electron.
A similar mass enhancement due to strong correlation effects was also
suggested by the large electronic specific heat coefficient observed in LaNiOs,
7 ~ 13.8 mJ/K’mol [158]. Second, the integrated spectral weight below 0.3 eV,
Neg(0.3 eV), changes gradually over a rather broad temperature range
(~50 K), and indeed appears to track the temperature-dependence of the
magnetic moment; this indicates that the large scale changes in electronic
structure that accompany the MI transition are strongly correlated with the
magnetic transition in NdNiO;. On the other hand, Katsufuji et al. found that
the lattice parameter of NdNiO; changes relatively abruptly, i.e., in a range of
10 K, suggesting that the electron-lattice coupling is not primarily responsible
for the changes in electronic structure through the MI transition. Notably, the
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Fig. 8. (top) Optical conductivity spectra for NdNiO; at various temperatures. (bottom)
Effective number of carriers N and the magnetic moment as a function of temperature
[157]

latter result differs from the case of the “charge-ordering” transition in the
manganese perovskites, in which a close correspondence among the temper-
ature-dependences of the charge (N.g), spin (), and lattice responses is
observed through the MI transition [159]; this difference likely derives from
the stronger electron-lattice coupling in the manganese perovskite system.
Katsufuji et al. conclude from their results that the charge gap in NdNiO; is
associated with a spin-density-wave (SDW), rather than a charge-density-wave
(CDW) gap. However, they note that while the optical gap energy, 2A, exhibits
a temperature-dependence consistent with a BCS-type gap function, i.e., the
prediction of a simple mean-field theory, the magnitude of the gap is far in
excess of the BCS gap value (2Apcs ~ 3.5kpTy), i.e., 2A ~ 20kgTy, possibly as
a consequence of strong electron-correlation effects. Interestingly, Cr [160],
NiS [161], and (Bi,Ca)MnO; [159] also exhibit gap parameters 2A/kgTy with
larger-than-mean-field values.
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3.2.2.3
Phonon Effects

There is a dearth of information regarding the influence of the MI transition
on phonons in the NdNiO; system, either from Raman scattering or optical
techniques. This is surprising, particularly in view of evidence for structural
changes at the MI transition [151, 154], and of the orbitally-degenerate tggeé
configuration of the ANiO; system, which makes conditions favorable for the
development of Jahn-Teller polarons and other forms of electronic inhomo-
geneity. Much greater effort in this area of investigation is clearly merited.

3.23
(Sr;_xCay)n1Ru,03,.7 and Sr;_,Ca,Ru0;3

Ruthenium oxide compounds with perovskite-type structures have attracted a
great deal of recent interest: SrRuO; is noteworthy because it exhibits magnetic
order below T¢ ~ 160 K [162], an unusual feature for a 4d-based system, while
the layered system Sr,RuO, exhibits superconductivity below Tc ~ 1 K [163].
Optical studies of the effects of electron correlation strength (bandwidth) on
both three-dimensional Sr,_,Ca,RuO; [73] and layered (Sr;_,Ca,),RuO, and
(Sr;_xCay)3Ru,0, [164] systems have been reported recently (Table 4). Both
studies exploited the fact that the replacement of Sr by Ca causes a reduction
in bandwidth W, and hence an increase in the electron correlation strength,
U/W, while maintaining a constant carrier doping.

3.2.3.1
Sr;_xCa,Ru0;

The Sr;_,Ca,RuO; system exhibits both a non-Drude low frequency optical
conductivity, a(w) ~ 1/w, and a broad electronic Raman continuum [165-
167], similar to that seen in the high T. cuprates [62] (see Sect. 3.1.2). Several
noteworthy features have been observed in photoemission and optical spectra
of Sr;_,Ca,RuO; as a function of bandwidth. First, Ahn et al. observe two mid-
infrared optical features below ~5 eV: a peak near ~1.5 eV, which the authors
attribute to transitions between the quasiparticle band and the upper and
lower Hubbard bands (~U/2), and a peak near ~3 eV, which the authors
identify as the transition between upper and lower Hubbard bands, U. This
interpretation of the data is consistent with the spectral features predicted
in calculations of the infinite-dimensional Hubbard model [72], and also with
a recent interpretation of the optical data for the Sr;_,Ca,VO; system [71].
Strong electronic correlation effects are also apparent in photoemission

Table 4. Electronic parameters for various ruthenium perovskite systems

Material U Acr w References

(Ca,Sr)RuOs3 ~3 eV ~5 eV - 73
Ca,Ru0, ~1 eV >3 eV - 164
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spectra of Sr;_,Ca,RuO; [168, 169], both in a suppression of spectral weight
near Er compared to band structure predictions [170] and in the systematic
transfer of spectral weight from the incoherent to coherent parts of the spectral
response with decreasing electronic correlations U/W. The latter trend in
particular is quite similar to that observed in the titanate and vanadate systems
(see Sect. 3.2.1). Second, the ratio of the effective mass m* to the band mass my,
was found by Ahn et al. to increase systematically from m*/my ~ 2.2 in
SrRuO;, to m*/my ~ 3.2 in CagsSrosRuOs;, and finally to m*/my, ~ 4 in
CaRuO; [73]. While these values are less than those estimated from specific
heat measurements (m*/my, ~ 3.2 in SrRuO; [169] and m*/my, ~ 8 in CaRuO;
[171]), the observed trend in the effective mass is nevertheless indicative of a
system approaching a Mott-type transition from the metallic side as a function
of increasing U/W. Finally, Ahn et al. found that the quantity (U/W)? varies
linearly with 1/m*, as expected from Eq. (12), with a critical value of the Mott-
Hubbard transition (U/W). ~ 2.7. This estimated value is substantially larger
than that estimated from quantum Monte Carlo simulations of the half-filled
single band Hubbard model [72], (U/W), ~ 1.5, although a better comparison
of model calculations with experiment requires consideration of the effects of
doping away from half-filling.

We note finally that Raman scattering measurements of SrRuO; by Kirillov
et al. [167] and Iliev et al. [172] show that the paramagnetic — ferromagnetic
phase transition is accompanied by dramatic optical phonon anomalies,
particularly a dramatic hardening of several O modes [172]. While these
phonon anomalies have been generally attributed to changes in spin-phonon
coupling below T in SrRuO; [167, 172], a more definitive assessment of these
results requires more careful consideration of how the phonons are influenced
by changes in carrier density [173] and lattice parameter through the
ferromagnetic transition.

3.2.3.2
(Sr1_xCay) .1 RULO3,.

Recent optical and angle-resolved photoemission (ARPES) studies of the
layered (Sr;_4Cay)n+1RuyOsny; system [164] also found a trend toward
increasing carrier effective mass as a function of increasing correlation
strength U/W, similar to that observed in the three-dimensional ruthenates
(Sr,Ca)RuOj; [73], the vanadates [71], and the titanates [67, 91]. This trend is
revealed in the low frequency optical measurements as a change from a Drude-
like response in the “good” metal Sr;Ru,07, to a dominant mid-infrared band
response in the “bad” metal CasRu,0,, and finally to the presence of a Mott-
Hubbard insulating gap at A ~ 0.2 eV, and a peak near 1.2 eV associated with
the Hubbard U, in the Mott-Hubbard insulator Ca,RuO, (Fig. 9). A similar
trend is observed as a function of increasing Ca concentration in ARPES
measurements of the (Sr;_yCay);Ru,07 system.

In the intermediate correlation strength system, Ca;Ru,0,, Raman Scatter-
ing results reveal a metal-insulator transition to an antiferromagnetic phase
below Tm ~ 50 K, as evidenced by the development of a large charge gap
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Fig. 9. Optical conductivity spectra of Ca,Ru0O, (Ca214), Ca;Ru,0; (Ca327), and Sr;Ru,0;
(Sr327) [164]

2A. ~ 760 cm™! (2A./KgTy ~ 23), by the softening of the 438 cm™ ' out-of-
phase c-axis O mode, and by the evolution of a two-magnon resonance near 58
cm”', from which an antiferromagnetic exchange coupling of ] ~8.7 cm™" was
estimated [254].

At the low correlation strength end of the series, on the other hand, the in-
plane transport and optical responses of Sr,RuO, are characteristic of metallic
behavior at all temperatures. However, the c-axis d.c. and optical [174]
conductivities demonstrate that there is a change from non-metallic transport
to metallic transport with a highly renormalized carrier effective mass below
Ty ~ 130 K. While this behavior is clearly indicative of a crossover from quasi-
two-dimensional to three-dimensional metallic behavior below Ty, there is as
yet no satisfactory theoretical understanding of the nature of this crossover.
Note also that a similar crossover from incoherent to coherent c-axis transport
is also observed as a function of doping in the layered high T. cuprates
La, ,Sr,CuO, and (perhaps) YBa,Cu;0¢.x [116] (see Sect. 3.1.2). However, c-
axis transport behavior in the high T, cuprates is clearly distinguished from
that observed in the layered ruthenates in that there is no evidence for a
temperature-induced incoherent — coherent crossover at high temperatures,
suggesting that there may be something special in the nature of the in-plane
charge dynamics of the cuprates that promotes incoherent c-axis transport.

33
Colossal Magnetoresistance and Metal-Insulator Transitions to DE Ferromagnetism

3.3.1
A;_ A MnO;

There has been renewed interest in the past few years in the manganese
perovskite series, A;_xA’MnOs (A is a trivalent rare earth ion such as La, Pr, or
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Nd, and A’ is a divalent alkali earth cation such as Ca, Sr, or Ba), due to the
particularly rich phase diagram of this system [21, 175, 176]. With regard
to doping-induced changes - the end members of A;_ A/ MnOs, i.e., for x = 0
or 1, are antiferromagnetic or spin-canted insulators, but in the doping
0.2 < x £ 0.5, most of the A;_,A’ MnO; materials have a ferromagnetic metal
ground state with a transition to a paramagnetic insulator high temperature
phase above a doping-dependent Curie temperature, T (see, for example, top,
Fig. 13). At still higher doping, (x = 0.5) these systems generally exhibit
“charge- and orbital-ordered” antiferromagnetic insulating ground states in
which the charges and orbital configurations exhibit various periodic patterns
(see Sect. 3.4.1). With regard to bandwidth-controlled changes - as the ionic
radius of the A’ site in A;_ A/ MnOj; is decreased (i.e., decreasing tolerance
factor t) from the La;_,Sr,MnO; system to the Nd; ,Sr,MnO; system and
finally to the La;_;Ca,MnOj system, there is an increase in the orthorhombic
distortion, and a concomitant decrease in the bandwidth W, which results
generally in an enhancement of electron-lattice coupling and charge/orbital
ordering effects [70].

The novel transport and optical properties of the A;_,A’ MnOj; system are
influenced by two key features of the electronic structure (Table 5). The first
is strong Hund’s rule exchange coupling: the A;_,AMnO; system contains
(4 — x) Mn d electrons, three of which occupy the t,, levels, dy, dy,, and d,,,
providing a strongly localized core spin of S. = 3/2, while the remaining
(1 — x) electron occupies the e, level with its spin oriented parallel to the core
spin due to a large Hund’s rule exchange coupling, Jy, in this system. In the
“double-exchange” description [6, 177-179], charge transport in A;_,A’MnO;
occurs via hopping of the spin-polarized e, electron between Mn®* and Mn**
sites. The resulting spin-dependent hopping largely accounts for the dramatic
“colossal magnetoresistance” behavior observed in the A;_A!MnOs system.
The second is Jahn-Teller distortion: the ) e} configuration of the Mn®" ion
in A;_4A!MnOs3, favors a symmetry-breaking Jahn-Teller distortion that lifts
the twofold degeneracy of the Mn[3d(eg)] level. Millis et al. have argued that
Jahn-Teller distortions in A, A’MnOj; strongly influence transport by
localizing the carriers in polaronic states [180-182], although the importance
of “breathing mode” distortions in these materials has also been stressed
[13]. Indeed, there is now substantial evidence that the charge dynamics in
the paramagnetic phase of the lower Tc A;_,A,MnO; materials is dominated
by the hopping of small magnetoelastic polarons [37, 38], and that the
strongly field-dependent sizes of small magnetoelastic polarons contribute
to colossal magnetoresistance behavior in the low doped regime of the

Table 5. Electronic parameters for various manganese perovskite systems

Material Ejr Acr Ju w References

LaMnOs; ~1 eV ~4 eV ~3 eV 2.45 eV 188-192
Lag ,Srg3MnO; ~1 eV ~4 eV 3eV 2.2 eV 188-192
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manganites. Notably, pure spin polaron formation near T¢ is observed in
other metallic ferromagnets exhibiting large negative magnetoresistance,
including EuBg [41], EuO [183], the Mn pyrochlores Tl,Mn,0, [184-186], and
La;_,SryCoOs [89, 187], but the CMR manganites are distinguished by the
substantial enhancement of magnetoresistivity due to strong electron-lattice
coupling [187].

3.3.1.1
Key Optical Features in A;_,A'Mn0; (x < 0.5)

The electronic structure of the A, ,A’MnO; system for x < 0.5 has been
investigated in a number of optical studies [39, 188-192], although there
remains some disagreement as to the key energy scales associated with this
system. Several optical features have been reported below ~5 eV: (i) an
absorption peak observed near ~4 eV, which is generally agreed to be the
O(2p) — Mn[3d(ey)] charge transfer gap energy, Acr [188-192]; (ii) a peak
observed between 1 eV and 1.5 eV, generally attributed to a “parallel spin”
eg — €, transition in which an electron makes a transition from the lower Jahn-
Teller-split e, level of one Mn>* site to the upper Jahn-Teller-split eg level of
another Mn>" site, with its spin parallel to the core spins of the two sites [188-
191]. The energy of this transition is expected to be U + E;r, where U is the
Hubbard repulsion between two e, electrons on the same final site and Ejr is the
Jahn-Teller distortion energy; however, Quijada et al. have argued that the
effective U describing the low energy physics (<4 eV) of the e, band is small
[191], suggesting that the 1-1.5 eV absorption peak represents reasonably well
the Jahn-Teller distortion energy E;r in these materials; (iii) Quijada et al. have
identiﬁed a weak optical transition observed near ~3 eV with the “antiparallel
spin” e; — e, transition, in wh1ch an electron is excited from the lower Jahn-
Teller-split e level of one Mn>" site to the upper Jahn-Teller-split eg level of
another Mn’" site, such that the final state electron spin is antiparallel to the
core spin of the second site [191]. This transition has a non-zero optical matrix
element above T = 0 in the ferromagnetic phase due to thermal disordering of
the core spins, and has an energy ~U + Ejp + Jy, where Jy is the Hund’s
exchange energy; (iv) finally, Jung et al. have reported a ~0.5 eV absorption in
the optical conductivity of La, ;Cag sMnO3, which they attribute to a transition
from one e, orbital to another e, orbital on the same site [188, 189]. However,
this interpretation has been questioned, as such an intra-site e, transition is
dipole-forbidden and should therefore have a much smaller oscillator strength
than is actually observed for the 0.5 eV absorption band [191].

Interestingly, an analysis of the measured integrated spectral weights
associated with the “parallel” (N’7') and “antiparallel” (N231) transitions by

Quijada suggests a spectral weight ratio of roughly N2 /NP&" ~ 1/3, which is
consistent with a theoretical estimate of this ratio using a double-exchange
model, absent electron-electron and electron-phonon interactions [191]. This
appears to suggest that the effects of these two interactions on the carrier
kinetic energy are weak. Quijada et al. also note that the spin-stiffness constant
D associated with magnon dispersion (hwmagnon = qu) should be related to
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the optical spectral weight N in double-exchange ferromagnets, since D
influences the intersite hopping amplitude for the carriers in the double-
exchange (DE) model. These authors are able to obtain reasonable estimates of
D, using both an estimate of the e, carrier kinetic energy K (~Neg) from their
optical measurements and a simple relationship between the spin-stiffness and
carrier kinetic energy that ignores electron-electron and electron-phonon
interaction effects [191]:

Ka? t2
D=-—do|j__* (13)
4S, JuScK

where a, is the lattice parameter, S is the core spin (=3/2 in the manganites),
Ju is the Hund’s rule exchange coupling, and « = 1.04.

The temperature induced ferromagnetic metal — paramagnetic insulator
transition in A, A/MnO; (0.2 < x < 0.5) is characterized in the optical
response by [190-193] (top, Fig. 10): (a) a gradual suppression of the
electronic contribution to the optical conductivity below w~1.5 eV, revealing
the presence of an optical gap; (b) a concomitant redistribution of low
frequency electronic spectral weight to frequencies above the optical gap; and
(c) the appearance of sharp phonon features inside the optical gap due to the
dramatic reduction in screening charges. Similar properties are observed in the
temperature-induced MI transitions of V,0; [147, 148, 194, 195], VO, [94, 196,
197], NdNiO; [157], LaCoO3 [89], and BaPby 4;Bip 3305 [126]. The suppression
of the low frequency optical conductivity as a function of increasing T (and
decreasing H) in A;_ A MnOj; primarily reflects two competing effects: (a) a
gradual misalignment of the core spins, and the consequent reduction in carrier
kinetic energy K(w) (mi‘;’cen Negg(w)) via the double-exchange mechanism, with
increasing temperature above T = 0; and (b) an increase in the electron-
phonon coupling with decreasing K, which results in additional decreases in the
carrier kinetic energy (and N.g) [181]. Recent calculations have also stressed
the influence of orbital fluctuations on the optical conductivity in the
manganites [198-200]. Importantly, a spectral weight redistribution in
the optical response of A;_A’MnO; can also be induced by increasing the
magnetic field, confirming that the optical spectral weight changes that betray
the MI transition are correlated with the changing spin polarization of the
system [190]. The effects of magnetic field on DE transport are also manifest in
the electronic Raman scattering spectrum of A;_ A’ MnOs;, which exhibits a
collision-dominated scattering response (Eq. 11) in the paramagnetic phase
[39, 55] that is strongly field-dependent near T¢ in certain scattering geometries
[55], reflecting the strong field-dependence of the carrier-spin scattering rate
for carrier hopping along the Mn—O bonds.

3.3.1.2
Polaron Effects and the Inhomogeneous FM Metal State

There is substantial transport, optical, and Raman scattering evidence that
the charge dynamics in the paramagnetic phase of the A;_,A!MnO; system
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Fig. 10. (top) Optical conductivity spectra of Lag,Sro;MnOs;, Lag;Cag3;Mn0O;, and
Nd, ;SrosMnO; as a function of temperature [191]. (bottom) Optical conductivity of
Lay ;Cag3MnO; as a function of temperature [203]

is dominated by small polarons, and that the paramagnetic insulator
— ferromagnetic metal transition in A;_ A’ MnOj; (x < 0.5) is associated with
a crossover from small- to large-polaron behavior [39, 191]. For example,
small- to large-polaron crossover is manifest in electronic Raman scattering
measurements of several A;_,A’ MnO; materials as a change from a collision-
limited electronic scattering response (see Eq. 11) in the PM phase, reflecting
incoherent hopping of the carriers, to a flat continuum response in the FM
phase typical of carrier scattering in a strongly-correlated metal [39, 55]
(Fig. 11a). Also, optical measurements of several A;_,AMnO; materials with
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Fig. 11. Electronic Raman scattering spectra of La, ¢3Srp3;MnO; as a function of (fop)
temperature and (bottom) magnetic-field. (inset) field-dependence of electronic Raman
scattering intensity (solid squares) compared to the magnetoresistivity [55]

x < 0.5 materials reveal a gradual merging of the ~1 eV “Jahn-Teller polaron”
peak into a Drude-like response with decreasing temperature [191, 201]
(Fig. 10a) which has been attributed to incoherent — coherent (i.e., small
polaron — large polaron) crossover of the charge dynamics as these systems
transit into the ferromagnetic metal state. We note, finally, that Kim et al.
observe an abrupt hardening of infrared-active Mn—O phonon modes below
Tc, which they attribute to the effects of small- to large-polaron crossover
[202]. However, Raman scattering measurements do not show any evidence for
anomalous hardening of phonons below T¢ in the doped materials [39, 203];
on the other hand, these Raman studies do reveal an abrupt narrowing of
the Mn—O bending and stretch modes below T, which is attributed to
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the increased ordering of the MnOg4 octahedra observed in other measure-
ments [204, 205] below the MI transition (Fig. 11a). On the other hand, an
abrupt softening of the ~600 cm™' B;, mode is observed by Raman scat-
tering at the paramagnetic insulator to canted-antiferromagnet transition
(Tyx ~ 140 K) in undoped LaMnOj; [206].

Significantly, the formation of small magnetic polarons near the metal-
insulator transition, and small- to large polaron crossover behavior, is not
unique to the manganese perovskites, as similar behavior has been reported in
low T¢ ferromagnetic metals such as the Mn pyrochlores [185], EuO [183], and
EuBg [41]; indeed, it is likely that giant magnetoresistance behavior near T¢ in
many ferromagnetic metals derives in part from the presence of such polarons,
due to the strong sensitivity of magnetic polaron size and overlap to magnetic
field and temperature near Tc. However, polarons in the manganites are
distinguished by the large lattice component, which amplifies the magnetore-
sistivity effects [187], and appears to expand greatly the doping range over
which polarons are stable. Indeed, perhaps the most interesting feature of
double-exchange ferromagnetism in A;_,A’MnO; materials is experimental
evidence that the polaronic distortions which nucleate in the PM phase persist
well into the ferromagnetic state [39, 207, 208], indicating a novel low
temperature phase in these materials that consists of coexisting metallic and
insulating meso-scale regions. These results are consistent with recent analytical
[209] and numerical [9, 210, 211] studies showing that double-exchange systems
are unstable towards electronic phase separation over a wide range of doping.

Several optical results support evidence for an inhomogeneous ferromag-
netic phase in A;_,A’ MnO; systems, involving the coexistence of hole-rich and
hole-poor regions. For example, the electronic Raman scattering response of
A, _,Sr,MnO; (x ~ 0.37) exhibits a noticeable magnetic-field dependence well
below the MI transition measured by d.c. transport (Fig. 11b) [55], suggesting
that small insulating regions persist into the ferromagnetic metallic phase.
Furthermore, both Raman scattering [39] and infrared reflectivity studies [203,
212] (Fig. 10b) show a clear signature in their respective optical responses that
small polaron absorption near 0.2 eV persists well into the ferromagnetic
metal phase of the A;_,(Sr,Ca);MnO; system. These results suggest that the
paramagnetic insulator to ferromagnetic metal transition of the smaller
bandwidth manganese perovskites may involve a percolation transition of
metallic clusters that coexist at low temperatures with remnant insulating
regions. In support of this picture, measurements of the critical behavior in the
A,_xA/MnO; system indicates that the ferromagnetic transition becomes
increasingly first-order in lower T¢ materials [213].

The nature and origin of phase separation behavior in the FM state of the
manganites, and its relationship to similar phase separation behavior observed
in the charge-ordered regime of the manganites (see Sect. 3.4.1), remain
important unresolved theoretical and experimental issues. Computational
studies observe clear “phase separation” regimes in the phase diagram of
manganese perovskites where the electronic compressibility diverges; these
studies also show that phases proximate to phase separation regimes, such as
the DE ferromagnetic phase, also exhibit a propensity towards charge clustering
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due to an enhancement of charge-fluctuations in these phase regimes [9]. It is
also interesting to note that the dramatic electronic inhomogeneity observed in
the ferromagnetic phase of the manganites appears to differ from that
observed in ferromagnetic metals with weak electron-lattice coupling such as
EuB¢ [41], EuO [183], and the Mn pyrocholores T1,Mn,0; [185], suggesting
that strong electron-lattice coupling may also be important for stabilizing the
inhomogeneous ferromagnetic phase. More experimental and theoretical
investigation is clearly needed to examine these important issues.

3.3.2
La,_5S5r1.2Mn30;

The layered manganese oxide system La,_,,Sr;;,,Mn,0; also exhibits a rich
phase diagram which depends sensitively on doping x [70]. For example,
La, ,Sr; §Mn,0; exhibits a number of interesting properties, including a large
transport anisotropy [214], a paramagnetic insulating state above T¢ ~ 126 K
[215] that is characterized by a mixture of fluctuating ferromagnetic and
antiferromagnetic meso-scale regions [214], magnetic polaron formation [216]
and colossal magnetoresistance behavior [215] in the vicinity of Tc, and a
paramagnetic insulator to ferromagnetic metal transition below Tc. There has
been little optical study of this interesting system, but three recent investiga-
tions reporting evidence for strong electron-phonon coupling and polaronic
effects in these layered manganese oxides should be noted. First, photoemission
measurements by Dessau et al. [217] found that the observed energy band
dispersions and Fermi surface crossings in La, ,Sr; sMn,0; agree reasonably
well with local spin density approximation (LSDA) predictions, but that there
was a strong suppression of spectral weight near the Fermi energy that the
authors attributed to strong electron-phonon coupling effects. Second, X-ray
absorption spectroscopy measurements of La, ,,Sr;,,,Mn,0; (x = 0.35, 0.40)
show that the temperature-dependent insulator to metal transition involves an
increase in the density of states at the Fermi energy due to a transfer of spectral
weight to the absorption threshold [218]. As discussed in Sect. 3.1, similar
behavior is observed in bandfilling-controlled metal-insulator transitions of the
high T. cuprates [83, 84], titanates [64, 65, 67], and vanadates [66, 68]. However,
an interesting difference in the La,_,Sr;;,,Mn,0; system is that the charge-
carriers appear to have both out-of-plane and in-plane character, reflecting the
strong competition between the tetragonal lattice distortion and the charge
dynamics in this material [218]. Finally, Raman scattering measurements of
La, ,Sr; §Mn,0;, by Romero et al. [219] revealed two interesting features: (a) the
energy of the ~325 cm™' B;, symmetry O phonon mode increases with
decreasing temperature in the paramagnetic insulator phase, in a manner
reminiscent of the activated temperature-dependence of the resistivity, but
begins to soften abruptly below the MI transition at T¢ - the authors attribute
this behavior to direct coupling of the B;,-symmetry mode to polaronic charge
fluctuations; however, another interpretation is that the large hardening of the
phonon mode reflects the large temperature-dependent changes observed in
both the Mn—O, bond length [220] and the c-axis magnetostriction [221] above
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and below T (associated with the stabilization of the d;,2_,2 orbital state [221]),
to which the out-of-phase c-axis B,, mode frequency should be highly sensitive;
(b) also, Romero et al. observe a broad scattering response near 450 cm™! that
is strongly suppressed both with increasing magnetic field near T¢ and upon
entering the ferromagnetic phase, which they attribute to some form of
magnetic scattering [219]. However, the rather structured lineshape associated
with the observed scattering response suggests a phononic origin for this peak;
indeed, one interesting possibility is that this feature is “defect”-induced
phonon scattering above T¢ caused by spin-disorder, an interpretation which
also accounts for the observed strong suppression of scattering both in the
ferromagnetic phase and as a function of increasing field near Tc. We note,
finally, that ESR evidence for magnetic polarons near the metal-insulator
transition of La,35Sr;6sMn,0; suggests that a direct optical signature for
polaron formation might be observable. Such signatures would include spin-flip
Raman scattering, similar to that observed for magnetic polarons in EuBg [41],
or polaron photoionization, similar to that observed in A;_,A! MnOj via optical
reflectivity [203] and Raman scattering [39].

3.4
Charge-Ordering Transitions

Among the most interesting phenomena exhibited by the 3d transition metal
perovskites is the real-space ordering of charge, i.e., charge-ordering (CO),
which arises primarily due to a combination of strong electron-electron
correlations, exchange interactions, electron-phonon coupling, and the com-
mensurability of the carrier concentration with the periodicity of the lattice
[23, 222, 223]. Among the significant issues which need to be better understood
in these systems include:

1. What is the process by which individual small polarons in more
electronically-disordered phase regions organize to form charge-“stripes”

2. What are the dynamics of charge “stripes”

3. How do these dynamics influence the nature of the ground state in doped
antiferromagnetic insulators [224]

Optical investigations have only recently begun to address these and other
related issues.

3.4.1
A;_Ca,MnO;

A particularly interesting example of CO behavior is observed in Mn—O
systems such as Pr;_,Ca,MnO; (0.3 < x < 0.5) [20] and (La,Bi);_xCa,MnO;
(0.5 < x < 0.7) [225], as the orbital degree of freedom associated with the
Mn’* sites results in a rich interplay between orbital and charge ordering as a
function of bandwidth.

Several optical investigations of charge ordering transitions in Ca-based
manganese perovskites have been performed. Okimoto et al. performed
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Fig. 12. (top) Phase diagram for Pr,_,Ca,MnO; (x = 0.4) (left) and CE-type ordering (right).
(bottom) Optical conductivity spectra of Pr;_,Ca,MnO; (x = 0.4) for light polarized along
the b- (E||b) and c- (E||c) axis (left), and charge gaps (Ap, A.) and resistivity p as a function
of magnetic field (right) [225]

temperature- and field-dependent optical measurements of the Pr;_,Ca,MnO;
system for 0.3 < x < 0.5 [226, 227]. This material exhibits an antiferromag-
netic CE-type [6, 228] ordered ground state (Fig. 12a, b) in this phase regime,
in which the Mn>* and M** species are regularly arranged on the lattice, and
the d;,2_,2 and d3,2_,2 orbitals at the Mn’" site are alternately ordered in the
ab-plane. The optical results of Okimoto et al. indicate three key features [226,
227] (Fig. 12c, d). First, there is a suppression of low frequency spectral weight
in the optical conductivity with decreasing temperature below the charge
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ordering transition, T., = 235 K, reflecting the development of a charge gap
in the CO state. Notably, the optical conductivity spectra of the CO systems
La; 67Sro33NiO, [229] (see Sect. 3.4.3), La;;3Sr,3FeO3 [230] (see Sect. 3.4.2),
and Fe;0, [231] exhibit similar changes due to charge-ordering. Second, in the
CO state, Okimoto et al. observed an asymmetry between the charge gap
measured with the electric field oriented in the plane of the e, orbitals (E|[b),
Ap = 0.34 eV (at H = 0), and that measured with the electric field perpendi-
cular to the ab-plane (E||c), A. = 0.18 eV (H = 0), consistent with the CE-type
charge and orbital ordering expected for this material (Fig. 12¢, d). Finally, the
charge-ordered structure gradually “melts,” and the charge gaps A, and A,
collapse, upon application of a magnetic field, leading to an eventual
“magnetic-field-induced” insulator-metal transition into a ferromagnetic
metallic phase at H. ~ 6.5 T. This magnetic-field induced transition involves
a redistribution of spectral weight up to energies as high as ~3 eV, suggesting
that the melting of the charge ordered state involves a modification of
electronic states over a very wide energy range. This transition also reflects the
strong connection between charge and Neel ordering. An interesting question
not addressed in these studies is whether there is evidence for electronic phase
separation behavior [9] at any stage of the magnetic-field-induced “melting
process”, which might for example provide information about the process
by which charges order (or disorder), and about the relationship between
inhomogeneous phases in different phase regimes.

Temperature-induced “melting” or “disordering” of the charge-ordered
state, and evidence for electronic phase separation behavior, has been explored
in optical studies of the (La,Bi);_4Ca,MnO; (x > 0.5) system [159, 232].
Neutron scattering studies show that the (La,Bi);_Ca,MnO; (x > 0.5) system
exhibits three distinct temperature regimes [22, 233] (Fig. 13a): a high-
temperature paramagnetic metal regime (T > To), characterized by ferromag-
netic correlations arisin§ from thermally-activated hopping of e, electrons
between Mn>* and Mn*" sites; a “charge-structural” temperature regime
(To > T > Ty), in which charge superlattice intensity evolves due to incipient
charge ordering; and an antiferromagnetic insulator regime (T < Ty), which is
associated with long range charge/orbital ordering. The low frequency (<1 eV)
optical conductivity in the high temperature phase (T > To) is characterized
by a small polaron response similar to that observed in the paramagnetic
phase of the manganese perovskites at low doping (0.3 < x < 0.5); this
includes a Drude-like response due to activated hopping of the small polarons
between Mn>* and Mn** sites, and a broad mid-infrared (MIR) absorption
band near 0.25 eV, attributable to photoionization of the small polarons
(Fig. 13b) [159]. However, in the “charge-structural” temperature regime,
To > T > Ty, the MIR band splits into two components [159]: (A) a remnant
of the small polaron contribution, which decreases in intensity with decreasing
temperature due to the gradual freezing out of the mobile small polarons, and
(B) a higher energy peak near 0.6 eV that gradually evolves with a BCS-type
temperature dependence into a complete charge gap at Ty. Below the Neel
temperature (T < Ty), the optical response exhibits only a distinct charge gap,
the development of which coincides with a resolvable splitting of the 555 cm ™"
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Fig. 13. (top) Phase diagram for (La,Bi);_,Ca,MnO;. (bottom) Optical conductivity of
Bi;_xCa,MnO; (x ~ 0.87) as a function of temperature, and (inset) gap energy 2A and
polaron absorption intensity as a function of temperature [159]

Mn—O stretch mode; this confirms that charge gap formation below Ty is
associated with long-range charge ordering. The most interesting feature of
these optical results is that the “melting” transition between T and Ty is
typified by “phase separation” behavior, i.e., a coexistence of both charge-
ordered “domain” regions having predominantly AFM correlations, and
“ferromagnetic” domain regions in which Mn’* — O — Mn** polaronic
hopping persists. This phase-separation behavior is reminiscent of the domain
formation and percolation behavior observed near the MI transitions of other
systems, most notably through the doping-induced “melting” transition in
La;_,SryMnO; (x ~ 0.5) [234], and through the Mott-Hubbard transition of
VO, films [94]. Indeed, the ubiquity of this behavior suggests that phase
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separation and domain formation is the natural means by which strongly
charge-spin-lattice-coupled systems transit between disparate phase regimes.
However, more detailed experimental study is warranted, particularly involv-
ing Raman scattering studies, which can best elucidate the impact of electronic
phase separation on the lattice and spin degrees of freedom.

3.4.2
La;_,Sr.Fe0;

La,/3Sr,;3FeO; exhibits an interesting transition below Tco =198 K to a
“valence-skipping” CO state that is characterized by sequential 2:1 ordering
of Fe>* and Fe®" (1, 1, 1) sheets, as shown in the inset of Fig. 14a. The valence-
skipping CO state of La,;;Sry3FeO; is reminiscent of the “site-diagonal”
description of CDW formation in the bismuthates, wherein inequivalent Bi>*
and Bi>" sites develop. However, it should be reiterated that magnetic
interactions are likely to be important in the formation of the CO state in

1 T T T
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Fig. 14. (top) Optical reflectivity spectra. (bottom) Optical conductivity spectra of
La; 33510,6,Fe0; as a function of temperature. (Top inset - charge-ordering structure of
La, 33810.67F€03) [232]
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La,/3Sr,;3Fe0;, in contrast with CDW or bipolaron development in the
bismuthates.

Recent optical studies revealed two interesting consequences of the charge-
ordering transition in La;;;Sr,3FeOs [230] (Fig. 14). First, the CO transition
activates several new optical phonon modes due to the additional periodic
charge modulation. Interestingly, the spectral intensity of the activated
phonon modes increases discontinuously at Tco, consistent with the first-
order nature of the CO transition. Second, the CO transition results in a
continuous opening of an optical gap (2An.x ~ 0.13 eV) with decreasing
temperature below T¢o, presumably reflecting the effects of antiferromagnetic
spin-ordering on the charge gap. Similar changes in optical or Raman spectra
have also been observed through the CO transitions of PrysCa, 4MnO; [226,
227], Bil_XCaanO3 (X = 0.74, 0.82) [159], A0_5B30.5C003 (A = Gd, Eu, Sm)
[235], and La,; 4,1 53NiO4 [229].

343
A,_,SrNi0,

The two-dimensional nickelate systems La,NiO,;,s and La;¢;Srg33NiOy4
are particularly noteworthy because they exhibit “charge-ordering”
(Tco ~ 110 K in La,NiOy 25, and Teo ~ 240 K in La; 4,51, 33NiO,) transitions
to an insulating phase in which the charge carriers order in striped domain
regions along the [1, 1, 0] direction of the square Ni lattice. This charge
ordering phenomena has been observed directly in neutron scattering [27, 28]
and electron diffraction [23] measurements, and inferred from resistivity,
magnetic susceptibility, and specific heat measurements [236, 237].

The high temperature phase of La;¢,Sr33NiO, is characterized in the
optical response by a peak near 0.5 eV, and by the absence of a Drude-like
response, which is in contrast with the large Drude response observed in
the three-dimensional RNiO; system [157]. Early interpretations of this high
temperature optical response in La, ;510 33NiO, invoked a small-polaron
picture [106, 238]. However, more recently it was suggested [229] that the high
temperature optical response of La, ¢;S1(33NiO, is dominated by fluctuations
of the low temperature charge-ordered state above the ordering temperature
T, Which create a pseudogap and suppress the low frequency conductivity
relative to that of the three-dimensional RNiO; system. Similar evidence for
fluctuations of the ground state well above the transition temperature was also
predicted for quasi-1D charge-density-wave (CDW) systems [239], and
observed in quasi-two-dimensional charge-density-wave (CDW) systems such
as 2H-TaSe, [240]. McMillan [241] argued that the non-BCS-type behavior in
two-dimensional CDW systems arises from the small coherence lengths in
these systems, which cause T, to be governed by lattice entropy rather than the
entropy associated with particle-hole excitations across a gap. However, a
similar formalism has not yet been extended to the effects of dimensionality on
charge-ordering behavior in the layered transition metal perovskites.

Optical spectroscopic studies of CO behavior below T, in La; 4,514 33NiO,
reveal several interesting features, as shown in Fig. 15. First, as a function
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of decreasing temperature below the charge-ordering transition T, optical
spectral weight below 0.4 eV is suppressed and transferred to energies as high
as 2 eV, reflecting the freezing out of itinerant charge. As in the case of the
three-dimensional nickelates, the resulting gap in the optical conductivity has
an onset that exhibits a BCS-like temperature dependence, typical of a CDW or
SDW gap, but is associated with a gap parameter 2A/kgT, ~ 13 that is much
larger than the conventional mean-field value of 3.5. While this enhanced
gap parameter may reflect the effects of electronic correlations in this system,
one also expects a non-BCS-type gap parameter due to a suppression of
the ordering temperature in low dimensional systems [239, 241]. However, it is
worth pointing out that a dramatic redistribution of spectral weight, as well as
the development of an optical gap with a large gap parameter, is also observed
below the charge-ordering transition of the three-dimensional manganites,
Pry¢Cay4MnO; [226, 227] and Bi;_,Ca,MnO; (x = 0.74, 0.82) [159], and thus
there is as yet no compelling evidence for dimensionality effects in the optical
response of La, ;51 33NiO4 below T,.

Optical studies of La;¢;Sry33NiO, below T, also reveal two important
lattice effects in the charge-ordered state (right, Fig. 15): a splitting of the
doubly-degenerate (E,) Ni—O bending mode near 0.044 eV, which is likely
due to the lowering of crystal symmetry by the developing charge stripes, and
the appearance of additional phonon peaks, which may arise from the
“folding” of zone-boundary phonon modes onto the I' point due to the
additional superlattice periodicity of the charge-ordered state.

Finally, Raman measurements of La; 4,51, 33NiO, [53, 242] show that the high
temperature phase (T > T.,) is characterized by broad intraband electronic
scattering that is reasonably well described by a collision-limited response
(Eq. 11) [53]. However, several significant changes in the Raman scattering
response occur in concert with the developing optical gap below the charge-
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Fig. 16. Raman scattering spectra of La, 4,Sr, 33NiOy as a function of temperature for various
scattering geometries [53]

ordering transition, T., [53, 242] (Fig. 16): a rapid disappearance of the
intraband electronic scattering response; an abrupt development of Raman-
inactive phonon peaks near 169 cm™ !, 483 cm™!, and 519 cm™! in the Ag
spectrum, presumably due to activation by lattice distortions accompanying the
charge ordering transition; and the appearance of two-magnon excitations near
both 735 cm™! and 1150 cm ™! in the B, spectrum, which have been associated
with double spin-flips within and across the domain walls, respectively.

3.5
Paramagnetic Metal to Non-Magnetic Insulator Transitions

3.5.1
La;_,Sr,Co0;

The Co perovskite system La;_,(Sr,Ba),CoO; exhibits rich behavior as a
function of doping x. The undoped LaCoO; system exhibits successive
magnetic (T,, = 100 K) and non-magnetic insulator — paramagnetic metal
(T. = 500 K) transitions that are associated with thermally induced excitations
above a spin- and charge-gap, respectively. The latter transition is evidenced
in the optical conductivity by a dramatic redistribution of spectral weight from
above 1.3 eV to low energies with increasing temperature (Fig. 17) [89].
Interestingly, charge gap development through the paramagnetic metal
— non-magnetic insulator transition in LaCoO; is remarkably similar in
several respects to those observed by optical reflectivity [243, 244] and Raman
scattering [50-52] in the so-called Kondo insulators, which include FeSi, SmBg,
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Ce;Bi Pt; [245]): charge gap development in the Kondo insulators involves a
redistribution of spectral weight from low to high frequencies, and influences
electronic states over an energy scale that is much higher than the
characteristic temperature at which gap development occurs. In the case of
the Kondo insulators, the dramatic spectral weight redistribution is nicely
accounted for in calculations of the periodic Anderson model [72].

In LaCoOs3, the successive charge and spin transitions derive primarily from
two key features of the electronic structure (Table 6): (i) a small charge-
transfer-type gap in the high-spin state, Act ~ 0.1-0.2 eV [4, 40, 89], which is
conducive to a thermally-induced Mott-Hubbard transition; and (ii) compa-
rable values for the crystal field splitting (10Dq) between the t,; and eg levels
and the Hund’s rule coupling energy [246], which appears to be primarily
responsible for the small spin gap (As ~ 0.02-0.03 eV) between the low-spin
ground state configuration, (t,,)® (S = 0), and the high-temperature excited
spin state. There is some debate as to whether the high temperature spin state

Table 6. Electronic parameters for various cobalt perovskite systems

Material Act Ag References

LaCoOs3 ~0.1-0.2 eV ~0.02-0.03 eV 40, 89
Lag 481y Co03 ~1 eV ~4.3 eV 89




210 S.L. Cooper

of LaCoOj; has a high-spin (tzg)zl(eg)2 (S = 2) or an intermediate-spin (tzg)‘r’(eg)l
(S = 1) configuration, but substantial recent evidence appears to support the
latter. For example, photoemission measurements on LaCoO; [247] have been
interpreted as favoring a (tzg)5 (eg)1 (S = 1) high-temperature configuration
[248], while LDA + U calculations suggest that the S = 1 state is more stable
than the S =2 state in the high temperature regime due to strong p-d
hybridization and orbital ordering [249]. Significantly, a key signature of the
(tzg)5 (eg)1 (S = 1) state at high temperatures should be the presence of Jahn-
Teller lattice distortions arising from the orbital degeneracy of the ey electron
in this configuration. Indeed, Yamaguchi et al. [250] observed an anomalous
splitting of several Co—O infrared optical modes at high temperatures, which
they associate with local Jahn-Teller lattice distortions that accompany the
transition to the thermally excited intermediate (tzg)5 (eg)1 (S = 1) spin state of
the Co®" ions.

The doped La;_,(Sr,Ba);CoO; system exhibits giant magnetotransport,
double-exchange ferromagnetism [251], and possibly charge-ordering be-
havior for the commensurate doping level x = 0.5 [235], similar to the
properties observed in the manganese perovskite system A;_,A’MnO;. Apart
from Raman scattering evidence for interesting phonon intensity enhance-
ments below the MI transition in the charge-ordered phase [235], there has
as yet been little optical study of the La;_,(Sr,Ba),CoO; system in the CO
regime. However, several features of the optical response measured through
the MI and spin transitions of LaCoO; and in the lightly-doped phase of
La;_,Sr,CoO; are worth noting. First, La;_,Sr,CoO; exhibits a doping-
induced MI transition with increasing x that has a nearly identical signature
in the optical conductivity to the thermally-induced MI transition in LaCoOs,
namely a dramatic redistribution in spectral weight from above 1.3 eV to low
energies with increasing x (La;_,Sr,Co0;) or temperature (LaCoO;) (Fig. 17).
As stated previously, not only does this behavior reveal a symmetry between
thermally- and doping-induced effects, but it typifies the bandfilling-
controlled Mott-Hubbard transitions in other 3d transition metal oxides
La,_,Sr,CuO, [84], Nd,_,Ce,CuO, [84], Pr,_,Ce,CuO, [83], and Y,_,Ca,VO;
[68], and Y;_,Ca,TiO;3 [65]. Interestingly, the optical spectral weight changes
observed both as a function of increased doping in La, Sr,CoOs;, and
increased temperature in LaCoOs, presage the respective MI transitions
measured via the d.c. conductivity (right, Fig. 17), as they do in other doped
Mott-Hubbard systems [64]. This precursor behavior in the optical response
may be indicative of multiphase behavior at low doping or temperature in
these systems, wherein small metallic domains nucleate at low doping or
temperature, eventually evolving in size with doping until the bulk MI
transition is achieved.

As in the case of other “colossal magnetoresistance” systems such as EuBg4
[41], EuO [183], and the perovskite manganites A;_,A’MnO; (x < 0.5) [37,
38], hole-doping in LaCoOj; also appears to lead to the formation of magnetic
polarons with a large effective spin number (S = 10-16) [40], induced in part
by the strong exchange interaction between the 2p hole and the Co 3d spins.
An interesting open question regarding the La;_,Sr,CoO3 system concerns the
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possibility of an electronically inhomogeneous ferromagnetic phase comprised
of coexisting hole-rich and hole-poor regions, similar to that observed in
A;_xA.MnO; (see Sect. 3.3.1). Recent measurements of the critical exponents
of the paramagnetic-ferromagnetic phase transition in La,_,Sr,CoO; indeed
suggest such behavior [252]; this is significant, as the La;_,Sr,CoO; system
lacks the large Jahn-Teller distortions of the A;_yA! MnOj3 system, and hence a
careful comparison of electronic inhomogeneity in these two systems may
afford some insight into how electron-lattice coupling influences electronic
inhomogeneity in the ferromagnetic phases of these systems. Optical studies
comparing the metal-insulator transitions and ferromagnetic phases of these
two systems would consequently be highly informative.

4
Summary

This article has attempted to convey, from the unique perspective of optical
measurements, the intricate and complex phase behavior created in the
ternary transition metal oxides by the strong coupling of spin-, charge-, and
lattice-degrees of freedom. In spite of the numerous experimental studies of
metal-insulator transitions in perovskite-related oxides described in this
article, it is clear that many important avenues remain to be explored. For
example, the ground state of lightly doped antiferromagnetic insulators can be
variously charge-ordered, superconducting, or non-Fermi liquid metallic
[224], but it is not yet known how the complex interplay among the spin-,
charge-, lattice-, and orbital-degrees-of-freedom favors one ground state over
another in the ternary transition metal oxides. Furthermore, neither the
process by which the charge-ordered states of transition metal perovskites
“melt”, either as a function of temperature, magnetic field, or doping away
from commensurate values of the bandfilling, into complex metallic phases,
nor the nature of these complex phases, is well understood. Finally, perhaps
the most intriguing unresolved questions concern the nature of electronic
inhomogeneity in the transition metal perovskites; in particular, how
ubiquitous is such behavior across the transition metal series (i.e., is it
specific to charge-transfer type systems such as the manganites, cobaltites,
nickelates, etc., and if so, why?), what is the relationship between various
forms of electronic inhomogeneity observed in different phase regimes of the
transition metal perovskites, and what is the role of dimensionality, the
exchange interaction, electron-phonon coupling, etc., on the nature and
stability of electronic inhomogeneity.

To address these and many other questions in the complex oxides
adequately, we must increasingly rely upon sophisticated experimental
methods that are capable of conveying detailed information about the
intricate relationship among the lattice-, spin-, charge-, and orbital degrees of
freedom on widely varying spatial and temporal scales. Fortunately, numerous
optical techniques are beginning to show promise in unveiling new aspects of
the rich physics associated with metal-insulator transitions in complex oxides.
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For example, near-field and time-resolved optical techniques provide an
opportunity for exploring the charge dynamics of TM oxide systems on atomic
spatial scales (of particular importance in inhomogeneous and charge-ordered
phases), and on short time scales (e.g., polaron hopping times). Resonant
Raman scattering, having clearly demonstrated its efficacy in the high T.
cuprates, needs to be more generally applied in the complex oxides to
elucidate specific details regarding the importance and nature of electron-
lattice and electron-spin interaction effects. Electronic Raman scattering has
been shown to be quite effective at probing changes in the charge-, spin-, and
lattice-dynamics through various metal-insulator transitions. Future exten-
sions of these investigations should further exploit the relative ease with which
pressure, magnetic field, and time-resolved studies can be performed using
this technique, to enable more detailed investigations of the low frequency
excitation spectra of TM oxides, and of the evolution of these spectra across
various phase boundaries. Finally, new techniques such as resonant X-ray
Raman spectroscopy [253] are evolving as a means by which important g-
dependent information about inelastic excitations can be explored, possibly
providing new insights into charge-stripe formation and orbital fluctuations.
The marriage of these promising optical techniques with the rich physical
phenomena exhibited by the complex oxides appears certain to provide many
years of fruitful exploration and discovery.
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