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Preface

Two important events marked the year 2006 in the still short

history of evolutionary developmental biology. The first European

Workshop on Evolutionary Developmental Biology, held in Venice on

5–6 May 2006, offered some 30 researchers from most of the European

teams active in this field a timely perspective on key issues in the disci-

pline, and opened a lively discussion on where to move next, in terms of

problems, model organisms, and levels of investigation. The second

event was the Founding Congress of the European Society of Evolution-

ary Developmental Biology, held in Prague on 16–19 August 2006, which

was attended by more than 300 biologists from all over the world.

This book is based on a selection from the papers contributed to

the Venice workshop, plus five additional essays expressly written for

this work.

The Venice workshop was generously sponsored by the Istituto

Veneto di Scienze Lettere ed Arti and hosted in the wonderful Palazzo

Cavalli-Franchetti. We are very grateful to Leopoldo Mazzarolli, the Pre-

sident of the Istituto, for sympathetically offering this academy’s spaces

for the first evo-devo event at European scale; our sincere thanks are also

extended to Alessandro Franchini, AntonioMetrangolo, and to the whole

technical staff of the Istituto for steadily helping in the organization of

the meeting.

The book has benefited from the enormous help provided by

numerous colleagues in reviewing more or less advanced drafts of the

chapters. For this, we thank Ron Amundson, Peter Barlow, Richard

Bateman, Geoff Boxshall, Carlo Brena, Paolo Burighel, Leo Buss, Fer-

nando Casares, Eric Davidson, Claude Desplan, Frank Ferrari, Jordi

Garcia-Fernàndez, Brian Hall, Steffen Harzsch, Peter Holland, Christian

Klingenberg, Tim Littlewood, Kenneth McNamara, Stuart Newman,

Paolo Piazza, Günter Purschke, Michael Richardson, Frederick Schram,
xiii



Miltos Tsiantis and Paul Whitington. Obviously, the reviewers are

entirely absolved from any responsibility for the final contents of this

book. We also thank a number of authors who, in addition to contribut-

ing a chapter, also served as reviewers, and Leandro Drago, Claudio Friso

and Diego Maruzzo who helped us to edit the manuscript.

Last but not least, our warmest thanks to our Cambridge Univer-

sity Press editor Katrina Halliday, who enthusiastically endorsed our pro-

posal for this book and helped us to translate the initial project into what

we hope will be a useful contribution to the growth and visibility of evol-

utionary developmental biology.

xiv Preface



Introduction: Pathways of change

Themolecularmechanisms that bring about biological form inmodern-day

embryos . . . should not be confused with the causes that led to the appear-

ance of these forms in the first place . . . selection can only work on what

already exists.

(G. B. Müller and S. A. Newman 2003: 3)

The evolution of form is . . . descent with modification (of development).

(S. B. Carroll 2005: 294–295)

Combining words into new formulas is an all too easy exercise. But

in our case it could turn into a dangerous trick, if evolutionary develop-

mental biology (evo-devo) does not prove to be a fruitful new adventure

in science. The question is increasingly acute, as a rapidly rising number

of researchers are lured by the new flag, more and more resources are

put into experimental and theoretical efforts under this banner, and

evo-devo is finally getting public acknowledgment in the form of dedi-

cated university chairs, specialised journals, workshops, and the

launch of new professional societies.

Over the past few years, the nature, or the identity, of evo-devo has

been passionately debated. However, it would be unwise to attempt to

crystallise this discipline’s content in a brief formula. Taking a historical

perspective, hardly any facet of contemporary science would recognise

itself in what in the past would have seemed an adequate definition of

a research field under the same name. Scientific disciplines change

along the years. In biological parlance, one could say that scientific dis-

ciplines develop, or that they evolve. So it would be ironic to attempt to

fix the meaning of a discipline whose field is growing at the frontier

between the two traditional fields of investigation of change – ontogeny

and phylogeny – in biological systems.
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Exactly at this frontier is the place where we want to focus here.

What is really going on at this cutting edge? Is there only a peaceful

coexistence of two distinct research agendas, or is there, on the contrary,

evidence of a symbiotic relationship growing? In other words, is

evo-devo, with respect to its parental disciplines – developmental

biology and evolutionary biology – just a multidisciplinary collective

enterprise, or is it instead an effective interdisciplinary venture?

We are convinced that a cross-fertilisation is really occurring

between the two parent disciplines, and that the hybrid is already

showing its higher fitness in a disciplinary environment where either

developmental biology or evolutionary biology alone would not fare

too well.

This inspection of the dynamics of evo-devo’s growing tip will

probably suggest that little of what is currently advertised under the

new discipline’s name really belongs unequivocally to it. That is, quite

a lot of fashionable evo-devo is in fact the product of repeated backcross

within either one or the other of the parent disciplines, which is devel-

opmental biology more often than evolutionary biology. This backcross

progeny has its established place and, with its undeniable success within

the province of one of the two parent disciplines, is steadily providing

evo-devo with wonderful tools to be used in pursuing its more specific

aims on which we actually want to focus attention here.

The first need for cross-fertilisation between formerly separate

fields is the development of a common language. Difficulties to be over-

come are not so much in the existence of terms specific to either field,

and completely ignored in the other, but rather in the different

meaning that the same word may take in either field. Are we sure we

are asking the same question, in evolutionary biology and in develop-

mental biology, when we ask what is gastrulation, or a carpel? Again,

is a larva, or a metamorphosis, in any reasonable sense the same thing

in both fields?

Clearly, recognising this problem and addressing it in a search for

common ground is a basic, constructive way towards the identification

of shared, and possibly overlooked questions. This is actually what is

already going on.

To be sure, this is not necessarily done for free, as it may require

re-thinking many of our cherished terms and concepts. This does not

simply affect those concepts or categories that perhaps belong more to

philosophy than to everyday science, such as cause, or change. Sooner

or later, a cultural revolution will also affect more technical concepts

such as developmental stage, segment or gene. This happens because
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all these things are not ‘given’, as we quite often take for granted in

many traditional biological disciplines.

Taking an evolutionary perspective, we are forced to acknowledge

that all these interesting things we are speaking about are the

products of evolutionary history. As soon as we acknowledge the histori-

cally contingent nature of all these objects, be they body axes,

or meristems, we find ourselves right within the field of evolutionary

developmental biology.

We cannot systematically address questions in developmental

biology as if our study objects were something independent of time,

independent of evolutionary change. Everything we deal with is the

product of history. This nearly trivial truth casts a deep shadow over

the traditional, uncritical use of ‘model systems’ as satisfactory ways

to discover ‘the rules’ of developmental pathways.

By refining or fine-tuning our historical sensibility, we discover

that most of our questions in developmental biology have been framed

until now in terms of end products (the adult, the organ, the gross

trait of body structure) to be eventually obtained, and offered to the

action of natural selection, rather than in terms of existing kinds of

organisation, from which the system can move towards alternative

states within a range only defined by the starting conditions and by

the rules of change.

This is one side of the coin, that is, the effect of injecting an

evolutionary dimension, or perspective, into developmental biology.

But there is also the other side of the coin, that is, the effect of the

awareness that all traits offered to selection are the products of

developmental processes.

The weakest point in the standard theory of evolution is, indeed,

understanding the origin of variation. We can hardly content ourselves

with explaining it only in terms of mutation and sexuality. We may well

dispute whether the long neck of the giraffe evolved under the selective

pressure of critically important food items only available in the canopy

of the acacias during the dry season in the savannah or, as some

researchers suggest, as an effect of sexual selection. But what neither

of these Darwinian scenarios will eventually offer is an explanation of

why the giraffe’s extra-long neck is supported by no more than seven

cervical vertebrae, exactly the same number we find nearly universally

in mammals. This is exactly the point where developmental biology

can reciprocate in shedding light on an evolutionary problem by reveal-

ing what developmental processes can, or cannot, make available to

selection. By understanding the rules of development, we may come

Introduction: Pathways of Change xvii



closer to understanding the origins of variation; and so, in the end, closer

to understanding evolution.

Thus, following a few years of lively and yet somewhat chaotic

cross-fertilization, it would be very difficult to maintain that evolution-

ary biology and developmental biology are still the same as they were

before the beginning of the dialogue. This ongoing intercourse has prob-

ably blurred many traditional distinctions between research agendas,

but this seems unavoidable, in a science of change as biology largely

is. The title of this book, Evolving Pathways, alludes to this cross-fertilising

dialogue, as it can be read either as ‘pathways that evolve’, or as ‘to

evolve pathways’, moving from development or evolution, respectively.

Scientists looking for general principles should become aware of

the historically determined nature of the kinds of systems they investi-

gate. There is probably no universal recipe for disentangling the

search for ‘laws’, or general principles, from the study of historically

contingent and unique events.

R E F E R E N C E S

Carroll, S. B. 2005. Endless Forms Most Beautiful: The New Science of Evo Devo and the
Making of the Animal Kingdom. New York, W. W. Norton.

Müller, G. B. & Newman, S. A. 2003. Origination of Organismal Form: Beyond the Gene
in Development and Evolution. Cambridge, MIT Press.
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Part I Thinking about evolution by
taking development on board

IN T RODU C T I O N T O PA R T I

What is evo-devo? Undoubtedly this is a shorthand for evolutionary develop-

mental biology. There, however, agreement stops. Evo-devo has been

regarded as either a new discipline within evolutionary biology or

simply a new perspective upon it, a lively interdisciplinary field of

studies, or even necessary complement to the standard (neo-Darwinian)

theory of evolution, which is an obligate step towards an expanded New

Synthesis. Whatever the exact nature of evo-devo, its core is a view of the

process of evolution in which evolutionary change is the transformation

of (developmental) processes rather than (genetic or phenotypic)

patterns. Thus our original question could be more profitably

rephrased as: What is evo-devo for? This section contributes

many-faceted insights into the identity and scope of evo-devo.

According to Gerd Müller (Chapter 1), evo-devo is a discipline in its

own right, because it asks a specific set of questions, solves biological

problems that could not be solved by other approaches, and affects

our understanding of evolutionary theory. After a short reflection on

evo-devo history, the chapter examines in detail a set of evo-devo big

questions. All these have at their core two interrelated components,

namely how evolution affects development, and how the properties of

developmental systems affect the course of evolution. Finally the

author considers current evo-devo research programs, and discusses

the impact of evo-devo on the theory of evolution.

Isaac Salazar-Ciudad (Chapter 2) critically reviews advantages and

disadvantages of three ‘schools of thought’ in evolutionary biology

that differ with respect to their views on the origin of variation: neo-

Darwinism, the developmental constraints school and the developmental

genetics school. He then presents a new set of concepts and studies that
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try to avoid the drawbacks of the three schools and argues that some

aspects of the evolution of morphology and development are predictable

if information is available about development and about the selective

pressures that were operative in previous generations.

Wallace Arthur (Chapter 3) questions whether mega-evolution is

more than just a result of the accumulation of micro/macro-evolution-

ary events, or, alternatively, if evolution is effectively a ‘scale-

independent’ process. This question is approached by comparing magni-

tude, type and developmental timing of changes involved in high- and

low-level divergence of lineages. He discusses three competing hypoth-

eses: that mega-evolutionary changes are something quite apart from

everyday changes; that mega-evolutionary divergences are statistically

different from their lower-level counterparts; and that all levels of

evolution are the same in both the absolute and the statistical sense.

Why do species show the patterns of diversity and disparity they

do? Combining an exploration of how phenotypic variation is produced

at each generation with an analysis of how this variation is influenced by

natural selection and other extrinsic processes can provide the means

for a comprehensive understanding of evolutionary patterns. Paul

Brakefield (Chapter 4) presents a well-documented case study that illus-

trates an integrative approach linking the evolution of developmental

mechanisms with the role of selection in the evolution of wing eyespots

and other traits in Bicyclus butterflies.

Evo-devo aims to provide a mechanistic explanation of how devel-

opmental mechanisms have changed during evolution, and how these

modifications are reflected in changes of organismal form. Thus, in con-

trast with studies on natural selection, which aim to explain the ‘survi-

val of the fittest’, the main target of evo-devo is to determine the

mechanisms behind the ‘arrival of the fittest’. At the most basic level,

the mechanistic question about the arrival of the fittest involves

changes in the function of genes controlling developmental programs.

Thus it is important to reflect on the nature of the elements and

systems underlying inheritable developmental modification using an

updated molecular background. Claudio Alonso dedicates a chapter

(Chapter 5) to precisely this task.

In the search for evo-devo identity, Ronald Jenner (Chapter 6) starts

from the perspective of an important, but neglected, epistemological

dualism in a science like biology, that is, idiographics vs. nomothetics.

Idiographics pertains to the description of unique and historically con-

tingent particulars, while nomothetics pertains to the search for law-

like regularities or generalities. Thus, idiographically, evo-devo aims to
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document the unique effects of changes in evolutionary developmental

mechanisms on the origin of novelties and the evolution of body plans.

Nomothetically, it attempts to establish the general effects of evolution-

ary developmental mechanisms on determining the overall direction of

phenotypic evolution. Recognising the dualism is not only conceptually

important, but has also practical consequences, for example in the

choice of model organisms.

Evolution: Taking Development on Board 3





1

Evo-devo as a discipline
GE RD B . MÜ L L E R

Since its inception in the early 1980s, evo-devo has evolved into a

mature discipline. This is manifest in the naming of research groups,

scientific journals and books, professional meetings and societies.

Despite such formal attributes of a scientific discipline it is often

unclear what constitutes its conceptual distinctiveness. Does evo-devo

have its own set of specific questions and research methods? Does it

solve biological problems that cannot be solved by other approaches?

And does it represent a significant change in the theoretical understand-

ing of development and evolution? That is, in which way do the goals,

the empirical programs and the theories of evo-devo research differ

from those of neighbouring disciplines such as developmental biology

or evolutionary biology? The present chapter provides a concise over-

view of the current status of evo-devo as a discipline. This requires a

short reflection on its history.

C ON C E P T UA L F O UNDAT I O N S

The parallels between embryonic stages and the ‘scale of beings’ had

already been contemplated in pre-Darwinian times, and the foundation

of a scientific theory of evolution was significantly influenced by embry-

ological arguments. Darwin called embryology ‘by far the strongest

single class of facts in favour of a change of form’, and his first sketches

of a phylogenetic tree seem to have been inspired by tree-like renderings

of embryological differences between species (Richards 1992). Much of

the early work in evolutionary biology focused on the uses of embryonic

characters for taxonomical purposes. Francis Balfour, William Brooks,

Karl Gegenbaur, Fritz Müller and many others applied the comparative

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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method to embryology and could thus discern hitherto unknown phylo-

genetic relationships. Alexandre Kowalevsky’s (1866) discovery, for

instance, that larval traits such as a notochord, gill slits and neural

folds relate the ascidians to the vertebrates was one of the great

successes of this method.

These comparative endeavours were soon followed by more

mechanistically oriented and theoretically grounded programs. One

sprang from the joining of the concept of recapitulation with a mechan-

ism for effecting developmental change. Recapitulation, a widespread

notion in late eighteenth-century Naturphilosophie, was elaborated by

Ernst Haeckel into a mechanistic concept of morphological evolution

(Haeckel 1866) by uniting it with developmental timing as a key mech-

anism for embryonic change. Under Haeckel’s patronage this approach

assumed programmatic and even ideological status. Recapitulation

remained the only thinkable way by which ontogeny and phylogeny

could be tied together until well into the twentieth century. The rise

of experimental embryology on the one hand, and that of genetics on

the other, stifled the – by then often exaggerated – recapitulationist

claims. Eventually, the new paradigm of genetic variation and differen-

tial inheritance eclipsed recapitulation as a general explanatory prin-

ciple for the progression of organic life. In the subsequent disregard

for recapitulation theory it was often overlooked that it had contained

a mechanism for evolutionary change, namely the modification of deve-

lopment through heterochrony, a point notably resurrected in the late

1970s (Gould 1977).

The study of environmental influences on embryogenesis, and the

maintenance in subsequent generations of the effects thus induced, was

another major movement that related ontogeny to phylogeny during the

first half of the twentieth century. Most of these endeavours were carried

out in a neo-Lamarckian vein, testing the possibility of an inheritance of

acquired characters. An extensive amount of data was generated by

ingenious modifications of external parameters in the development of

insects (Jollos 1934), amphibians (Kammerer 1923), and other taxa

(Kammerer 1925, Hämmerling 1929). Entire institutions, such as the

Vivarium Institute in Vienna (1902–1945), devoted their efforts to

the study of the environment–development–evolution interaction. The

conclusiveness of the results was debated heatedly (e.g. E. W. McBride

vs. opponents inNature during the 1920s). Eventually the neo-Lamarckian

interpretations lost credibility. But these early attempts to combine

environmental modification with breeding experiments represent a

body of evidence that merits attention independently from their

6 Gerd B. Müller



Lamarckian interpretations. Recently the importance of ‘enduringmodi-

fication’ and ‘epigenetic inheritance’ has been reconsidered (Rubin 1990,

Jablonka and Lamb 1995), and plasticity research actively readdresses the

issue of environmental influences on development and evolution (Gilbert

and Bolker 2003).

Another conceptual root of evo-devo arose with early attempts to

include the genetics of development into evolutionary theory, based

on theoretical considerations and experimental quantitative genetics.

Among these concepts ranged reaction norms (Wolterek 1909), rate

genes (Goldschmidt 1940), assimilation (Waddington 1956) and the

whole field of epigenetics (in theWaddingtonian sense). These initiatives

took place before the rise of DNA genetics and in the absence of molecu-

lar tools for genetic analysis. But the calls for a more prominent role of

these mechanisms in evolutionary theory, such as expressed by Gold-

schmidt and Schmalhausen, and later by Waddington, went largely

unheard. Attention concentrated on transmission genetics and quanti-

tative genetics, whereas developmental genetics, and developmental

biology for that matter, were left aside.

These initiatives all addressed facets of the ontogeny–phylogeny

or development–evolution interface and thus kept the connections

between the fields alive even during prolonged periods of their

largely separate study in the twentieth century. Except for certain con-

ceptual traces not much of these traditions has survived in modern

evo-devo, and none of them can be considered its immediate forerun-

ner. Two developments were more directly responsible. One stimulus

was the increasing awareness of explanatory deficits in the prevailing

paradigm of evolutionary theory. Neo-Darwinism worked well for the

population genetic phenomena it concentrated on, but in the late

1970s and early 1980s concern accumulated about its difficulty to

account for many characteristics of phenotypic evolution. Such

phenomena included biased variation (Alberch 1982, Maynard Smith

et al. 1985), rapid changes of form (Eldredge and Gould 1972), the

occurrence of non-adaptive traits (Gould and Lewontin 1979), and the

origination of higher-level phenotypic organisation such as homology

and body plans (Riedl 1978). Most of the criticisms attributed the

explanatory deficits of neo-Darwinism to its neglect of the generative

processes that relate genotype to phenotype and to the exclusion of

developmental theory from the evolutionary synthesis (Hamburger

1980, Reid 2007).

The rising interest in these topics during the early 1980s was

reflected in scientific meetings (such as those in Dahlem 1981, Sussex

Evo-devo as a Discipline 7



1982, Plzen 1984, Columbia 1985 or Woods Hole 1985) and books

(Bonner 1982, Goodwin et al. 1983, Raff and Kaufman 1983), which

began to concentrate on the intersections between development and

evolution. Empirical research took up the theme (e.g. Katz et al. 1981,

Alberch and Gale 1983, 1985, Raff et al. 1984, Müller 1986), using classi-

cal techniques of comparative and experimental embryology at first, and

later, increasingly, the methodologies of molecular biology. This new

agenda, which aimed at defining the role of developmental processes

in organismal evolution, was initially called ‘ontophyletics’ (Katz et al.

1981, Katz 1983) or ‘evolutionary embryology’ (Müller 1991), until ‘evo-

lutionary developmental biology’ (Hall 1992, Wake 1996) became the

generally accepted label. Besides heterochrony, developmental con-

straints were a central topic in this early period of evo-devo (Alberch

1982, Maynard Smith et al. 1985).

In the mid 1980s a second major boost for modern evo-devo came

from the rise of molecular developmental genetics, which brought the

cloning of regulatory genes and the techniques for the visualisation of

their activation in the embryo. This created a completely new approach

to comparing the development of different taxa and led to the discovery

of unexpected similarities in gene regulation among distantly related

species (McGinnis et al. 1984). During the following years these simi-

larities were found to extend to the spatial and temporal sequences of

early gene expression in anatomically very different embryos such as

insects and mammals (Duboule and Dollé 1989, Graham et al. 1989). In

contrast to earlier notions that took the diverse ways in which animals

develop to be the result of an equally diverse genetic apparatus, it

became increasingly clear that relatively few genetic regulators are impli-

cated in the embryonic foundations of all animal body plans (Akam1989,

Holland 1992, Holland et al. 1996). The search for commonalities and

differences in gene expression patterns and gene regulation gained

rapidmomentum and led to amuch improved understanding of themol-

ecular underpinnings of development (Carroll et al. 2005, Davidson 2006).

Today, the evolution of the developmental genomeand of gene regulatory

networks has become the most popular theme in empirical evo-devo

research. High-throughput genomics is adding another methodological

level to this comparative developmental genetics.

T H E QU E S T I O N S O F E VO - D E V O

Evo-devo starts from the postulate that a causal-mechanistic interaction

must exist between the processes of individual development and the
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processes of evolutionary change. Understanding these interactions and

their consequences for organismal evolution represents the central

research goal. Hence, the core question of evo-devo has two interrelated

components: evolution’s influence on development and development’s

influence on evolution. This reciprocal interrelationship constitutes a

genuinely dialectical and systemic research agenda. The following will

be a brief characterisation of the major research questions that arise

from this general agenda.

How did development originate?

This question relates to the origins of multicellularity and the evolution

of life cycles. John Bonner, a major influence in triggering the evo-devo

revolution, early on reflected on the relations between organism size,

internal complexity, reproductive success and life-cycle selection

(Bonner 1965, 1988). Most of these ideas were based on the study of

extant colonial or aggregating unicellular organisms such as cellular

slime moulds. In early multicellular aggregates competition among

cells to become the ones that propagate the next generation was possibly

an important factor. The transition between the cell as the unit of

selection and the multicellular individual as the unit of selection

would have been the key evolutionary event at the origin of development

(Buss 1987).

A different approach targets the physical properties of cells and

tissues. Single-cell organisms that existed before the emergence of mul-

ticellularity possessed liquid-like viscoelasticity, adhesiveness and

chemical excitability. Consequently, protometazoan cell aggregates

must have had an inherent capacity to self-organise spatial patterns.

Development would have arisen at the point when certain cells

achieved organisational control over other cells, e.g. by releasing diffu-

sible chemical substances, and this capacity would have resulted in cell

aggregates consisting of non-uniformly distributed cell states. In con-

junction with differential adhesion (Steinberg 1963) and other generic

physical mechanisms (Newman 1994) such simple systems can

produce an array of ‘generic forms’, whose shapes and sizes are

much determined by the physico–chemical conditions of the environ-

ment in which they form (Newman et al. 2006). Because of this

strong environmental influence, it is assumed that in early forms of

development the close correlation between genotype and phenotype

observed in modern organisms would not have existed yet. Rather

the genotype–phenotype relation might have been one-to-many
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during what has been called a ‘pre-Mendelian phase’ of evolution

(Newman and Müller 2000). Subsequent selectional fixation and

genetic routinisation would have resulted in the robust forms of devel-

opment and the faithful Mendelian kind of inheritance seen in extant

organisms.

How did the developmental repertoire evolve?

This question is predominantly approached at the genetic level,

e. g. through the study of gene duplications, especially of the regulatory

genes (McGinnis and Krumlauf 1992, Holland 1999), and the evolution of

gene regulatory networks (Davidson et al. 1995, Wray and Lowe 2000).

The genetic redundancy generated by suchmechanisms can be exploited

through the acquisition of new functions for these genes, a process

referred to as recruitment (Keys et al. 1999) or cooption (True and

Carroll 2002). Present summaries of the evolution of developmental

pathways rely almost exclusively on genetics (Wilkins 2002, Carroll

et al. 2005), but the epigenetic mechanisms controlling gene activation

also evolve, including the processes of cell and tissue interaction and

embryonic induction, which had been considered in earlier treatments

of the evolutionary roles of epigenesis (Løvtrup 1974, Hall 1983,

Edelman 1988).

Modularity constitutes a principle connecting the genetic and epi-

genetic facets of evolving developmental repertoires in recognising that

developmental systems are decomposable into components that operate

according to their own intrinsically determined principles (Schlosser

and Wagner 2004, Callebaut and Rasskin-Gutman 2005). Such

modules can be characterised as integrated structural and process

units that depend on input from other components and, in turn, influ-

ence other components by their outputs, represented, for example, by

gene signalling pathways or inductive interaction networks. The evol-

utionary function of developmental modules would be their phenotypic

selectability. A selectable developmental module can consist of a set of

genes, their products and their developmental interactions, including

the resulting character complex and the functional effect of that

complex. The genes affecting the modular character complex would be

characterised by a high degree of internal integration and a low

degree of external connectivity: that is, pleiotropic connections would

be largely within-module. Modularity could thus become one of the

most productive approaches to the evolving genotype–phenotype

relationship (von Dassow and Munro 1999).
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How are established processes of development modified

through evolution?

The empirical study of changes in developmental gene regulation

occupies much of the present research effort (see below and contri-

butions in this volume). A broader concept is heterochrony, i.e. evol-

utionary changes in the relative timing and rates of developmental

processes. This classical idea has been revived by Gould (1977) and Raff

and Kaufman (1983) and has since been elaborated into a powerful expla-

natory framework (McKinney and McNamara 1991, Parichy et al. 1992,

McNamara 1997). Different forms and mechanisms of heterochrony

are associated with different life-history strategies and produce different

phenotypic results (Hall 1984, Raff and Wray 1989). Heterochrony has

been documented in most groups of organisms, and its study is now

taken to molecular and genetic levels (Parks et al. 1988, Wray and

McClay 1989, Kim et al. 2000). Mutations that directly affect developmen-

tal timing have been demonstrated in animals (Ruvkun and Giusto 1989)

and plants (Dudley and Poethig 1991). A number of genetic mechanisms

affecting developmental timing have been tested experimentally (Dollé

et al. 1993, Zákány et al. 1997). Without doubt heterochrony based on

gene regulatory changes represents a powerful mode for altering mor-

phological characters and body plans (Duboule 1994). But it remains dif-

ficult to distinguish between heterochronic phenomena that are simply

a consequence of any change to development and those cases in which

heterochrony of a particular process represents the causal mechanism

for the evolutionary modification of a trait.

Does development play a role in phenotypic variation?

The extent to which the properties of developmental systems influence

the variational and directional dynamics of phenotypic evolution is a

question primarily addressed by the concept of developmental con-

straint. This was one of the themes that triggered evo-devo (Alberch

1982, Maynard Smith et al. 1985), and it is still relevant today. The empiri-

cal evidence for constraints is extensive, including data fromcomparative

morphology (e.g.Wake 1982, Bell 1987, Vogl and Rienesel 1991, Caldwell

1994), comparative and experimental embryology (e.g. Alberch and Gale

1983, 1985, Müller 1989, Webb 1989, Streicher and Müller 1992), plant

biology (e.g. Donoghue and Ree 2000) and quantitative genetics (e.g. Che-

verud 1984, Rasmussen 1987, Wagner 1988). Whereas early conceptual-

isations of constraint concentrated on the limitations of phenotypic
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variation, later treatments emphasised also the heightened potential for

change in particular aspects of the phenotypic character space (Arthur

2001). A taxon’s capacity to generate heritable phenotypic variation or

innovation will depend on mechanisms that reduce or overcome con-

straints, a controversial issue (Eberhard 2001, Wagner and Müller

2002). Much of the present work on plasticity and evolvability discussed

below equally relates to the issue of constraint.

What is the contribution of development to the origin

of phenotypic novelty?

Innovation and phenotypic novelty is one of the areas of evolutionary

biology to which evo-devo could make a genuine contribution (Wagner

2000, Love 2003, Müller and Newman 2005b). While earlier conceptions

concerning innovation were based on function shift (Mayr 1960), macro-

mutation (Goldschmidt 1940) and symbiosis (Margulis and Fester 1991),

evo-devo approaches concentrate on the role of development. One

specific proposal is epigenetic causation, the idea that developmental

systems do not merely transform genetic change into phenotypic

change but also represent a generative component in phenotypic evol-

ution (Müller 1990, Newman and Müller 2000). The starting point is

the distinction between general selectional trends and the specificity

of phenotypic response conferred by the developmental system. Selec-

tion acting on overall organismal features, such as shape, proportion,

function or behaviour, can elicit epigenetic by-products that arise from

the generic properties of developing cell and tissue systems, e.g. follow-

ing changes in blastema size or mechanical load. New structural

elements, skeletal parts for instance, can arise through this mode,

without having been selected for, as a side-effect of the evolutionary

modification of general developmental parameters (Müller 1990,

Newman and Müller 2005). Thus, epigenetic mechanisms could have

had a significant role in the origination of body parts and organismal

form (Müller and Newman 2003, Love and Raff 2005).

A related approach is the origination of innovation through

environmental induction (West-Eberhard 2003). This approach relies

less on the physical properties of developmental systems, concentrating

more on phenotypic plasticity and reaction norms as discussed below.

Does development affect the organisation of the phenotype?

The origin of higher-level organisational phenomena (homology, body

plans) is one of the central questions of evo-devo (Raff 1996, Minelli
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2003). Many of the new ideas on these topics were triggered by the

discovery of the surprisingly high conservation of the gene regulatory

apparatus in very diverse organisms. This has led to gene-based defi-

nitions of homology (Holland et al. 1996, Abouheif 1997), whereas

others have pointed out the shortcomings of such reasoning (Bolker

and Raff 1996, Minelli 1998). While the most notoriously conserved

developmental control genes, the homeobox genes, exhibit non-homolo-

gous expression domains in vertebrate and invertebrate embryos, the

reverse also applies: homologous structures can be specified by non-

homologous genes (Wray 1999). New developmental concepts of hom-

ology concentrate on commonalities of developmental pathways

(Wagner 1989, 1996) or on the modularity of developmental systems

(Minelli 1998, Gilbert and Bolker 2001). Other positions emphasise

that the establishment of homology goes through different stages in

which development has an important generative role, but eventually

achieves independence from the underlying generative mechanisms

(Müller 2003, Love and Raff 2005). Here the evolution of homology

and body plans is viewed as a consequence of phenotypic integration

that maintains the identity of building elements despite variation in

their molecular, developmental and genetic makeup.

How does the environment interact with development

and evolution?

Once thought of as crucial for understanding evolution, this question

had been marginalised for several decades because of its seemingly

Lamarckian connotations. But new data on the genetic and environ-

mental aspects of developmental phenomena such as phenocopy, poly-

phenism and plasticity have revitalised the interest in their

evolutionary roles and led to proposals of an enlarged scope of evo-

devo research (Gilbert 2001, Hall et al. 2003). The foundational concept

in this domain is phenotypic plasticity (Pigliucci 2001, West-Eberhard

2003). It provides a unifying theoretical framework for the interpret-

ation of quantitative genetic, developmental and morphological

responses to environmental influences in evolving populations. The

concept of plasticity is tightly interconnected with that of reaction

norm (Schlichting and Pigliucci 1998, Sarkar 2003), i.e. the range of vari-

ation and phenotypes that can result from a single genotype as a

response to different environmental conditions. Developmental plas-

ticity, the mechanistic realisation of this responsiveness, is thought to

represent in itself an adaptive trait of a taxon. But plasticity can also

refer to evolutionary modifications of development that do not have a
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significant effect on the phenotypic outcome, a phenomenon often

observed in species-level comparisons (Chipman 2002).

T H E R E S E A R CH P ROG RAM S O F E V O - D E VO

The maturation of evo-devo has led to a diversification of empirical

research that does not coincide so much with the conceptual questions

discussed above but rather represents differentmethodological emphases.

At least four major ‘programs’ can be distinguished in modern evo-devo,

although the individual scientists and research groups engaging in these

studies do not necessarily define their particular approach in such a

way, and many overlaps exist between these programs.

The comparative embryology program

Comparative embryology is still required in modern evo-devo, even

thoughmuch of it involvesmolecular tools. However,major contributions

in this domain do not come from extant organisms but, increasingly, from

palaeontology. The palaeontological data include direct embryological evi-

dence, such as information from fossilised dinosaur eggs (Carpenter et al.

1996) and from early stages of invertebrate development (Bengtson and

Zhao 1997). Palaeontology also provides indirect information about the

contribution of development to phenotypic evolution by documenting

heterochrony, constraint and innovation (McNamara 1997, Vrba 2003).

This is especially true of characters that represent ‘frozen stages’ of devel-

opment such as teeth or hard shells. The fossil record yieldsmorphospaces

against which the developmental capacities of extant taxa can be tested

(McGhee 2007). The relationships between variational data from fossils

and the developmental processes responsible for their generation are

increasingly addressed in explanations of phenotypic character evolution

(Shubin et al. 1997). At the same time the comparative approach generates

the data for what could be called the systematics program of evo-devo.

This work provides robust phylogenetic reference systems for the

interpretation of the evolution of developmental mechanisms, an essen-

tial prerequisite for evo-devo (Mabee 2000). Many more applications of

the comparative approach are summarised in Minelli (2003).

The epigenetic and experimental program

The aim of this approach is to probe developmental systems with regard

to their intrinsic capacities to generate evolutionarily relevant
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phenotypes. Perturbations of cell number, cell cycle, developmental

timing or inductive interactions, in the traditions of classical experimen-

tal embryology, have been shown to produce both ancestral character

states as well as phenocopies of derived states (e.g. Alberch and Gale

1983, 1985, Müller 1989). Such experiments address the developmental

and, hence, the evolutionary dissociabilities of temporal, spatial and

functional interactions and highlight the roles of physical properties

and tissue geometries in developmental self-organisation. They also

demonstrate the existence of thresholds and constraints in developmen-

tal processes which contribute to the evolvability of a lineage, influen-

cing phenotypic evolution and providing new heritable variation and

novel character states. In particular, the experimental approach

exposes mechanisms through which quantitative selectional trends

may be transformed into qualitative phenotypic change.

Today, the classical perturbation method is expanded by genetic

and molecular tools, such as gain of function and loss of function exper-

iments, and the attempt to redesign phenotypes with well-chosen

mutations. This designer approach (Dworkin et al. 2001, Larsen 2003)

tests the range of possible morphologies that can be achieved by a devel-

opmental system through small changes in cell behaviour. While it does

not automatically follow that new structures actually arose through

similar mutations, such experiments indicate that even highly con-

served phenotypes are not necessarily strongly constrained. Using

mutations to compare the relative stability of characters, this approach

further elucidates the nature of developmental constraints and will

assist in revealing the genetic backgrounds that are required for

stabilising phenotypic innovations. Combining experimental studies

of what forms can be generated by a developmental system with

theoretical morphospace concepts (see below) could lead to further

evo-devo insights.

The epigenetic and experimental program intersects with the

study of developmental plasticity, especially as it relates to environ-

mental influences in what has recently been termed ecological develop-

mental biology or eco-devo (Gilbert 2001, Hall et al. 2003). The essence

here is that the regulating factors of developmental processes (and

their evolutionary modifiability) do not all reside within the embryo

but depend substantially on the ecological context. Although these

effects eventually feed into developmental-genetic pathways, the causal-

ity resides in an interplay between internal and external factors includ-

ing diet, pH, humidity, temperature, photoperiod, seasonality,

population density, predator presence and many more. Particular
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attention is paid to physiological and metabolic processes that mediate

interactions between the environment and development, such as endo-

crine and hormone activity (Davey 2003, Rose 2003). Other relevant

data come from predator-induced polyphenisms (Tollrian and Harvell

1999), changing nutrient regimes (Newlon et al. 2003), environmental

regulation (Nijhout 1999) and other fields (see Schlichting and Pigliucci

1998, Gilbert 2001, Hall et al. 2003). Although these kinds of study have a

long tradition there is a new awareness that developmental plasticity

and environmental induction have an important function in the orig-

ination of evolutionary novelty (West-Eberhard 2003), an opinion pio-

neered by Ryuichi Matsuda (Matsuda 1987) whose work is receiving

renewed attention (Hall et al. 2003). The importance of epigenetic

parameters is also increasingly recognised in hominid evolution

(Lovejoy et al. 1999).

The evolutionary developmental genetics program

This research program, often called evo-devo as such, is ‘focused on the

developmental genetic machinery that lies behind embryological pheno-

types’ (Arthur 2002). The rapid cloning of an increasing number of regu-

latory genes, and the development of techniques that enable their

expression in the embryo to be visualised, has made this the most

active area of empirical evo-devo. Two overlapping subprograms can

be distinguished. One is the elucidation of molecular body plans,

aiming for an understanding of the role of developmental control

genes in the patterning of phylogenetically and anatomically diverse

organisms, such as arthropods (Akam 1994), vertebrates (Holland

1992) and other taxa (Carroll et al. 2005). This program now extends

beyond the usual model organisms and reveals interesting expression

patterns that are associated with body plan novelty (Lee et al. 2003).

An impressive amount of information on the commonalities and differ-

ences in the deployment of regulatory genes has been accumulated,

including evidence that the evolutionary modification of major body

regions is associated with the axial shifts of Hox gene expression bound-

aries (Burke et al. 1995), or that the evolution of mesopodial limb

elements is associated with shifts in Hoxa-11/a-13 expression regions

(Wagner and Chiu 2001). In insects, the differences in bristle patterns

in different species of Drosophila are associated with a variation of Ubx

expression (Stern 1998) and the evolution of butterfly eyespot patterns

involves recruitment of a hedgehog regulatory circuit (Keys et al. 1999).

A future goal must be to ascertain that the observed shifts and
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changes of gene expression were actually causal for the derived pheno-

typic condition (Wagner 2001).

A second subfield of evolutionary developmental genetics could be

called the developmental regulation program. Here the research concen-

trates on changes in the evolving architecture of the regulatory circuitry.

Tremendous progress has been achieved in the understanding of gene

regulatory pathways and networks (Wilkins 2002, Davidson 2006).

Increasingly complex gene interaction networks are unravelled, and a

kind of regulatory cladistics is emerging. The conclusions following

from this program posit that the evolution of organismal form is

much less a direct consequence of mutational genetic innovation, as

believed earlier, but rather depends on continuing shifts, recruitments

and re-wiring of regulatory interactions in development. Evolution

seems to favour the generation of alternative genetic circuits which

are subsequently coopted into new regulatory functions. The intricate

details of these molecular networks are going to keep the program

active for a long time to come, especially as it is moving into genomics

and proteomics.

The theoretical biology program

Theoretical biology, as the science concerned with the formulation of

general rules and mathematical abstractions of biological processes,

but also with theory analysis, modelling and simulation, has recently

taken a heightened interest in evo-devo. This is because, on the one

hand, genotype–phenotype mapping, plasticity, modularity and other

evo-devo events require formalisation for their integration into the

theoretical framework of evolution. On the other hand, the complexities

of developmental processes benefit greatly from the new computational

tools of visualisation, quantification and simulation. Several strategies

are followed in the quest for a theoretical biology of evo-devo.

One is the computation of morphogenesis. Since developmental

evolution resides in the modification of the dynamics of gene, cell and

tissue interactions, the precise topology, timing and quantity of gene

activity as related to actual changes of cell behaviour and tissue proper-

ties becomes a target issue of evo-devo. These requirements have led to

the development of computational tools for the three-dimensional

reconstruction and quantification of gene expression in developing

embryos (Jernvall et al. 2000, Streicher et al. 2000, Sharpe et al. 2002,

Weninger et al. 2006), and new bioinformatic techniques for the analysis

of such data are explored (Costa et al. 2005). The aim is to understand the
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topological evolution of gene expression patterns in a given developmen-

tal system in order to determine the spatio-temporal modifications of

gene activity that are associated with phenotypic variation.

Advanced morphometrics and statistics further refine the quanti-

tative approach, in particular as landmark-based tools begin to be widely

used (Bookstein 1991, Eble 2002), including ontogenetic shape trajec-

tories (Prossinger and Bookstein 2003, Cobb and O’Higgins 2004, Mitter-

oecker et al. 2004). Multivariate shape analyses not only help quantify

evolutionary modifications but are essential for defining their ontogen-

etic locations and, hence, assist the identification of the developmental

pathways that are responsible for effecting these changes. In addition

the multivariate approach provides a means to link evo-devo with

quantitative genetics and the study of morphological integration

(Cheverud 1982).

The theoretical biology program also includes another aspect of

modelling evo-devo, an area with much future potential (Collins et al.

2007). On the one hand the quantitative developmental data can be

used for the biomorphic modelling of concrete developmental systems,

such as tooth development (Jernvall 2000, Jernvall et al. 2000) or limb

development (Hentschel et al. 2004), illustrating how the differential

activation of genes and gene products can affect morphogenesis and

evolutionary variation or innovation. On the other hand, modelling

can identify important general properties of evolving developmental net-

works and regulatory circuits, demonstrating, for instance, that evol-

ution has a tendency to substitute emergent networks by hierarchical

networks (Salazar-Ciudad et al. 2001). This indicates that the routinised

and genetically entrenched ontogenies of extant species, fromwhich our

knowledge of development is derived, constitute a highly evolved and

stabilised condition, whereas greater flexibility and innovative potential

may have existed in primitive systems (Newman and Müller 2000).

Such scenarios, emerging in part from a modelling approach, call for a

re-evaluation of the earlier concepts of canalisation and assimilation

(Waddington 1942).

The joining of bottom-up modelling of the interaction between

genes, cell behaviour and tissue organisation with the concepts of gen-

erative morphospaces provides a framework in which a set of given

rules produces a range of possible patterns that can be compared with

forms that did or did not appear in natural systems (Thomas and Reif

1993, Rasskin-Gutman 2003, McGhee 2007). These models can be used

to characterise the generative capacities of developmental systems and

they permit predictions about potential phenotypic variation and
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innovation. Morphospace modelling indicates that only a limited

number of phenotypic solutions can be obtained from a given develop-

mental system, even in the presence of ample genetic variation. But

these effects are not only limitational. Certain morphological solutions,

for example, are more likely to arise than others, independent from the

molecular and genetic circuitry associated with their generation, point-

ing to inherent properties of the developmental systems involved. These

considerations include the interactions of environmental parameters

with evolving developmental systems (Collins et al. 2007).

With regard to conceptual advancement, maybe the greatest

potential of evo-devo lies in the theoretical biology program. A host of

new tools for visualisation, quantification and mathematical analysis

are being adapted for embryonic studies and can be used in a compara-

tive way. Computational modelling and simulation will be able to

address many kinds of evo-devo questions and will assist the formal

characterisation of the epigenetic rules in genotype–phenotype

relations. They will also help identify new biological questions for

empirical study. The multiple modelling strategies that emerge in evo-

devo represent important heuristic, conceptual, explanatory and inte-

grative tools. The detailed analysis and subsequent integration of these

different modelling strategies will promote the theoretical integration

of evo-devo (Laubichler and Müller 2007).

T H E I M PA C T O F E VO - D E VO ON E VO L U T I ON A RY T H E O RY

The conceptual framework of evo-devo arose as a response to the incom-

pleteness of the neo-Darwinian synthesis (Callebaut et al. 2007). The

paradigm of the synthesis was based on the correlation of phenotypic

character variation with statistical changes of gene frequencies in

populations. Adaptive change as a population genetic event was the

explanandum. The paradigm of evo-devo, by contrast, represents a

causal-mechanistic approach towards the explanation of phenotypic

change in evolution. Here the evolutionary alteration of developmental

parameters (gene, cell and tissue properties, and their interactions) and

their effects on phenotypic evolution are the explananda, whether adap-

tive or not. This means that the explanatory reach of evolutionary

theory is significantly expanded by evo-devo, because it not only includes

adaptive variation but extends also to other features of phenotypic evol-

ution, such as the generation of new structural elements (novelty), the

establishment of standardised building units (modularity, homology),

the arrangement of such units in lineage specific combinations (body
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plans), and the repeated generation of similar forms in independent taxa

(homoplasy). In addition, evo-devo aims at explaining how development

itself evolves and how the control of developmental processes is effected

by the interplay between genetic, epigenetic and environmental factors.

Evo-devo has prompted the formulation and improvement of a

host of concepts andmodels regarding the evolution–development inter-

face, such as recapitulation, heterochrony, constraint, modularity, plas-

ticity and many others (Arthur 2002, Müller 2007). These new

conceptual approaches of evo-devo have enormously stimulated biologi-

cal research, both empirically and theoretically. Developmental models

have become evolutionary, and evolutionary models have become devel-

opmental, reflecting a more pluralistic approach to phenotypic evol-

ution (Fusco 2001). The major expansions that evo-devo represents

with regard to the classical Evolutionary Synthesis can be characterised

by three terms: evolvability, emergence and inherency.

Evolvability, the intrinsic potential of a given lineage to produce

phenotypic variation, has long been studied primarily from a genetic

point of view, focusing on mutator genotypes or the changes in genotype

to phenotype mapping (Wagner and Altenberg 1996, Wagner 2005). Evo-

devo adds the generative potentialities of development to this concept.

These are determined by the continued efficacy of gene regulatory and

epigenetic interdependencies that have been acquired during evolution

of a lineage, including the dynamics of developmental interactions and

the non-programmed physical properties of the involved tissues (Kirsch-

ner and Gerhart 1998, Deacon 2006, Newman et al. 2006). Evolvability

can now be analysed in terms of the developmental plasticity of specific

organ systems and their responses to changing environmental con-

ditions such as in plants (Sultan 2003), butterflies (Beldade et al. 2005)

or beetles (Emlen 2000).

Evolvability has the potential to integrate the classical population

genetic approach with the results from plasticity research (Schlichting

and Pigliucci 1998, Pigliucci 2001). The possibility of correlating data

from ecology with physiological parameters, developmental reaction

norms and gene regulatory pathways in a quantitative way facilitates

various new modelling strategies in evo-devo (Collins et al. 2007).

Although such models have not yet reached the same status as, for

instance, the ‘adaptive landscapes’ in the Modern Synthesis, significant

heuristical effects emanate from these new perspectives on the role of

evolvability in organismal evolution.

Emergence refers to the fact that through the integration of such

concepts as modularity, plasticity and innovation, evolutionary theory
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becomes explanatory not only about what is being varied and main-

tained in organismal evolution but also about what could possibly

arise. The gene-centric position of neo-Darwinism glossed over this

problem by tacitly assuming that genes are directly responsible for struc-

ture in an additive fashion. Hence it was sufficient to focus on the

dynamics of alleles in populations, assuming the prior existence of the

phenotypic entities to which they correspond. No feedback between

genes, gene products, the material properties of developmental

systems and their environments was accounted for. Yet the capacities

for emergence lie in these systems interactions, and evo-devo addresses

precisely this aspect.

A theory of emergence complements the theory of adaptation in

that it introduces the non-deterministic developmental and environ-

mental factors that are responsible for the origins of novelty. An import-

ant starting point for this conceptual change is the recognition that

novelties represent a distinct class of phenotypic change, not based on

character variation and not a direct consequence of natural selection.

Selection cannot set in until there are entities to select. Empirical evo-

devo research has begun to concentrate on these issues (Müller and

Newman 2005a), and the role of emergence in evolutionary theory is

critically evaluated (Reid 2007). Natural selection as the unique

guiding force of evolution is challenged by evo-devo.

Inherency refers to the fact that through the inclusion of evo-devo

into evolutionary theory there is a shift of focus from the external and

contingent to the internal and generic. Whereas historical contingency

is a significant element in the standard evolutionary framework,

accounting for the lawful dependence on conditions that involve a

large component of chance, inherency is something that will always

happen because the potentiality is immanent to the system and can actu-

ally only be inhibited (Newman and Müller 2006, Newman et al. 2006).

This position not only permits one to account for convergence and par-

allel evolution, provided for by the traditional adaptive explanation, but

also includes the frequent instances of similar forms (homoplasy) that

arise in phylogenetically distant species.

If phenotypic evolution is predictable to a certain degree from the

material properties and generative rules of the constituent developmen-

tal components (see Vermeij 2006) it implies that a new principle,

inherency, is added to the external selection paradigm of evolutionary

theory. It posits that the causal basis for phenotypic evolution resides

not merely in population genetic events or, for that matter, in gene regu-

latory evolution, but in the inherent features of evolving developmental
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systems themselves. This defies the program notions that abound in

present-day genetics (Moss 2003, Neumann-Held and Rehmann-Sutter

2006) in the sense that although genes specify cellular properties to a

certain extent, the specific tissue structures and biological forms that

result from cell interactions are not encoded in the genome in any deter-

ministic fashion. Evo-devo aims at defining rules for these mechanistic

genotype–phenotype relationships in evolution.

Through its inclusion of evolvability, emergence and inherency

evo-devo takes evolutionary theory beyond the standard scope of the

Modern Synthesis. This does not invalidate its neo-Darwinian core as a

theory that accounts for the quantitative variation and fixation of

traits in populations, but it shifts the attention to the qualitative

phenomena of higher order phenotypic organisation and its mechanistic

causes. The shifting emphases in evolutionary biology initiated by evo-

devo are recognised by a growing number of metatheoretical, historical

and philosophical accounts (Robert 2004, Amundson 2005, Laubichler

and Maienschein 2007, Sansom and Brandon 2007). Without doubt the

concepts introduced by evo-devo will represent important components

of an extended evolutionary synthesis.
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2

Making evolutionary predictions about
the structure of development and
morphology: beyond the neo-Darwinian
and constraints paradigms
I S A A C S A L A Z A R - C I U DAD

According to Darwinism, evolution occurs because, in

populations, there is heritable phenotypic variation, and then ecological

factors differentially affect the contribution of each of those variants to

the next generation. Thus, to understand the way in which phenotypes

in a population change over generations (this is the direction of evol-

utionary change) two questions need to be addressed: (1) which phenoty-

pic variants arise in each generation, and (2) which of these variants are

filtered out by ecological factors in each generation. In each generation,

and assuming no dramatic genomic rearrangements, developmental

dynamics determine which morphological variation arises from

genetic and environmental variation. Developmental dynamics are cur-

rently not very well understood and thus the question of which pheno-

typic variants arise in each generation is not well understood either. A

different emphasis is given to each of these two questions by different

approaches or schools of thought in evolutionary biology.

For many evolutionary biologists, especially those close to the core

of neo-Darwinism, this lack of understanding about development has

not always been perceived as a limit on progress in understanding

morphological evolution (Haldane 1932, Mayr 1982). For some authors

(Haldane 1932) this does not derive from lack of understanding

development. Instead, natural selection is seen as the main or unique

force determining how the phenotype changes (Fisher 1930,

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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Charlesworth et al. 1982). The question of which phenotypic variation

arises and what its role is in determining how phenotypic distributions

change over time is either not addressed or assumed to be unanswerable.

Which variation is produced is essentially seen, according to the neo-

Darwinian view, as unpredictable, other than that it should be

abundant, small (gradual) and, in principle, possible in any trait.

These views about the role of development and variation in evo-

lutionary theory have found many detractors during the past century,

especially since the 1980s (Alberch 1980, Goodwin 1994, Newman and

Müller 2000). This research claims that development has an important

effect in evolution because it produces variation that differs from the

variation assumed by the neo-Darwinian view. These studies introduce

concepts such as developmental constraint, developmental bias, evo-

lutionary novelty and robustness (Müller, Chapter 1 of this book) to

describe aspects of evolution that are not conveniently approached

from the Modern Synthesis. Often these approaches are not perceived

as an integrated or consensus alternative to the Modern Synthesis nor

as being in total agreement with it. Most of this research, which will

be referred to here as the constraint school, involves conceptual

(Alberch 1980, Horder 1989, Goodwin 1994, Fusco 2001, Arthur 2004)

and experimental embryology studies (Richardson and Chipman 2003,

Newman andMüller 2005) considering how development can affect mor-

phological evolution, but not (with some exceptions: Newman and

Müller 2000) how developmental mechanisms themselves evolve.

The advances in developmental genetics towards the end of the

twentieth century have been perceived (Gilbert and Sarkar 2000) as a

unique opportunity to integrate development into evolutionary theory.

Many of these studies are concentrated on the search for the ultimate

molecular differences underlying morphological differences between

species. This does not directly explain which morphological variation

is possible by genetic variation in development (question 1). Most of

the research in developmental genetics is experimentally driven. The

extraction of general theoretical insights to explain which morphologi-

cal variation development can produce is just at its beginning, and it is

still not clear how these insights will modify evolutionary theory or

the relationship between the developmental constraint school and the

Modern Synthesis.

This chapter critically reviews some advantages and disadvantages

of these three schools of thought, neo-Darwinism, the developmental

constraints school and developmental genetics, in understanding the

way in which morphology changes in evolution (as described). It will
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be discussed how some assumptions of neo-Darwinism contrast with

what is currently known about morphological variation and its develop-

mental bases, how the constraint school and developmental genetics

share or require some neo-Darwinian assumptions, and how research

agendas in developmental genetics can be slightly rephrased so that

they can be more easily used in the other two schools and, in general,

for the study of how development affects evolution. A new set of con-

cepts and studies that try to avoid these disadvantages will be explained.

These will be used to argue that some aspects of the evolution of mor-

phology and development are predictable if some information is

available about development and selective pressures in previous gener-

ations. These new concepts allow us to approach questions that are

not within reach for these three schools. Inferences will be made

about the relative involvement of different types of developmental

mechanisms in the evolution of morphology under different selective

pressures. In general the aim is to explain how the study of pattern for-

mation can help in understanding which morphological variation is

possible in development (question 1) and, at the same time, how develop-

ment itself evolves.

TH E N E O - DA RW I N I A N A P P ROA CH TO MOR P HO L OG I C A L

E V O L U T I O N

Morphological variation is produced by the process of development. In

order for natural selection to be themain force in determining howmor-

phology changes it is required that (1) any small morphological variant is

possible and (2) that genetic and morphological variation are linked by a

simple relationship. If the first assumption does not hold true, then the

direction of morphological change is also determined by which morpho-

logical variants are possible and/or more frequent. If the relationship

between genotype and phenotype is not simple, then evolving from one

morphology to another one that ismore adaptivemay not always be poss-

ible. This is either because morphologies produced by similar genotypes

might be very different and then have very different fitness values, or

because similar morphologies are not easily accessible through changes

in development. Consequently, there is not always a path of permanently

increasing fitness leading from one morphology to another.

Studies in population and quantitative genetics do not claim that

any variation is possible. Instead, it is claimed that there is abundant

additive genetic variation, that variation is of small magnitude and

that it can be accumulated to eventually produce any trait value.
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These conditions are necessary but not sufficient for selection to be the

only force determining the direction of evolution. For that, it is also

required that any combination of trait values is possible. In other

words, if the morphology of an individual can be represented as a

point in a hyperspace of trait values, any point should be reachable by

accumulation of small mutational steps. This implies, since traits are

arbitrary, that in each generation, variation is possible in any direction

(any small change in trait value combinations). Defining what is a

small or gradual change is relative and there has been lengthy discussion

about it (Mayr 1982, Gould and Eldredge 1977). The question of the

nature of morphological variation (question 1) has been directly

addressed much less frequently (Alberch 1980, Goodwin 1994,

Newman and Müller 2000, Salazar-Ciudad 2006b). These assumptions

may be useful when studying simple univariate traits and, in fact,

many artificial selection studies show that there is abundant, small,

cumulative, heritable variation for these traits (Weber 1992, Broni-

kowski et al. 2004). However, when morphology is described by several

measurements, the variation observed is neither isotropic nor possible

for all trait combinations. For some trait value combinations, there is

no variation (the traits are highly correlated) while for others, there

is variation.

There is no evidence that the relationship between phenotype and

genotype is simple. In fact, one of the few general perceptions acquired

from the study of development, and already claimed before the advent of

modern developmental biology, is that this relationship is anything but

simple (Horder 1993). Most genes affect several traits in a way that

depends on the environment and/or the rest of the genotype. Some

small genetic changes can give rise to dramatic phenotypic effects

(Kangas et al. 2004) whereas sometimes relatively large genetic changes

(such as gene deletions) can produce no obvious phenotypic changes in

laboratory conditions (Wilkins 2001). Moreover, the same new pheno-

type can be produced by different genetic changes (Alberch 1980,

Horder 1989). As such, even when the question is only about the kinetics

of replacement between morphological variants, developmental

dynamics cannot be ignored. In other words, the adaptive landscape

where each genotype has a fitness according to the morphology it

produces is often complex because the mapping between genotype and

morphology is often complex.

Studies of multivariate quantitative genetics do not rely on these

assumptions about morphological variation. The relationship between

genotype and phenotype is not assumed, and neither are the magnitude
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and nature of variation; instead, they are estimated statistically as the

matrix of additive genetic covariance between traits. Again, however, the

question is mainly about the kinetics of replacement between variants.

Which variation appears is not explained but merely described. This

approach cannot explain anything about the evolution of development

or about how, and how often, G-matrices evolve. In addition, there are

some methodological assumptions that are worth considering. Mor-

phology is oftenmeasured on the basis of a set of traits that are (arguably)

homologous between the individuals compared.With this approach,mor-

phological variation changing the features that are used to define the traits

themselves is not contemplated. The same situation applies tomorphologi-

cal changes that have no obvious homology with previous morphologies.

This problem is relevant because this kind of variation is likely to be

classified as novelty (Müller and Wagner 1991), and novelty is the kind

of phenomenon that has been claimed to be difficult to explain from the

neo-Darwinian approach. The mathematical apparatus of quantitative

genetics requires that each trait value is determined by the sum of many

genes or loci of small and invariable phenotypic effect. In other words,

the effect of a gene does not depend on the other genes in the genotype.

Quantitative genetic models with epistasis also exist but also assume

phenotypic values determined by the summation of genetic effects. In

addition, since all measurements are based on variances, these methods

work better when phenotypic distributions are normal and in fact, the

summing up of many genes of small effect warrants normal distributions.

However, these assumptions contrast with what is known about develop-

ment. The coordination of the interactions of gene products during

development is hardly describable as the addition of the effects of genes

that are independent of the genetic background. On the contrary, the

role of a gene, and which traits it affects, normally depends on the

rest of the genes in a genome. In other words, epistasis is more often

the rule than the exception. As a result, G-matrix estimations are often

variable with the genetic background (Carlborg and Haley 2004). This

problem is likely to be more important for complex morphologies

(Salazar-Ciudad 2006a). In fact, in those few cases inwhich genetic and cel-

lular interactions have been mathematically modelled to reproduce accu-

rately, through development, complex adult morphologies (Salazar-

Ciudad and Jernvall 2002, Harris et al. 2005, Newman and Müller 2005)

the genetic architecture of morphological variation has turned out to be

totally different from the one assumed by quantitative genetic inferences

(phenotypic traits are not determined by summation of fixed

genetic effects).
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T H E C ON S T R A I N T S C HOO L

Many studies in the early 1980s and afterwards (Alberch 1980, Goodwin

1994, Newman and Müller 2000) have argued that, even if natural selec-

tion cannot always act on how the phenotypes are produced (Mayr 1982),

understanding developmental dynamics is important because it deter-

mines which kind of morphological variation can appear from genetic

variation (question 1). This is normally stated as development constrain-

ing (Maynard Smith et al. 1985) or biasingmorphological evolution. These

concepts are devised to contrast with the previous view in which any

small morphological variation is possible. However, all morphological

variation is produced by development and because of development.

This means that even the neo-Darwinian assumptions on variation logi-

cally require development to work in a specific way (as described in the

previous section and in Salazar-Ciudad 2006a). However, the question is

not whether development constrains evolution (or whether there are

developmental constraints) because development is always there. In

fact, contrary to what has been proposed, developmental constraints

cannot be tested (Beldade et al. 2002; see Salazar-Ciudad 2006a for a dis-

cussion). The question is, instead, how different kinds of development

affect evolution. This question should be addressed by looking at which

variation each kind of development can produce (and not which imagin-

able variation they cannot produce): these are called here the variational

properties of a type of development (Salazar-Ciudad et al. 2003).

Another central concept in the criticisms to the neo-Darwinian

approach to morphological evolution is novelty. Many definitions con-

sider novelty (Müller and Wagner 1991) as phenotypic change that does

not fit into the scheme of small quantitative changes in existing traits

(for example, the appearance of new traits). It is often proposed that

novelty occurs rarely, while more gradual quantitative changes occur

often. Novelty research often points out that the qualitative aspects of

morphological variation may be related to developmental dynamics.

However, since neo-Darwinism does not consider development, nor any

intrinsic patterns of morphological variation appearing from it, the dis-

tinction between rare qualitative changes and common quantitative

changes may not be the best way to describe morphological variation.

If what is known about the morphological variation possible by develop-

ment is taken into account (Salazar-Ciudad 2006b), then there are several

kinds of possible morphologies, each of them with its specific multi-

variate pattern of variation. In a sense, the concept of novelty is useful

only as far as the gradual totipotent view of variation is accepted.
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TH E D E V E L O PM EN TA L G EN E T I C S S C HOO L

The understanding of the genetic bases of development has increased

dramatically during the past 30 years. Interest in development had not

always come, as in the case of the constraint school, from the perception

that there is a conflict between our current understanding of morpho-

logical variation and development and the conceptual framework of

the Modern Synthesis. The aim of the developmental genetics school of

evo-devo is often perceived as the identification of the genetic bases

underlying morphological differences in evolution (Wilkins 2001).

Here I argue that most studies in evo-devo are not designed to address

question 1.

Many researchers in developmental genetics have become inter-

ested in evolutionary issues after the discovery that many important

genes in development are conserved across animals. Often, the same

genes, gene interactions and similar patterns of gene expression are

involved in the development of similarmorphological structures in differ-

ent species. Many research papers in evo-devo consist of standard research

in developmental genetics with some comparative discussions at the end.

By comparing developmental genetics between different species, essential

data about variation in development are acquired. These studies identify

differences in the patterns of expression of homologous genes (Patel 1994,

Abzhanov and Kaufman 1999), differences in the target genes of homolo-

gous transcriptional or signalling pathways (Akam 1998), or even differ-

ences in the cis-regulatory elements of homologous genes (Carroll 2000),

that correlate with morphological differences between species. These

studies show correlations between genetic differences and morphological

differences between species but do not show which were the original

genetic changes that gave rise to these differences. This is not even the

case when experimental mutations in one species produce morphologies

reminiscent of the other species (Solé et al. 1999, Nijhout 2002). Even

between closely related species the genetic structure of development

may have changed since the time the morphological differences under

study appeared. Then the genetic differences currently found may differ

from the ones originally involved in the formation of a morphological

structure. It has even been suggested that in many cases (Salazar-

Ciudad et al. 2001a,b, Newman andMüller 2000) the developmental mech-

anisms underlying a specific morphology can change during evolution.

Although identifying these genetic differences may be a first

necessary step, it does not in itself explain which patterns of morpho-

logical variation are produced by development or how development
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evolves. A gene difference, a difference of gene expression or a difference

in a target gene does not explain a morphological difference unless the

network of genetic, cellular and epigenetic interactions in which it is

acting is causally understood. In other words, single genes or even

small groups of gene interactions do not constitute mechanisms to

explain morphological variation.

In fact, the problem of morphological variation can be seen, by

using adequate definitions, to be the same as the problem of pattern

formation: that is, how relatively simple spatial distributions of cell

types and extracellular components (hereafter called a pattern or pre-

vious pattern) are transformed, during development time, into differ-

ent (normally more complex) spatial distributions of cell types and

extracellular components (hereafter called a final pattern). From

these definitions development can be seen as a sequence of these trans-

formations between patterns; morphology and its variation as these

patterns and their variation. Causal explanations of development

require a description of (1) the network of gene interactions involved

in a specific pattern transformation, (2) how these affect basic cell beha-

viours (e.g. proliferation, apoptosis, adhesion, signal secretion and

reception, etc.), (3) how these networks and cell behaviours interact

with the epigenetic information existing in the previous pattern and

in other parts of the embryo (i.e. the spatial distributions of extracellu-

lar signals and components, and the spatial distribution and mechan-

ical properties of cells) and (4) how the patterns produced will change

when (1), (2) or (3) change. These networks of interactions are herein

called developmental mechanisms (Salazar-Ciudad et al. 2003) while

the pattern variations they can produce are called the variational prop-

erties of a developmental mechanism. Without an understanding of

how pattern formation takes place in a morphological structure, the

identification of a genetic difference underlying a morphological differ-

ence between species cannot be meaningfully interpreted. However,

hypotheses about pattern formation that are based on partially

known gene networks and previous patterns can be used to give tenta-

tive explanations about the morphological differences between species.

These hypotheses can be refuted or refined by comparing their predic-

tions with morphological variation between mutants and between

species. This approach, here called ‘variational’, has been used in

some previous studies (Goodwin 1994, Holloway and Harrison 1999,

Salazar-Ciudad and Jernvall 2002, Harris et al. 2005, Jaeger et al. 2004,

Newman and Müller 2005) and has the advantage of explaining

which morphological variation is possible by development, rather
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than only which are the genetic changes underlying particular

morphological variants.

Even if pattern formation is one of the more apparent and import-

ant phenomena in development, explicit hypotheses about the mechan-

isms for specific pattern transformations are rare. Even more rarely is it

demonstrated how proposed hypotheses can explain the production of a

pattern and its variation from previous patterns and networks of genetic

and cellular interactions. For complex pattern transformations, verbal

arguments are unlikely to be able to describe precisely how the patterns

will change according to a given hypothesis when mutations or previous

pattern changes occur. In fact, the most explicitly formulated hypoth-

eses that exist include mathematical models that give precise morpho-

logical quantitative descriptions about the patterns produced

(Holloway and Harrison 1999, Salazar-Ciudad and Jernvall 2002, Harris

et al. 2005, Newman andMüller 2005). Research with explicit pattern for-

mation hypotheses based on networks of gene, cell and epigenetic

context interactions are relatively rare. Most of the research is more

focused on identifying genes, and gene or tissue interactions (and their

timing), that are required for the development of some morphological

structure. Even when the focus is on pattern formation, it is rarely

stated from which previous pattern a pattern appears. Moreover, the

reasons for the formation of a pattern are sometimes indicated as

being due to the existence of a previous pattern. Although most

pattern transformations occur from spatially heterogeneous patterns,

the question of pattern formation cannot be passed back to previous

patterns in some kind of preformationist chain (Horder 1993). In

each developmental stage some spatial information (in the form of

spatial distributions of cells) is produced from the previous one. How

that happens is the question of pattern formation. Inevitably the expla-

nation of the transformation between a previous pattern and a later

pattern requires a precise description of both patterns. Accurate

descriptions of both final morphology and intermediate embryonic

morphologies are, however, relatively rare (see for exceptions Jernvall

et al. 2000, Streicher and Müller 2001, Kuszak et al. 2004). The same

occurs for patterns of gene expression, even though it is well known

that they change in complex ways in space and time. Somehow, in

the same way that some researchers (Dobzhansky 1937) tried to

reduce evolution to changes in gene frequencies, some developmental

biologists see development as reducible to gene interactions, or even

cis-regulatory regions (Carroll 2000), both at the causal level and at

the level of explanation.
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T H E E V O L U T I ON O F D E V E L O PM EN T

For many developmental biologists there may not be any general prin-

ciples for the evolution of development (Akam 1998). The claimed oppor-

tunistic nature of evolutionary change (Sander and Schmidt-Ott 2004)

may be one of the reasons for that. Although for short timescales

some genetic changes may seem more likely than others, evolution

will, over time, use whatever genetic variation is at hand to produce

adaptive variation. As a consequence, previous history about genetic

changes may easily fade away over time, precluding predictions about

development evolution. Moreover, it has been suggested that, since selec-

tion cannot see how the phenotype is produced, mutations that do not

alter how development works but do increase its genetic complexity

may accumulate over time. This would result in the logic of development

becoming more and more baroque over time (True and Haag 2001,

Salazar-Ciudad 2006a). Here it will be argued, however, that precisely

because of the opportunistic nature of evolution, general predictions

about the evolution of development and the effect of development in

evolution are possible. These predictions do not involve the exact mol-

ecular nature of changes in development but rather involve more

general aspects about the logic and topology of genetic networks and

how they interact within the developing epigenetic context of the

embryo or intermediate phenotype.

In the same way that development can be described as a sequence

of pattern transformations, it can also be described as a sequence of

action of developmental mechanisms (each mechanism responsible for

a specific pattern transformation). Then the evolution of development

can be described as changes in the developmental mechanisms used in

a lineage over time. These changes can occur because new developmen-

tal mechanisms are recruited or because existing developmental mech-

anisms are replaced by other ones. In this chapter two developmental

mechanisms are considered to be different if their gene network topolo-

gies are different or if they affect different cell behaviours. This defi-

nition is merely a choice of convenience that reflects the fact that

gene network topology is among the best-known aspects of developmen-

tal mechanisms. Moreover, topological changes have been suggested to

have, on average, more dramatic effects on variational properties than

other kinds of change (Salazar-Ciudad et al. 2000). From this perspective,

the morphological outcome of development can change for two reasons:

(1) because mutations (or environment) change which subset of the vari-

ational properties of some developmental mechanisms are produced, or
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(2) because mutations (or environment) change some developmental

mechanisms (meaning topology and then, probably, variational

properties).

The chances of a de novo formation of a developmental mechan-

ism depend on its genetic structure. The more genes and gene

interactions a developmental mechanism involves, or in other words

the more base changes in more genes are required, the more unlikely

a mechanism will appear through random mutation. The same

applies for the number of genetic changes required to evolve one

developmental mechanism from another. The likelihood of an existing

developmental mechanism being recruited in a new place and time

in the developing embryo depends, instead, on the proportion of

genes in the network that can lead to the activation of the whole

mechanism.

Developmental mechanisms are not selected by themselves nor

by their variational properties but by the specific morphology they

produce in specific individuals (which is only a part of the variational

properties). If the genetic and variational properties of developmental

mechanisms are known, then the evolution of development can be

understood by how likely it is that different developmental mechan-

isms appear or are recruited by mutation, and how likely it is that

the morphologies they produce are adaptive in specific environments.

Only a limited number of developmental mechanisms are known to

that extent. However, it has been suggested on theoretical grounds

that there is a limited number of types of gene network topologies

that can produce pattern transformations (Salazar-Ciudad et al. 2000,

2003). Pattern formation capacity and opportunism (in the form of like-

lihood of appearance by mutation) confine the spectrum of develop-

mental mechanisms that can possibly be involved in different

situations in development and evolution. This variational approach

can be useful because, at least, all developmental mechanisms can be

classified into exclusive types that share some aspects of their genetic

and variational properties. Predictions about the relative involvement

of each type at different stages of development and under different

selective pressures are then possible. The next sections offer examples

of how developmental mechanisms can be classified and how this

approach can give interesting evolutionary insights. This ‘variational’

approach can be used on different classifications (for example

Salazar-Ciudad et al. 2001a) and is not dependent on the specific one

presented in the next section.
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MOR PHODYNAM I C M E CHAN I SM S V E R S U S P O S I T I O N A L

I N F O RMAT I O N

One widespread view about how pattern formation takes place is pos-

itional information (Wolpert 1989): cells in a territory acquire infor-

mation (positional information) about their fate (or differentiation

state) according to the specific concentration of a diffusible signal they

receive from a source at the border of a territory. In that sense two dif-

fusible signals (morphogens) can establish a two-dimensional coordinate

system according to which cells determine their positional values. These

morphogens determine the genetic program that a cell undertakes.

From this view the exact spatial distribution of the morphogens is not

important (provided that each cell or group of cells receives different

concentrations). What is important is how this positional information

is interpreted inside the cells. Originally it was even proposed that the

differences in morphology among species would simply arise from

different interpretation of a universal coordinate system (this idea has

since been discarded). This perspective could explain how the fate of

cells in a territory is determined, but not how the form of the territory

can change. Morphogenetic movements are proposed to occur later as

part of the interpretation of positional information (Wolpert 1989).

How positional information is interpreted has not been described by

these authors. Then the whole concept simply states that cells make

developmental decisions according to signal concentration differences.

The rest of pattern formation is relegated to the as yet unexplained

interpretation of these differences. In practice, most developmental biol-

ogists use positional information just to state that cells in different

places have different fates because they receive different signals or com-

binations of signals.

Nowadays it is well known that cells often communicate while

they are engaged in morphogenetic movements. In addition, com-

munication between cells is often reciprocal. Cells respond to received

signals by sending other signals, expressing signal receptors, changing

their adhesive properties (and then moving or changing shape), prolif-

erating, dying, secreting extracellular matrix, etc. This results in a

constant complex dynamic change in the position of cells and patterns

of gene expression. This gives limited applicability to the positional

information metaphor, even for the systems where it was first pro-

posed: see the chick limb (Hinchliffe and Horder 1993) and Drosophila

segmentation (Jaeger et al. 2004). In spite of that, this metaphor can be

used as an extreme from which to exemplify how the variational
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approach can be used to compare developmental mechanisms. Precise

signal concentration sensing can be done, as in early dorso-ventral pat-

terning in Drosophila (Markstein et al. 2004), by having enhancers of

different affinity (or different number of enhancers) for the same tran-

scriptional factor in the promoter regions of different genes (if there is

a molecular pathway transducing signal concentration into active

transcriptional factor concentration). At least one distinct enhancer

is required for any different fate choice based on morphogen concen-

tration. By having two non-spatially overlapping sources of different

morphogens, any distribution of cell types can be produced in a

given two-dimensional spatial distribution of cells (three sources of

different morphogens are required in three dimensions). This is

because in this condition every cell receives a unique combination

of concentrations of each morphogen (Figure 2.1) and then by appro-

priate combinations of enhancers of differential affinity any pattern

can be produced. The number of different enhancers required

increases by at least one with the number of cells having a state

other than the default (not to be confused with the number of differ-

ent cell states; Figure 2.1). Thus, a large genetic complexity is required

to produce complex or large patterns. Parts in a pattern can change

independently by genetic mutation only if they do not share an enhan-

cer. In general, genetic variation is likely to produce relatively gradual

pattern changes. In other words, the morphological variation pro-

duced and its relationship with genetic variation is more consistent

with the neo-Darwinian view.

This mechanism does not make use of the form of the spatial dis-

tribution of signals (it is enough that each cell receives a different con-

centration). In contrast, there are other developmental mechanism

that can use this spatial information opportunistically to produce rela-

tively complex patterns without requiring many mutational changes

and complex genetic properties. These involve simple gene networks

where cells directly respond to signals by sending other signals

(Figure 2.2). In that way, additional and more complex spatial distri-

butions of signals are produced by combining the spatial distributions

of several signals from sources in the previous pattern. If in addition

cells are changing their location while signalling (in what has been

called morphodynamic mechanisms) additional spatial distributions of

signals or cells can be produced. This is because signals can be sent

and received from groups of cells that have the forms possible by mor-

phogenetic movements (rods, invaginations, condensation nodes, etc.;

Newman and Müller 2000, Salazar-Ciudad 2006b). Essentially a larger
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Figure 2.1 The diagram exemplifies the morphodynamic mechanism

described in the text. In A and B the same field of cells is represented

with the grey tones representing the concentrations of two signals. Signal 1

in A and signal 2 in B. Each matrix cell represents a cell. The spatial

distribution of the signals is idealised (it should bemore curved). In C and D

a schema shows how different combinations of each signal

concentration cause a cell to differentiate to black type. The interpretation

in C gives rise to the pattern in E and the interpretation in D to the

pattern in F.
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Figure 2.2 A and B as in Figure 2.1, and C as D in Figure 2.1. The

interpretation in C of the signals in A and B gives rise to the pattern in E.

In D it is shown how the same final pattern (in E) can be produced by

gene 3 (expressed in black cells in E) being repressed where signal 1 or 2 has

high concentration and active anywhere else.
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spectrum of forms of groups of cells and signals can be combined to

produce a pattern. This does not allow the production of more patterns

but the production of more complex and more diverse patterns from the

same amount of genetic variation (Salazar-Ciudad and Jernvall 2004,

Salazar-Ciudad 2006b). What is important is not only signal interpret-

ation but also the spatial distributions of signals and the collective

dynamic behaviour of groups of cells.

This positional information mechanism is an example of

hierarchic (Salazar-Ciudad et al. 2000) morphostatic mechanism (in

which morphogenetic movements happen after and because of

signalling; Salazar-Ciudad et al. 2003). Simulations of both kinds of mech-

anisms have shown thatmorphodynamic mechanisms do indeed produce

patterns that are more complex, more distinct and related in more

complex ways to genetic variation (Salazar-Ciudad and Jernvall 2004).

This has led to suggestions that morphodynamic mechanisms are

more often involved in the formation of a pattern the first time it

appears in evolution (Salazar-Ciudad and Jernvall 2004). This is

because many more patterns easily appear by random mutation in mor-

phodynamic mechanisms (while both mechanisms are equally likely to

appear). Thus, evolution may often proceed opportunistically by first

recruiting morphodynamic mechanisms. Over time, some of these

mechanisms may be replaced by morphostatic mechanisms for the pro-

duction of the same patterns because they allow more gradual variation

and a simpler relationship between phenotype and genotype. This

allows, depending on selective pressures, a faster and more efficient

adaptation. Note that this is not opposed to the abovementioned

baroque trends in the evolution of development because a morphostatic

mechanism that can replace a morphodynamic mechanism necessarily

involves many more genes and gene interactions. If new patterns are

more likely to be added in later development, then morphodynamic

mechanisms should be more frequent in later development (Salazar-

Ciudad and Jernvall 2004).

C ON C L UD I N G R EMAR K S

The previous examples show how evolutionary considerations (in the

form of expectations about the likelihood of origin by genetic variation)

can produce expectations about which competing hypothesis for devel-

opmental mechanisms is more likely for specific pattern transform-

ations (for example the one in Figure 2.2). In the same way it has been

explained how consideration of the genetic and variational properties

of developmental mechanisms allows predictions about the evolution
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of morphology and development in different situations and stages.

These inferences are modest in scope because relatively little is yet

known about developmental mechanisms. This is likely to change

soon. In general, this chapter advocates for the unique role of pattern

formation and related concepts as a bridge to relate what is known in

the different schools and in evolution and development in general. In

that sense the concept of variational properties offers a definition of

how hypotheses about how development functions should be tested

and, at the same time, a basic conceptualisation of how different devel-

opmental mechanisms variously affect morphological evolution. The

tandem genetic/variational properties, on the other hand, are used to

infer ways in which development can evolve. These concepts help in

explaining morphological change not only by selective arguments but

also on the basis of which morphological variation is more likely to

appear. Overall, these concepts aim to help give more explicit theoretical

grounds for the gradual switch in evolutionary theory from selective

explanations to explanations based on the interplay between selective

forces and developmental capacities.
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3

Conflicting hypotheses on the nature
of mega-evolution
WAL L A C E A R THU R

Here is a question of the utmost importance for our understanding

ofwhat has been called the ‘big picture’ of evolution (Simpson 1944, 1953):

are the divergences that lead ultimately to high-level sister groups, such as

those thatwould typically be labelled as orders, classes and phyla, qualitat-

ively or quantitatively different from those that lead to low-level sister

groups, such as races, species and genera? In other words, is mega-

evolution more than just accumulated micro/macro-evolution, or alterna-

tively is evolution effectively ‘scale-independent’ (Leroi 2000)?

This question can be approached in three ways. We can choose to

compare the magnitude of changes involved in high- and low-level diver-

gences, the type of changes, or the timing (in development) of changes.

Here, I argue that previous work on the first of these has been unproduc-

tive and has generated more heat than light; but that the second and

third offer better prospects for shedding light on this important issue.

However, in an unusual strategy, I also play devil’s advocate with my

own argument at the end of the chapter. This helps to take us in an inter-

esting, final (for now) direction.

Because the designation of high-level sister groups as, for example,

ordersor classes, is a subjective rather thananobjectiveprocess, Iwill,wher-

ever possible, use specific examples rather than general levels of taxon.

MAGN I T U D E S O F C HANG E

Throughout the history of evolutionary biology, there have been asser-

tions that large-scale evolution involves individually bigger changes in

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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the developmental trajectory, and hence in the adult phenotype, than

does its small-scale, micro-evolutionary, equivalent. Such a view has

been labelled macromutational or saltational; it had several well-

known proponents (Bateson 1894, De Vries 1910, Goldschmidt 1940).

Although macromutational theories of evolution have been rejected by

the majority of biologists (most prominently, perhaps, by Dawkins

1986), they still occasionally surface (Whiting and Wheeler 1994) and

are worthy of brief consideration.

At the phenotypic level, most change that occurs in the divergence

of intraspecific variants, and of congeneric species, is continuous rather

than discrete. A classic example is the divergence of beak size and shape

in Darwin’s finches, which is now beginning to be understood at the

molecular level (Abzhanov et al. 2006). However, when higher-level

divergences are considered, these often seem to be explicable only by

invoking qualitative changes instead of, or as well as, quantitative

ones. For example, in the Diptera there is only one pair of wings, in con-

trast to the four-wing condition from which this clade emerged. This

famously led Goldschmidt to propose that the divergence of taxa at

this level involved homeotic mutations (Goldschmidt 1952).

One of the reasons that Goldschmidt’s ideas were not accepted is

that homeotic mutations usually confer a massive loss in fitness;

another is that the reduction of a pair of wings to halteres (Diptera) or

their specialisation for some other purpose (e.g. the evolution of the

elytra from the forewing of coleopteran ancestors) can be achieved by

a series of small changes. In other words, the invoking of evolution by

homeotic mutation in these cases would appear to be both problematic

and unnecessary. However, it is possible that the argument of major

fitness decrease being necessarily associated with homeotic mutation is

context-dependent. For example, the discovery of an apparently

healthy adult homeotic centipede in a natural population (Kettle et al.

1999, 2000) contrasts with the Drosophila situation. Also, a role for

homeotic mutations in the evolution of angiosperm flowers now

seems possible (De Craene 2003).

Although segment identity (the realm of homeotic mutations) can

change gradually, segment number, as a meristic character, cannot. In

this realm, we can only have one integer value or another. So perhaps

there is a stronger case to be made here for a macromutational theory

of the divergence of orders and classes, especially within the Arthro-

poda? Actually this is not so. There are indeed some high-level arthropod

sister-groups characterised by a segment number difference between

them but a lack of (or negligible) segment number variation within
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either of them, especially in the Crustacea (Schram 1986). However,

there are also well-known cases of variation in segment number

within arthropod species, such as the geophilomorph centipedes

(Minelli and Bortoletto 1988, Arthur and Kettle 2001). There is no

reason why normally invariant groups should not exhibit transient

periods of intraspecific variability, perhaps environmentally induced

but partially heritable, which provide the source of a later high-level

difference in segment number.

Although segmentation has provided fertile ground for controver-

sies about possible saltational evolution, we should not forget that it is

itself an evolutionarily derived condition – regardless of whether it

has been derived on one, two or three occasions (Davis and Patel

1999). A feature of broader phylogenetic scope than segmentation is

symmetry/asymmetry. This again provides an opportunity for salta-

tional theories of mega-evolution, perhaps most importantly in relation

to the reversal of dorso-ventral orientation that appears to have

accompanied the divergence of protostomes and deuterostomes

(Geoffroy Saint-Hilaire 1822, Holley et al. 1995).

As with segment number, however, there are examples of intras-

pecific variation in the direction of asymmetries, not just rare cases

such as the medical condition known as situs inversus in humans, but

also polymorphisms in natural populations, such as for dextrality/sinis-

trality in the gastropod Partula suturalis (Murray and Clarke 1966).

The most reasonable conclusion at present with respect to the

magnitudes of changes at the phenotypic level that contribute to evo-

lutionary divergence is as follows. All levels of divergence typically

involve accumulation of minor continuous variants; and all levels of

divergence involve the occasional incorporation of changes that are

‘large’ and discrete. Some of these latter changes are based on a single

big-effect mutation – as in chirality, but perhaps with some compli-

cations (Gould et al. 1985). Others probably have a more complex

genetic basis. In any event, consideration of the magnitude of effect of

changes in development and in the adult phenotype provides us with

no clear evidence for a qualitative difference between mega-evolution

and its smaller-scale (micro/macro) equivalent.

T Y P E S O F C HANG E

In the long term, thismay be the best approach to the issue of scale-depen-

dence versus scale-independence in evolution, but we still lack adequate

information tocomeupwitha rational andcomplete classificationof types.
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There is a connection here with the concept of an evolutionary

novelty – an exciting and important concept but one that has been,

and continues to be, hard to define. Different authors have adopted

very different approaches (Mayr 1963, Müller and Wagner 1991).

Given the problems with defining novelties, it is probably best to

proceed by considering examples.

Most high-level clades are characterised bypossession of a novelty–

so novelties can be considered as a subset of themore general category of

synapomorphies. Examples include chelonians (shells), mammals (hair),

centipedes (forcipules) and dipterans (halteres). At the highest taxo-

nomic levels, we can perhaps equate novelties with body plans

(vertebrate endoskeleton, arthropod exoskeleton, and so on); while at

middle levels (as in Diptera), the novelties appear to be less deep-

rooted in the body architecture, although whether this subjective

notion can be quantified is another matter. In fact, ‘novelties’ can be

thought of not as a discrete category but rather as a hierarchy that

ranges from the very conspicuous (e.g. the origin of skeletons) to the

much less conspicuous (e.g. the redeployment of certain bones of

the skeleton, as in the case of the origin of mammalian ear ossicles),

thus intergrading with more minor evolutionary changes that should

probably not be described as novelties at all (e.g. the segment number

increase that characterises centipedes of the order Geophilomorpha

when compared with their sister-order, the Scolopendromorpha).

Given this intergradation, there would seem to be no strong argu-

ment arising from consideration of novelties that mega-evolution is fun-

damentally different from its lower-level counterparts. It is true,

perhaps, that some novelties would appear to involve a very specific

and rare sort of variant – e.g. the chelonian shell with its fused ribs

and internal shoulder girdle (Gilbert et al. 2001) – but this is hardly

the basis for a general theory of the origin of novelties.

T I M I N G O F CH ANG E

This may, at least for the moment, represent the best opportunity for

making headway with the issue of the relationship between mega-

evolution on the one hand and micro/macro-evolution on the other.

The key question now becomes: are those divergences that ulti-

mately lead to the origin of higher taxa characterised by a different dis-

tribution of changes, in developmental time, from those which lead only to

the origin of congeneric species? More specifically, are ‘big’ divergences

characterised by earlier (on average) ontogenetic changes than ‘small’
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ones? This is one of those so-called deceptively simple questions – i.e. it

is not simple at all. I will approach it from a historical angle.

The obvious starting point is von Baer (1828) and his idea of diver-

gence in embryonic trajectories. The most famous of the many compari-

sons he made are those involving different vertebrate classes and orders.

For example, the ontogenies of birds andmammals start off being rather

similar, but end up being very different (Figure 3.1A). Although von Baer

did not interpret such patterns in evolutionary terms, Haeckel (1866)

subsequently did, and he combined von Baerian divergence with a

more enlightened version of recapitulation than that of the earlier

‘nature-philosophers,’ as can be seen in the following quote from the

English translation of his Anthropogenie (Haeckel 1896):

examination of the human embryo in the third or fourth week of its

evolution shows . . . that it exactly corresponds to the undeveloped

embryo-form presented by the Ape, the Dog, the Rabbit and other

Mammals, at the same stage of their Ontogeny.

It has subsequently been emphasised that the very earliest devel-

opmental stages do not fit into this apparently neat picture. For

example, the ontogenies of birds andmammals have very different start-

ing points before converging to their point of maximum similarity (the

pharyngula stage), beyond which von Baerian divergence does indeed

occur. Thus we have come to recognise the ‘phylotypic stage’, and this

applies not just to vertebrates but to other groups as well. In fact, the

phrase was first used to describe the germ-band stage in insect develop-

ment (Sander 1983).

The recognition of the phylotypic stage led to the egg-timer or

hour-glass model of comparative embryology (Duboule 1994); see

Figure 3.1B. And a further refinement of this was to acknowledge

that, when enough species were compared, the idea of a phylotypic

‘stage’ was too neat, and a better model was based on the idea of an

extended phylotypic period (Richardson 1995). In any event, it must be

stressed that the ‘egg-timer’ of comparative embryology is a very asym-

metric one: the point of constriction is much closer to the start of onto-

geny, the fertilised egg, than it is to the end-point, the adult. Of course, I

use ‘start’ and ‘end’ here in a pragmatic way; it is not my intention to

take an overly ‘adultocentric’ (Minelli 2003) view of development.

Another complication to our overall picture is the existence,

indeed the prevalence, of complex life-cycles, such as those of insects,

amphibians, parasitic platyhelminthes and many marine invertebrates

with assorted types of larvae, including trochophores and pluteuses.
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These complex life cycles clearly cannot be described in the same terms

as the simple ones of direct developers such as birds and mammals.

However, they do not require a fundamentally different model than

von Baerian divergence, or its more sophisticated (and more accurate)

egg-timer equivalent. Rather, they require that such a model be

Figure 3.1 A, von Baerian divergence, as illustrated by the early similarity of

four vertebrate embryos giving way to later differences. B, The egg-

timer or hour-glassmodel of comparative embryology, showing convergence

from different starting points to a point of maximum similarity prior to von

Baerian divergence from that point onwards. Note that the time axis is dis-

torted. The point of maximum similarity, or phylotypic stage, occurs very

soon after the start of development. Reproduced, with permission, from two

sources (Raff and Kaufman 1983, Richardson et al. 1997).
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applied separately to each life stage rather than to the whole of ontogeny

throughout the life-cycle. Because the questions at issue here are diffi-

cult enough without having to think simultaneously about different

life stages, in what follows I will base the discussion largely on direct

developers; the argument can be extended later to deal with indirect

developers.

There is something that so far has remained implicit; now is the

time to make it explicit. The comparisons of two or more ontogenies

that we have been making have been of phylogenetically distant

animals: that is, those belonging to different classes or orders

(Figure 3.1A). What picture of similarity and difference through develop-

mental time would we see if, instead, we made a comparison between

the ontogenies of a ‘typical’ pair of congeners, in as much as there is

such a thing?

We are hindered here because of a shortage of comparative devel-

opmental studies at this level, particularly those that include an embryo-

nic component rather than merely comparing post-embryonic growth

patterns (Andersson 1990). So it may be useful to begin with a

‘thought experiment’, as follows. Suppose that a research project is

undertaken over the next few months, specifically to make a series of

comparisons of the ontogeny of pairs of direct-developing congeners,

sampling from a range of different phyla. For example, in the molluscs,

we might compare the ontogenies of the land-snails Cepaea hortensis and

Cepaea nemoralis that are well known from an ecological genetics perspec-

tive (Jones et al. 1977) but not from a developmental perspective. And we

would make similar inter-congener comparisons within other phyla.

What overall pattern would we see if many such studies were

undertaken?

My suspicion is that, after the appropriate phylotypic stage (where

there is one) we would see von Baerian divergence, with the point at

which the two ontogenies begin to diverge being much later than in

the case of comparisons between species from different orders or classes.

Suppose that this result – congeners diverging later than more

distantly related animals (say from different classes) – is a general one.

This leads us to an interesting argument about the possibility (or other-

wise) of extrapolating frommicro/macro-evolution of development to its

mega-evolutionary counterpart. The argument goes like this. When we

think only of magnitudes of morphological change in evolution, the

accumulation of many small differences (as typically found between con-

geners) over long periods of time, will, with an inescapable logic,

produce the much larger differences that we observe between more
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phylogenetically distant forms. This view of evolution has been dissemi-

nated to a wide audience (Dawkins 1986) and is generally accepted.

However, when we think in explicitly developmental terms, and

especially in terms of the timing of changes in ontogeny, the equivalent

argument does not work: lots of late changes in development do not add up to

an early one.

At this juncture, it is worth stressing the contrast between absol-

ute and statistical differences, for example in the ‘evolvability’ (Kirsch-

ner and Gerhart 1998) of different developmental stages, because this

point has been neglected in some previous discussions.For example, con-

sider the following (Scholtz 2005):

The comparative view of developmental processes is that of a series of

potentiallly independent patterns (stages) which can be altered individu-

ally ... The recognition of this potential freedom of developmental stages

results in a refutation of a special importance of any stage.

In my view, Scholtz is stating the obvious when he says that the

various stages of development can all be altered in the course of evo-

lution. But the relative probabilities of altering different stages are not

the same. The fact that different phylotypic stages, such as vertebrate

pharyngula and insect germband, are manifestly different from each

other attests to the former; while the fact that these stages are recogniz-

able within higher taxa attests to the latter.

These considerations lead us in the following direction: both early

(e.g. phylotypic) and late (e.g. allometric) developmental stages can

change in evolution, but the latter change more often, and so are typi-

cally found in all comparisons of taxa at whatever level; while the

former are rarer and so are not often found in comparisons involving con-

generic or confamilial species. Although this argument might be a circu-

lar one in the case of congeneric species defined as such solely on

developmental grounds, it would not be so if the species concerned

were defined by other means, such as DNA sequence data.

Note, however, that ‘not often’ and ‘never’ are different. Just as we

saw earlier that big-effect changes sometimes occur between congeners,

early changes sometimes do likewise. Indeed, sometimes these are the

same changes looked at in a different way. Not only do chirality reversals

in gastropods invert the symmetry of the whole animal, but they do so

by modifying, through the maternal-effect genes involved, the very ear-

liest stage of development, namely cleavage (Verdonk and van den Bigge-

laar 1983). Also, evolutionary switches between the planktotrophic and

lecithotrophic larvae of congeneric sea urchin species have major
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morphological effects (loss of feeding arms) and involve early develop-

mental stages (Wray and Raff 1989).

D I S C U S S I O N

Consideration of the timing of changes in development rather than their

magnitudes of effect on the adult phenotype is helpful in one way but

not in another. It is helpful because there are no temporal equivalents

of the philosophically loaded terms micro- and macromutation, and

no history of ill-tempered debate equivalent to that between Gold-

schmidt and the architects of the ‘Modern Synthesis.’ However, it is

unhelpful because although it suggests that mega-evolution is unique

in its temporal distribution of changes through developmental time, it

is not conclusive in this respect.

Let us approach this problem in two ways: first, by playing devil’s

advocate with the ‘lots of late changes do not add up to an early one’

argument; and second, by re-examining the concept of an evolutionary

novelty.

The devil’s advocate argument can be quite a simple one, if the

right context is chosen, as follows. Consider two extant high-level

sister groups of direct developers, for example two mammalian orders,

chosen so that their phylotypic stages are very similar. Ignore the pre-

phylotypic phase of their development. With regard to the post-phyloty-

pic phase, ask the following question. Is there any time-point, tx,

between the phylotypic stage, tp, and the completion of development,

tc, beyond which no inter-congener embryonic divergences (within

either order) go back, while the inter-order divergence itself does? If

there is such a time-point, then accumulated ‘ordinary’ speciations

cannot account for the origin of the two orders concerned, because

the argument ‘lots of late changes do not add up to an early one’

applies. On the other hand, if there is not such a time-point, scale-inde-

pendence is possible. In most cases, we lack enough relevant compara-

tive developmental data to know which of these alternative

possibilities is true.

Another problem of an argument based solely on timing is that,

while mega-evolutionary divergences usually, perhaps always, include

early changes in the developmental pathways in one or both of the diver-

ging lineages, earliness is not in itself a sufficient descriptor of what is

going on. A novelty characterising a major clade often involves a

change in development that is in some sense ‘special’ as well as

‘early’. Returning to the example of the chelonian shell: getting the
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pectoral girdle to develop inside the ribcage rather than outside, as in the

(unknown) chelonian ancestor and in all other tetrapod groups, would

appear to involve a quite distinct form of developmental reprogramming

(Arthur 2000) from the quantitative changes in the size, shape and posi-

tion of this girdle within either chelonians or typical tetrapods.

This is just one specific example of the general difference between

qualitative and quantitative changes. Another angle on this difference

was taken by D’Arcy Thompson in relation to his method of geometric

transformations (Thompson 1917). This quantitative method could ade-

quately (and beautifully) describe the evolutionary changes that produced

the different members of a particular group. But it could not be extended

beyond a certain level of divergence. D’Arcy Thompson himself pointed

this out, and argued ‘that discontinuous variations are a natural thing,

that “mutations” or sudden changes, greater or less – are bound to

have taken place, and new “types” to have arisen now and then.’

So, for now we must be satisfied with the following tentative con-

clusion about conflicting hypotheses on the nature of the small minority

of divergences that lead ultimately to the production of high-level sister-

clades characterised by different novelties – i.e. to mega-evolutionary

change. There are not just two such hypotheses but three. The first,

that mega-evolutionary changes are something quite apart from

‘routine’ ones, in the sense of non-overlapping sets, can in my view be

rejected on the basis of the available evidence. The second, that mega-

evolutionary divergences are statistically different from their lower-

level counterparts, cannot. The third, that all levels of evolution are

the same in both absolute and statistical senses, also cannot be rejected.

Therefore, the question of whether evolution is a scale-dependent

process, or a scale-independent one, remains open.
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4

Prospects of evo-devo for linking pattern
and process in the evolution of
morphospace
PAU L M . B R A K E F I E L D

Evolutionary developmental biology or evo-devo will make crucial

contributions over the coming years to exploring the occupancy of mor-

phospace. Why do species show the patterns of diversity and disparity

they do, and to what extent do such patterns reflect the ways in which

phenotypic variation is generated as well as the processes of natural

selection? Evo-devo in appropriate study systems is providing the

means to explore fully how phenotypic variation is generated by the pro-

cesses intrinsic to individuals, especially those of development. Substan-

tial progress will be made in understanding the occupancy of

morphospace if the results of this type of evo-devo can then be combined

with analyses of how this same variation is influenced by natural selec-

tion and other extrinsic processes to result in the patterns of evolution.

Use can also be made here of recent advances in developing appropriate

null models for testing adaptive versus neutral or random-walk expla-

nations of evolution (Pie and Weitz 2005).

In combination, this type of broad evo-devo and evolutionary

biology can begin to unravel how evolvability, the capacity to evolve at

the genetical and developmental levels, contributes to shaping the evol-

ution of patterns of diversity and disparity in phenotypic space (Brake-

field 2006). We will then be able to examine the extent to which such

phenomena as genetic channelling, developmental bias and develop-

mental drive are reflected in patterns of evolution, whether involving

change or stasis (e.g. Maynard Smith et al. 1985, Schluter 1996,

Wagner and Altenberg 1996, Arthur 2001, Blows and Hoffman 2005).

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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Developmental biology has flourished as the application of new

molecular and genetical tools in several model organisms has opened

up the mechanisms of development. Differences in embryonic develop-

ment have been explored across such highly divergent organisms as

flies, nematode worms, fish, frogs, chickens and mice. Specific genes

and genetic ‘toolkit’ pathways central to development have been ident-

ified through the study of the consequences of major mutations

obtained from mutant screens in the model organisms. It is becoming

clear that much of the evolution of morphological diversity is about

teaching old genes new tricks, and that this frequently does not

involve changes in the encoding sequences themselves but rather evolu-

tionary tinkering in their complex regulatory apparatus (Carroll 2005).

Development is central to evolution because the processes of devel-

opment map morphologies on to genotypes, and differences in develop-

ment among genotypes generate the variation in phenotype on which

selection can act. Developmental biology has been slow to expand

upon the work with highly divergent model organisms to examine

more subtle differences in form such as are found within a single

lineage and which provide the developmental basis of variation in

natural populations. However, through the application of evo-devo, vari-

ation in form can now be traced on to genetic variation via developmen-

tal mechanisms and the processes of pattern formation. A full

understanding of the roles of genetic variation in morphological evol-

ution will require an effective integration of the mechanisms of develop-

ment with studies of evolution. This will need to be done both for

variation in form among species with known phylogenetic relationships,

and for the variability within the populations of single species. The

extent to which this latter level of variation within populations will

inform us about the fixed differences that characterise related species

is at present unclear but will only be resolved as both levels are exam-

ined within particular lineages. This will need to be achieved for many

morphologies that are relevant in an ecological arena, such as inter-

actions with potential mating partners or with predators (Brakefield

et al. 2003, Brakefield and French 2006).

There is an undoubted power in studying natural genetic variation

in developmental processes in a lineage that includes one of the model

organisms of developmental biology. For example, work on butterfly

wings is successfully building on developmental insights about wing

development from Drosophila whilst at the same time taking advantage

of the exciting opportunities presented by the well-known ecology

in this group (Beldade and Brakefield 2002, McMillan et al. 2002,
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Joron et al. 2006). Indeed, one vigorous aspect of evo-devo is that it is

rapidly expanding to include new, emerging model organisms which

lend themselves to studies both in the laboratory and in the wild.

Studies on Heliconius butterflies, dung beetles, stalk-eyed flies, fruit

flies, nematode worms, centipedes, and stickleback, cichlid and danio

fish all spring to mind (for references see Brakefield et al. 2003, Brake-

field and French 2006). This body of work is also ranging widely over dif-

fering morphologies from body plans and larval forms through to

skeletal morphology, patterns of pigmentation and bristles, and struc-

tures such as horns, spines, segments, eyes and so on. Developmental

plasticity is becoming better represented, for example in research with

butterfly wing patterns, beetle horns, Daphnia helmets and aphid

wings. Eventually, this wide net across the animal kingdom and differ-

ent morphologies will capture many of the general properties of how

the genetic variation that underlies developmental change influences

patterns in the evolution of animal forms. Such generalisations will

become easier as the comparative approaches to variation in form and

function for specific morphologies become more integrated with the

detailed studies of variation in genetical and developmental mechanisms

in the laboratory. One case study that illustrates an integrative approach

to linking the evolution of developmental mechanisms with understand-

ing the role of development in evolution is work on wing eyespots and

other traits in Bicyclus butterflies.

E Y E S P O T S MAT T E R

Butterfly wings are decorated by mosaics made up of scale cells in pat-

terns resembling the overlapping tiles of a roof. An eyespot is one

example of a wing pattern element, and is made up of concentric

rings of modified epithelial cells. The scale cells in the eyespot rings syn-

thesise different colour pigments in the course of their development.

Each eyespot in Bicyclus butterflies usually has a central white pupil sur-

rounded by a middle black ring and an outer gold ring. Eyespots in Bicy-

clus and other butterflies and moths (together, the Lepidoptera) are

known to function both in interactions with predators (Stevens 2005,

Brakefield and Frankino 2007) and during courtship and mate choice

(Breuker and Brakefield 2002, Robertson and Monteiro 2005). Thus

both natural selection and sexual selection are relevant to understand-

ing functional differences in eyespot patterns among species.

Field experiments with Bicyclus butterflies in Malawi have taken

advantage of the phenomenon of seasonal polyphenism to show that
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eyespot patterns can strongly influence adult survival (Brakefield and

Frankino 2007). Species of Bicyclus (Nymphalidae: Satyrinae) in regions

of Africa with wet–dry seasonal cycles have evolved developmental plas-

ticity. They exhibit seasonal forms differing dramatically in colour

pattern on their ventral wing surfaces, especially with respect to the

expression of the marginal eyespots (Figure 4.1). The ventral wings are

exposed to predators when the butterflies are at rest on the forest

floor or feeding on fallen fruit with their wings closed above the body.

In each polyphenic species, both of Bicyclus and many other satyrine

genera, the dry-season form (DSF) is a more or less uniformly brown

insect whereas butterflies of the wet-season form (WSF) have a series

of marginal eyespots and a pale medial band across both wings (Brake-

field and Larsen 1984, Windig et al. 1994). The essential idea about the

adaptive significance of the developmental plasticity is that natural

selection in the dry season favours a comparatively inactive or quiescent

life style in which butterflies spend most of their time at rest on brown

leaf litter. They rely on background matching and crypsis or camouflage

(i.e. looking like dead leaves) to survive the long dry season before they

can reproduce at the onset of rains, laying eggs on newly green and

growing grasses. In contrast, butterflies of the wet-season form are

active, reproduce quickly, and rely on marginal eyespots as active deflec-

tion devices against vertebrate predators (Brakefield and Larsen 1984,

Lyytinen et al. 2004, Stevens 2005); if an attack is aimed at a ‘target’

eyespot, a butterfly can escape albeit with the loss of some wing tissue

grabbed by the predator.

Cohort analyses using mark–release–recapture experiments were

performed with Bicyclus butterflies in Malawi to test this hypothesis

(Brakefield and Frankino 2007). Here, the results are summarised for

the dry season when a colour pattern made more conspicuous by mark-

ings like eyespots is predicted to be disadvantageous. Initial experiments

used releases of reared butterflies with phenotypes ranging from

extreme DSF with no ventral eyespots through to WSF with very large

eyespots (Figure 4.2A). Butterflies were released in a forest environment

and recaptured using about 40 fruit-baited traps. Patterns of movement

over the traps were similar for the different phenotypes. In the dry

season, butterflies of theWSF had a much lower probability of recapture

than those of the DSF. However, experiments using releases of bred indi-

viduals do not demonstrate that it is the ventral eyespots per se that

account for higher mortality of the WSF in the dry season since we

know that the seasonal forms differ for a suite of traits including physi-

ology and life history.
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Figure 4.1 Developmental plasticity in Bicyclus butterflies. A, The

seasonal forms illustrated by two sisters of B. safitza. The specimen to the

left is of the wet-season form (WSF) and was reared at 27 °C, whereas the

one to the right, which is of the dry-season form (DSF), was switched to a

low temperature for a few days just before pupation. B, The wet–dry sea-

sonal cycle in Malawi. A dry season with low rainfall (histogram) is fol-

lowed by a wet season. Temperatures are cooler throughout most of the

dry season before increasing prior to the rains. Two generations of theWSF

are produced in each rainy period followed by a single generation of the

DSF that emerges in the early dry season before the larval food plants have

completely dried out.
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Figure 4.2 Natural selection on eyespot size in Bicyclus safitza butterflies

demonstrated by field experiments in the dry season in Africa. A, Prob-

ability of recapture over a grid of forest traps for releases of reared but-

terflies of 10 phenotypic classes ranging from extreme dry-season form

(DSF – no eyespots) to extreme wet-season form (WSF – very large eye-

spots). The WSF shows much higher mortality. B, Survivorship curves for

releases of about 1800 DSF butterflies collected in another forest and

divided among three treatments: unpainted controls; painted with con-

spicuous eyespots; and painted with inconspicuous eyespots. Butterflies

painted with conspicuous eyespots show a dramatically higher mortality

consistent with the eyespotsmaking them easier to find by predators in the

dry season. Lines show periods of age-independent survival for each cohort.

From Brakefield and Frankino (2007).
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Additional field experiments using butterflies with manipulated

wing patterns tested directly the hypothesis that in the dry season the

eyespots result in higher mortality by increasing butterfly conspicuous-

ness (Figure 4.2B). DSF butterflies collected in the wild weremarked indi-

vidually on their dorsal wings that are hidden when at rest, and then

randomly divided among three cohorts: (1) no further treatment

(control); (2) painted using marker pens with full series of black–gold

eyespots on each ventral wing surface (treatment with conspicuous eye-

spots); and (3) painted in the same way as treatment butterflies but using

marker pens of a similar colour to the brown background of the wings

(sham control with inconspicuous eyespots). All butterflies were

released and recaptured in the same trapping grid as in the previous

experiment. Figure 4.2B shows that the butterflies with inconspicuous

eyespots (to our eyes) and the unpainted controls had closely similar sur-

vivorship curves. In sharp contrast, treated butterflies with conspicuous

eyespots showed a much higher mortality. These results demonstrate

that the eyespots themselves contribute to the lower relative fitness of

the WSF phenotype in the dry season. Whatever the details of exactly

how natural selection works through the seasonal cycles in the field

(see also Lyytinen et al. 2004), such experiments show that eyespot pat-

terns can matter.

E V O - D E V O AND E VO L U T I ON A RY G E N E T I C S I N B I C Y C L U S

Serial repeats and artificial selection experiments

on eyespots

The wing patterns of butterflies in the family Nymphalidae are made up

of combinations of different pattern elements including colour bands,

stripes, and marginal ocelli or eyespots (Nijhout 1991). A reconstruction

of a nymphalid ‘groundplan’ shows repeated series of the different types

of element arranged in anterior–posterior columns on each surface of

the fore- and hindwings. Each repeated series of a particular element

can be considered as a module. A wing surface is subdivided by wing

veins into a series of wing cells, each with its own combination of the

different pattern elements. The development of one set of such

elements, the marginal eyespots, is becoming understood both in

terms of cell–cell signalling mechanisms and candidate genetic path-

ways (Beldade and Brakefield 2002). Essentially, understanding develop-

ment involves discovering how different populations of epithelial cells in

the wings – the scale cells to be – gain information during wing growth
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in the late larval and early pupal stages and, thus, become fated to lay

down different colour pigments just before adult eclosion. Our under-

standing of morphogenesis and pattern formation can now be used

alongside artificial selection experiments targeted on the pattern of eye-

spots to explore how the mechanisms involved in generating phenotypic

variation may influence evolutionary trajectories.

The eyespots of our laboratory model species, B. anynana, are all

formed in the late larval stage and the early pupa by the same develop-

mental pathway (Brunetti et al. 2001, Beldade and Brakefield 2002, Reed

and Serfas 2004, Beldade et al. 2005). Transplantation experiments per-

formed in early pupae show that each eyespot is formed around a

group of organising cells known as an eyespot focus; transplanting a

focus to a novel site in the pupal wing yields an ectopic eyespot

around the grafted tissue in the adult wing (French and Brakefield

1995). Establishment of the foci occurs in late larvae, and then in early

pupae each focus sets up a gradient in the surrounding epithelial cells,

presumably via one or more diffusible morphogens. These cells then

respond to the concentration gradient of the signal, and become fated

to synthesise a particular colour pigment just before emergence of

the adult.

All the eyespots of B. anynana express the same developmental

genes, and at comparable stages in eyespot formation (Brunetti et al.

2001, Beldade et al. 2005, Reed and Serfas 2004). These genes include

Distal-less, hedgehog, engrailed, spalt and Notch. Typically, mutant alleles

established in laboratory stocks also affect all eyespots. Moreover, artifi-

cial selection experiments targeted on the size or colour of a single

eyespot yield highly correlated responses for the target trait in other eye-

spots, especially on the same wing surface (Monteiro et al. 1994, 1997).

The shared morphogenesis in terms of genetic variation and develop-

mental mechanisms led us to design experiments with B. anynana to

examine the potential developmental flexibility of the repeated

eyespot elements to evolve in different directions in trait space or devel-

opmental morphospace (Brakefield 1998).

Beldade et al. (2002) explored whether a phenotype in which one

eyespot was smaller and the other larger could be produced as readily

by artificial selection as one in which both eyespots were either larger

or smaller than in the wild type. We had predicted that morphological

change would, in some sense, be more limited when eyespots were

selected in opposite directions (Brakefield 1998). We targeted the

pattern on the dorsal forewing with a smaller anterior eyespot and a

larger posterior eyespot (see Figure 4.3); these eyespots show no
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Figure 4.3 Responses drawn in morphospace for artificial selection exper-

iments on the size of the anterior (large, A, or small, a) and posterior (large,

P, or small, p) forewing eyespots on the dorsal wings of B. anynana. A,

Changes from generation to generation in mean eyespot diameter relative

to wing size along the four different directions of selection starting from

the wild type in the centre of morphospace. Broken lines join the mean

values for generation 11 and 25 phenotypes and all values are given relative

to unselected control values. B, Representative wings of females for gen-

eration 25 phenotypes. Note that most ap females have no eyespots

whereas many AP specimens have extra, satellite eyespots. From Beldade

et al. 2002.
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developmental plasticity. Replicated lines were established from the

same base population and selected towards each corner of trait space;

that is, along the ‘coupled’ axis towards two small or two large eyespots

as is consistent with the shared genetics and development, and along the

‘uncoupled’ axis where the two eyespots are selected in opposite direc-

tions. This latter axis, therefore, represents one orthogonal to the pro-

posed line of genetic channelling and the plane of developmental bias.

Artificial selection occurred over 25 generations (Figure 4.3). As

expected, selection either ‘up’ or ‘down’ the ‘coupled’ axis of shared gen-

etics and development produced rapid responses, with butterflies even-

tually either having no eyespots (ap) or two very large ones (AP). These

morphologies differ widely from any produced in the base population,

and are, therefore, highly novel. However, populations along the other

‘uncoupled’ axis, orthogonal to the axis of shared development, also

responded well to selection, eventually producing phenotypes in which

one eyespot was very large and the other absent or very small (Ap or

aP). Again, these represent highly novel phenotypes. We concluded

that this pattern in relative size of the two eyespots behaved in a devel-

opmentally flexible manner with a high evolvability in all directions

through morphospace. There is no reason to imagine that other direc-

tions of change, such as ones in which one eyespot changes and the

other does not, would be any more resistant to change under the influ-

ence of equally intense and targeted selection. We suggested that this

capacity for independent evolution was the product of a long legacy of

natural selection and evolutionary tinkering leading to morphological

diversity among species and to corresponding evolvabilities for eyespot

size at different sites in the wings (Beldade et al. 2003). We have now

begun to examine whether the properties of the responses to artificial

selection for different eyespot traits in our laboratory model species

are reflected in the patterns of morphological disparity across the 80

or so species of the Bicyclus lineage (Beldade et al. 2002, Brakefield and

Roskam 2006).

Current work is focused on a different eyespot trait, namely colour

composition. There is some variability in our laboratory stock with

respect to whether particular eyespots have a comparatively narrow

outer gold ring or a broader one relative to the size of the inner black

disc. Work on the colour of the posterior forewing eyespot had pre-

viously demonstrated a comparably high heritability and correlations

among eyespots as for eyespot size, but a low genetic correlation

between the two traits suggesting different genetic bases (Monteiro

et al. 1994, 1997). Again, artificial selection along the ‘coupled’ axis for
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a specific pair of eyespots rapidly yields novel morphologies in which

both targeted eyespots (and others) have narrower or broader gold

rings. However in contrast to eyespot size, morphological change is

much more strongly limited along the ‘uncoupling’ axis in which eye-

spots are selected in opposite directions in morphospace (C. E. Allen

et al., in preparation).

These experiments explore the potential roles of flexibility in

genetic variation and developmental mechanisms in shaping evolution,

but they do not examine directly evolvability in the context of the per-

formance of the same morphologies in an ecological arena. Although,

as outlined above, other work shows that eyespot size in Bicyclus can

be a target for both natural and sexual selection (Breuker and Brakefield

2002, Robertson and Monteiro 2005, Brakefield and Frankino 2007),

measurements of fitness remain to bemade on the different eyespot phe-

notypes yielded by artificial selection in our experiments. A new study

on the evolution of patterns of allometry involving the wings of Bicyclus

butterflies has, however, attempted to combine artificial selection exper-

iments with examinations of the consequences of changes in mor-

phology for fitness.

The evolution of allometry involving wings

Diversification in the patterns of relative growth of different appendages

in an organismmust also involve the uncoupling of traits that originally

shared all of their genetic pathways and developmental mechanisms.

Species of butterfly can differ greatly in the size of the forewings relative

to the hindwings, or in the size of both pairs of wings relative to the body

(or ‘wing-loading’). Again, artificial selection in B. anynana is exploring

the potential flexibility in short-term responses for these scaling

relationships.

Artificial selection has resulted in divergence in the scaling

relationship for wing size relative to body size, and for forewing to

hindwing size (Frankino et al. 2005, and in press), in each case producing

novel morphologies relative to those in the base population. Following

selection, the populations with divergent scaling relationships were

each crossed to produce single populations with wide phenotypic var-

iance for each scaling relationship. These latter populations were then

used to compare the mating success for males showing changed allome-

try withmales of wild-type allometry. This was done by performing com-

petition experiments in a spacious tropical greenhouse, and by using the

transfer of fluorescent dusts of different colours during copulation to
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trace male mating success (Joron and Brakefield 2003). For each scaling

relationship, the wild-type males had an approximately three times

highermating success than either of the divergent phenotypes (Frankino

et al. 2005, and in press). These studies detected strong stabilising selec-

tion in specific environments, but also indicate the necessary evolvabil-

ity to account for the evolution of diversity in scaling relationships in

new environments. Patterns of diversity and disparity with respect to

these types of traits in butterfly morphospace may, therefore, be

shaped mainly by natural selection acting differentially among environ-

ments and lifestyles.

Interactions between morphologies and life histories: the

roles of hormones

The developmental plasticity and seasonal polyphenism in Bicyclus but-

terflies has provided an opportunity to examine the consequences of

interactions between morphologies and life histories mediated by a

common hormonal mechanism. The size difference in the marginal eye-

spots between the seasonal forms of B. anynana is mediated by circulat-

ing ecdysteroid hormones in early pupae that regulate the expression

of the developmental genes specifying eyespot formation (Brakefield

et al. 1996).Micro-injections or diffusion of ecdysone into youngpupae des-

tined to be adults of the dry-season form results in development of larger

marginal eyespots and a broader medial band as characterise the wet-

season form (Koch et al. 1996, Brakefield et al. 1998, Zijlstra et al. 2004).

Thus, the seasonal polyphenism is regulated by the dynamics of ecdy-

steroid hormones immediately following the larval–pupal moult with a

later build-up of 20-hydroxyecdysone in pupae of the dry-season form.

The seasonal forms (Figure 4.1A) are induced by environmental

temperature in the larval stage especially in the period closest to pupa-

tion (but before the release of ecdysone hormone and subsequent wing

pattern determination). In the field, temperature is high throughout

the early and middle parts of the wet season when the two generations

of the wet-season form of B. anynana develop but then declines as larvae

that will produce the generation of the dry-season form grow at the tran-

sition from the warm wet season to the cool dry season (Figure 4.1B).

Similarly in the laboratory, the alternative wing pattern phenotypes

are obtained using split families reared either at high or low tempera-

tures, respectively (Kooi and Brakefield 1999). However, our overall

data suggest that developmental time rather than temperature per se

is the key parameter such that any factor slowing pre-adult development
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leads to butterflies with a more exaggerated dry-season form phenotype.

The same ecdysteroid hormone that mediates eyespot plasticity also

regulates growth and metamorphosis suggesting that important inter-

actions could exist among the wing pattern and life history traits.

In summary, the wing pattern with small eyespots in the cool

dry season goes hand in hand with a long development time and

delayed metamorphosis, whereas the reverse pattern is observed at

higher temperatures. We examined the consequences of potential inter-

actions by applying two-trait artificial selection. This included selection

along the ‘uncoupling’ axis, that is for smaller eyespots and a shorter

development time or the reverse combination, as well as for both

traits along the same axis as found for the seasonal forms (Zijlstra et

al. 2004). In a similar manner to the artificial selection experiments on

the size of two eyespots, selection produced responses along both of

these two axes.

Ecdysteroid titers and sensitivity to ecdysone injections were

assayed for pupae from these two-trait selected lines (Zijlstra et al.

2004). Although the selected lines had diverged more for eyespot size

than for developmental time, the widest differences in timing of ecdy-

steroid titers were observed between the development time selection

regimes. Thus, fast selected lines, whether with small or large eyespots,

had an earlier hormonal increase after pupation than either type of slow

selected lines. Furthermore, sensitivity to ecdysone injection, as

measured by a subsequent decrease in pupal time, was significantly

lower for slow selected lines than for fast or unselected lines. We con-

cluded that the observed response in eyespot size to artificial selection

must have been achieved via alteration of mechanisms other than the

circulating hormones since the dynamics of the hormone were appar-

ently strongly dictated by the selection on developmental time. These

alternative mechanisms probably involved changes directly in the

expression of the developmental genes of eyespot morphogenesis. The

overall developmental and physiological system is thus flexible enough

to allow evolution in directions opposing the correlation between wing

pattern and developmental time, and responses to selection are not con-

strained or strongly biased by a shared hormonal system.

D E V E L O PM EN T AND TH E F UN C T I O N A L P H E NO T Y P E

The latter example of work in Bicyclus butterflies indicates the potential

for a broad evo-devo and evolutionary genetics to address not only mor-

phological evolution but other traits including life histories.
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Developmental biology is focused on morphology. Whilst exciting

strides have been made in understanding the making of animal forms,

if evolutionary biology is to benefit in a wide context such work will

need to be extended to whole, functional phenotypes rather than form

alone. Natural selection screens variation in the reproductive perform-

ance of individuals whose phenotypes are made up of complex suites

of morphological, physiological, metabolic and behavioural traits. As

in evo-devo, areas of research, including functional genomics, gene

mapping, comparative physiology, epigenetics and behavioural

biology, are making headway in opening up different aspects of the gen-

otype to functional phenotype map. Eventually, the melding of infor-

mation sourced from all these areas will reveal how the different

types of traits interact with one another and the environment during

development to make and maintain functional phenotypes, as well as

to generate phenotypic variation.

Progress will be made increasingly in understanding the gener-

ation of subtle differences in phenotype. The challenge will then be

more in the direction of producing a comparably sophisticated under-

standing of how natural selection screens such subtle phenotypic var-

iants. This can again be illustrated by reference to the butterfly

eyespot system. Artificial selection in B. anynana has yielded

phenotypes where the relative size of two particular eyespots is

changed (Figure 4.3). We will eventually be able to map and identify

the genes or quantitative trait loci responsible for the response to selec-

tion, as well as demonstrate how the underlying developmental mechan-

isms have been modified to produce the changes in eyespot pattern.

We may also be able to examine whether other species with patterns

similar to those produced by the artificial selection in B. anynana

(Brakefield and Roskam 2006) share some degree of genetical and devel-

opmental basis, or whether other options for morphological change

were involved in their evolution. At the same time we have shown

how capture–recapture experiments in the field can detect overall diffe-

rences in survival in a dry-season environment between large cohorts of

butterflies with conspicuous eyespots and those with no eyespots

(Figure 4.2). Whilst this is undoubtedly important, it will be much

more challenging to design comparable experiments to detect the

effects in a natural selection arena of the phenotypes produced by

the artificial selection because any differences in fitness, especially for

the dorsal eyespots, are likely to be (much) smaller. When the complex-

ities of spatial and temporal variation in the natural environment are

also considered, the asymmetry of the challenges with regard on
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the one hand to the intrinsic processes of making the phenotype, and

on the other to the extrinsic processes of natural selection becomes

even clearer. Even so, to explore successfully why species occupy

phenotypic space in the way they do will require such a two-pronged

approach.

P E R S P E C T I V E S A ND F U T U R E CHA L L E N G E S

Evo-devo is clearly extending its scope beyond the traditional model

organisms of developmental biology. It is gaining momentum in the

exploration of the roles of genetic variation segregating within and

among populations in the changes in development that underlie the

evolution of morphologies in nature. Future progress will surely reveal

how genetic change in the processes of development has contributed

to the patterns of diversity in form from the differences across phyla

and the origins of key innovations in body plans through to subtle vari-

ation among individuals within populations. In turn, this will bring us

closer to understanding more about how developmental processes con-

tribute to the patterns of occupancy of morphospace.

A successful fusion of work on different types of traits and the use

of varied approaches from genomics to gene mapping will undoubtedly

teach us exactly how very subtle changes in phenotypes can be made.

Such phenotypes will extend from morphologies to metabolic traits,

behaviours and life histories, and their interactions. Both epigenetic

phenomena and developmental plasticity will become clear in mechan-

istic terms. Looking beyond such success in understanding the evolvabil-

ity of complex traits suggests that the challenges for the future will be

more in terms of measuring the effects of subtle changes in phenotype

in the natural selection arena. This will be required to reach any firm

conclusions about how both the processes of generating variation in

the phenotype and those of natural selection and functional perform-

ance contribute together to the evolution of the occupancy of trait

space. However, comparative methodologies using information about

phylogenetic relationships and patterns of diversity among populations

or taxa will provide increasingly sophisticated tools and data sets at the

indirect level. It is the direct measurements of fitness curves that will

remain highly challenging; small differences in fitness, including

those arising via variation in the environment and in genotype ×

environment interactions, will always be difficult to tie down. The

move towards integrating evo-devo and ecology will become increas-

ingly dominated by the challenges of taking laboratory-based studies
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of how variation in the phenotype is made into the more functional

domain of how such variants perform in natural environments.
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5

The molecular biology underlying
developmental evolution

CL AUD I O R . A L O N S O

Stephen Jay Gould opens the Prospectus of his influential Ontogeny

and Phylogeny (Gould 1977) with the following quotation from Van Valen

(1973): ‘A plausible argument could bemade that evolution is the control

of development by ecology. Oddly, neither area has figured importantly

in evolutionary theory since Darwin, who contributed much to each.

This is being slowly repaired for ecology . . . but development is still

neglected.’

As accurate as these comments may have been in 1977, today, 30

years later, they no longer hold true: two new fields centred on the study

of organismal development have now emerged in modern biology. One

of them, which has successfully married the traditional fields of embry-

ology and genetics, is the field of developmental genetics. The other one is

known as developmental evolution, evolutionary developmental biology or

simply evo-devo, and is the primary subject of this book and this chapter.

The evo-devo field has set as its ultimate goal to provide a mechan-

istic explanation of how developmental mechanisms changed during

evolution, and how these alterations are causally linked to modifications

in morphological patterns (Holland 1999). These questions are most rel-

evant, as, so far, the formal structure of the evolutionary theory has been

based upon the dynamics of alleles, individuals and populations under

selective pressures and genetic drift ‘assuming’ the prior existence of

these entities (Fontana and Buss 1993). The problems related to this

assumption were already recognised more than a century ago by Hugo

DeVries, who closes his famous book Species and Varieties: Their Origin

by Mutation (DeVries 1904) with the comments of Arthur Harris on the

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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limits of natural selection: ‘natural selection may explain the survival of

the fittest, but it cannot explain the arrival of the fittest.’We could prob-

ably say that the central business of the evo-devo field is to determine the

mechanisms that lead to the arrival of the fittest.

As it is now evident that the answer to the mechanistic question

on the arrival of the fittest involves changes in the function of genes con-

trolling developmental programs, it is opportune and important to

reflect on the nature of the elements and systems controlling develop-

mental gene function using an updated molecular background. I dedi-

cate this chapter to precisely this task.

MO L E C U L A R B I O L O G Y AND EV O L U T I O N A RY D E V E L O PM EN TA L

B I O L O G Y : H I S T O R I C A L L I N K S

It would be hard to argue that should you need to select the two pieces of

work that started off the field of molecular biology, one of them should

not be the publication in 1953 of the three-dimensional model for the

structure of DNA, based on the work of Rosalind Franklin at King’s

College London, and James Watson and Francis Crick at the University

of Cambridge (Watson and Crick 1953a,b). The other contribution

should indisputably be the description in 1961 of the operon model by

François Jacob, Jacques Monod and André Lwoff (Jacob and Monod

1961). This second piece of work not only provided the first mechanistic

model for gene regulation involved in a complex physiological process

(Figure 5.1), but also explained the nature of the mechanisms for infor-

mation transfer during the formation of proteins.

It was in this bubbling atmosphere of exciting discoveries about

transcriptional regulation that Roy Britten and Eric Davidson proposed

a first explicit theoretical model for gene regulation in ‘higher’ (eukary-

otic) cells (Britten and Davidson 1969). The essence of the Britten–David-

son model can be summarised as a theory of how eukaryotic cells may

achieve multiple changes in gene activity from relatively simple signals,

on the assumption that a given state of differentiation depends on the

coordinated activity of a number of biochemical systems. Britten and

Davidson (1969) proposed that the transcription of batteries of ‘produ-

cer’ genes (i.e. protein-coding genes) is regulated by ‘integrator’ genes

(i.e. genes encoding transcription factors). Themain effect of the integra-

tor genes is therefore to induce the transcription of many producer

genes in response to a signal, which will be sensed via the ‘sensor’

DNA elements controlling the transcription of the integrators

(Figure 5.2A). The concerted activation of one or more gene batteries
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would underlie the existence of diverse states of differentiation. Not

least, the article also suggests the idea that in what the authors call

‘higher grades of organization’ or ‘higher organisms,’ evolution might

be considered principally the result of changes in the regulatory

systems encoded in the genome(Britten and Davidson 1969).

Leaving aside insignificant details, the similarities between the

concepts presented in the article by Britten and Davidson, and those

now used to describe the function of gene regulatory networks control-

ling transcriptional patterns during development reflect the enormous

impact of the ideas of Britten and Davidson on mainstream views in

the evo-devo field (Wray 2003, Levine and Davidson 2005). To illustrate

this remarkable level of similarity, Figure 5.2 displays one of the dia-

grams in the original paper by Britten and Davidson (Figure 5.2A)

together with a modern description of the gene regulatory interconnec-

tions controlling aspects of the development of the sea urchin

(Figure 5.2B) (Davidson et al. 2003).

There are two possible interpretations for such parallels between

the views of Britten and Davidson and the prevalent views of gene regu-

lation within the evo-devo field at present. One of them is that the

authors were well ahead of their time in setting the stage and the

logic of what was to emerge in the field of developmental evolution in

the following four decades. The other is that the emerging field of deve-

lopmental evolution, after absorbing this influential package of ideas,

has never again taken the time to explore the problem of gene regulation

Regulator gene

Repression or induction

Metabolite

Genes

Messengers

Proteins

Repressor

Operator
gene

Structural
genes

R O A B

Figure 5.1 The operon model as originally published in 1961 (Jacob and

Monod 1961). The simple and powerful logic of this bacterial gene

regulatory circuit suggested that gene activity might be primarily regu-

lated at the transcriptional level in most organisms. However, the

discovery of several molecular post-transcriptional regulatory systems in

the late 1970s invited a revision of this view.
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Figure 5.2 A, Original diagrams describing a theory for gene regulation in

‘higher cells’ (Britten and Davidson 1969); the diagram indicates the

transcriptional circuits that coordinate the activity of gene batteries in

cells. B, A modern representation of the gene regulatory networks

controlling different developmental programs in the sea urchin (Davidson

et al. 2003). A great degree of similarity exists between the two panels;

for possible interpretations of these parallels see main text.
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from a broader or updated molecular context. I see no reason why these

two interpretations should be mutually exclusive.

A central message of this chapter is that the ideas of Britten and

Davidson (1969) were directly absorbed by the evo-devo field at the

time of its birth, and that they have never been revised in the light of

the conceptual changes that took place in the field of molecular

biology since the late 1960s. This accidental ostracism kept the evo-

devo field from looking anywhere other than within the province of

transcriptional regulation at the time of looking for the mechanisms

affecting developmental evolution. Unsurprisingly, the field developed

rather extreme positions on the mechanistic basis for developmental

change, such as the general notion that the evolution of development

largely reflects the evolution of transcriptional regulation (Arnone and

Davidson 1997, Davidson 2001, Wray 2003, Wray et al. 2003).

Before we leave this section, it is perhaps opportune to bring in a

key quotation from Britten and Davidson’s (1969) article: ‘Undoubtedly

important regulatory processes occur at all levels of biological organiz-

ation. We emphasize that this theory is restricted to processes of cell

regulation at the level of genomic transcription.’

We are now ready to look at the importance of regulatory pro-

cesses at non-transcriptional levels.

T H E R I S E O F P O S T- T R AN S C R I P T I O N A L G E N E R E G U L AT I O N

The pioneer work by Britten and Davidson in the late 1960s could never

have included elements of what we now call post-transcriptional regu-

lation. In those years, these levels of gene regulation were not well

understood, and in any case they were not considered significant even

within the circles of pure molecular biologists. This was partly due to

the power of the operon model and the beautiful mechanics of its oper-

ation to ensure gene- and context-specific patterns of gene activity via

transcriptional control.

With the physical structure of the gene clearly established from

the work in bacteria and bacteriophages, the appreciation that the

sequences of the gene (DNA), RNA and protein were organised in a colli-

near manner, and evidence emerging from the field of genetics

suggesting that eukaryotic genes would by and large work similarly to

those in prokaryotic organisms, it soon was assumed that most aspects

of gene organisation in bacterial systems were likely to be universal.

With common gene structures, most regulatorymechanisms were

bound to be similar, and therefore what was true for Escherichia coli, the l
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phage and the likes, was equally true for an elephant or a fly (Sharp

1993). As the operon model was regulated at the transcriptional level,

in those years (and those years only!) the field of molecular biology con-

sidered gene regulation as a synonym of transcriptional regulation.

This reality began to change by the mid 1970s with a better

appreciation of the functional constraints imposed on gene regulation

by the existence of a nuclear structure in eukaryotes and the discovery

of new ways of modulation affecting eukaryotic genes. For instance,

mRNAs transcribed from nuclear loci are physically distant from the

protein translational machinery, which is mostly located in the cyto-

plasm; nuclear compartmentalisation could then offer a site for specific

mRNA processing and transport. Also, it was noted that the DNA content

of eukaryotic germ cells varied dramatically across organisms without

an apparent variation in the total number of genes. Certain organisms

appeared to have 10 times as much DNA as was required to encode all

their proteins; what was then the function of those large (and energeti-

cally expensive) tracts of DNA? Perhaps these extra DNA sequences were

there to guide gene activity in an unknown way. Third, the phenomenon

of heterogeneous nuclear RNA (hnRNA) suggested that long RNAs were

transcribed from diverse nuclear sequences (Sharp 1993). These hnRNAs

had very brief half-lives relative to the stable cytoplasmic mRNAs

suggesting that they could potentially be precursors to mRNAs. Further-

more, both the long and unstable hnRNAs and the shorter and better-

known mRNAs appeared to have similar chemical modifications in

their 50 and 30 termini (i.e. what are now termed the CAP structure

and poly-adenylation tails, respectively).

Although the important issue of how comparable were the

structures of genes in prokaryotic and eukaryotic cells was not really

explored or questioned at that time, the field headed towards the

determination of the exact biochemical pathway linking a gene in

the nucleus, its mRNA in the cytoplasm and its functional protein

in the cell.

The regulation of gene expression, setting the logical circuits of all

interesting biology, including cancer, infection and, not least, develop-

ment, started to be viewed as the salient result from changes in the

rates or efficiencies of every one of the various steps in the information

pathway running from the gene to the protein. The understanding of

the functions of the whole pathway of eukaryotic gene expression

(related and unrelated to transcriptional modulation) began to be seen

as the route to understanding important biological and biomedical

phenomena (Sharp 1993).
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These general considerations about the importance of gene regu-

lation at different hierarchical levels were suddenly supported by a

whole range of unexpected findings in post-transcriptional regulation

made in the late 1970s. Because of space limitations, I will focus on

just one of such findings: the discovery of alternative splicing.

The discovery of ‘split’ genes in adenovirus by Phillip Sharp and

his team at the Massachusetts Institute of Technology in 1977 (Berget

et al. 1977) swiftly led to the realisation that cellular genes suffered spli-

cing reactions to remove introns or intervening sequences from their

precursor RNAs (Breathnach et al. 1977, Tilghman et al. 1978). Protein

coding sequences could thus arise from the joining of segments of

mRNAs (exons) derived from DNA loci sitting far apart in the genome.

In turn, the identification of conserved sequences at intron boundaries

(Breathnach and Chambon 1981) and the observation that these

sequences were common to vertebrate, plant and yeast cells (Padgett et

al. 1986) suggested that the splicing process was evolutionarily

conserved (Sharp 1993).

A year after the discovery of splicing, the team of Phillip Sharp

described the first cases of alternative splicing in adenovirus and SV40

(Berk and Sharp 1978a,b). Shortly afterwards, several cellular mRNAs

were shown to undergo alternative splicing, proving that post-transcrip-

tional regulation was not a curiosity, but a powerful molecular strategy

to change the function of gene products of a given gene (Kornblihtt et al.

1984, Smith et al. 1989).

Therefore, since the late 1970s the field of molecular biology has

seen gene regulation as a complex matter that involves transcriptional

as well as post-transcriptional regulatory processes. This realisation,

however, has never broken through the integument of transcriptional

domination that characterises the evo-devo field.

On this setting, I shall review what is now known about the pro-

cesses of gene regulation, emphasising the regulatory potential for

developmental evolution that resides in the many molecular elements

controlling gene activity in eukaryotic organisms.

T H E MO L E CU L A R B I O L OG Y O F G E N E R E GU L AT I O N :

A P O S T G EN OM I C V I EW

Asmentioned earlier in this chapter, prevalent ideas in the evo-devo field

sustain the view that transcriptional regulation is the most important

level of regulation underlying the evolution of developmental gene

expression.
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Now, most attention has actually been focused on a particular type

of transcriptional regulatory element, the enhancers, rather than on tran-

scription factor genes, promoter core elements or other transcriptionally

relevant elements. Enhancers can be broadly defined as cis-acting DNA

sequences containing a series of binding sites for transcription factors,

which increase the net rate of transcriptional activity of genes located

upstream or downstream of them.

Mutations affecting enhancers have been treated as the principal

component of all evolutionarily relevant mutations (Stern 2000),

and indeed, over time, evidence has accumulated in line with this

view (Ludwig et al. 1998, Rockman and Wray 2002, Wray et al. 2003),

bringing enhancers to the focal point of the mechanistic analysis

of developmental evolution (Carroll 1995, Akam 1998, Stern 2000,

Davidson 2001).

However, enhancers are not the only molecular sites able to modu-

late gene activity. In fact, a rather wide spectrum of molecular elements

regulates the function of eukaryotic genes. To appreciate the richness

provided by such alternative regulatory levels (ARLs) to enhancer regulation

(Alonso andWilkins 2005), let us begin by looking at how the expression

of genetic information is initiated.

The transcription of all protein-coding genes in the cell requires a

complex biochemical machine known as the basal transcriptional appar-

atus. This machine consists of the enzyme RNA polymerase II (RNApolII)

and many other factors collectively known as general transcription

factors. These factors mediate the physical interactions of the RNApolII

with core promoter elements (e.g. TATA box, initiator, etc.) and regulat-

ory transcription factors operating enhancers and silencers. The recruit-

ment of the basal transcriptional apparatus to specific DNA sites is

determined through physical and biochemical interactions with chro-

matin structures (Szutorisz et al. 2005), which rely on the state of chemi-

cal modification of chromatin proteins, as well as on interactions with

factors bound to the gene’s enhancers and silencers. The identity of

core promoter elements and tissue-specific auxiliary factors also contrib-

utes to define the kinetics of transcription initiation (Smale and Kado-

naga 2003). Other transcriptional cis-regulatory elements include

insulators, which prevent enhancers and silencers in one gene from reg-

ulating a neighbouring gene, and the recently discovered global control

regions, which are able to regulate gene transcription over large chromo-

somal domains (hundreds of kilobases). Therefore, when considering

transcriptional regulation, enhancer elements represent only one of

the many elements that influence this process.
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In any case, transcription constitutes just the beginning of a long

series of highly regulated biochemical events: once made, RNA tran-

scripts suffer a wide range of alterations (Figure 5.3). Notably, the

nature of such modifications or ‘processing’ events (e.g. splicing,
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Enhancer regulation
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Figure 5.3 A, Multiple regulatorymechanisms regulate the final output of a

given gene: enhancer-mediated gene regulation is only one of these

mechanisms (Alonso and Wilkins 2005). B, The biochemical machines

controlling gene expression interact with one another, creating a network

topology that may offer yet another niche for genetic variation affecting

contact surfaces between the machines (Maniatis and Reed 2002).
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capping, poly-adenylation, editing, trans-splicing) affects the quality and

quantity of the resulting mature RNA message. Processed messages are

subjected to yet another regulatory layer by the quality control/degra-

dation systems, which may label the message for chemical destruction

or allow its export from the nucleus; the latter process (RNA export)

could itself be subject to regulation (Darzacq et al. 2005).

Many messages contain sequence ‘signatures’ that convert them

into targets of small regulatory RNA molecules, known as micro-RNAs

(miRNA). These miRNAs are 22-nucleotide single-stranded non-coding

RNAs that bind to target mRNAs and silence/reduce their expression

(Plasterk 2006) via effects on protein synthesis (Carthew 2006) and/or

effects on target RNA stability (Jing et al. 2005, Wu et al. 2006). Other

sequence elements in messenger RNAs determine their localisation in

particular sub-cellular foci, where they will await further signals for

translational release. Translation and post-translational modifications

including phosphorylation, glycosylation, ubiquitinylation and SUMOy-

lation offer further regulatory opportunities to adjust protein quality,

quantity and localisation (Alonso and Wilkins 2005).

The rate, rhythm, gene- and environment-specificity of all these

processes are determined via sequence and structural labels present in

particular mRNAs and proteins. Thus, it is the physical presence of

these molecular tags, and the processes triggered by them, that will

determine the qualitative and quantitative output of a given gene in

the cell at a particular moment.

The brief consideration of the many biochemical steps and gene-

specific tags involved in the information transfer from DNA to function

puts enhancer sequences into a true minority within the molecular

codes that specify controlled gene activity.

However, the functional properties of all gene-specific tags need

not be identical. Enhancers do possess a series of attributes that make

them particularly suitable to act as control nodes for developmental

evolution. For example, because of the modular structure and combina-

torial function of enhancers, mutational changes in their sequences may

result in highly specific changes of gene expression causing developmen-

tal alterations that escape lethality. Thus, enhancer structure and modus

operandi make enhancers especially apt for the generation of functional

diversity. Nonetheless, a crucial point in our discussion is the realisation

that these attributes are not exclusive to enhancers: the inspection of

ARL properties reveals that they can affect gene function in a gene-

specific, context-specific manner comparable to that of enhancers.

To illustrate this, I will return to our previous case of alternative splicing

with examples of its biological functions during the development of the

fruit fly Drosophila melanogaster.
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The Drosophila Dscam gene illustrates the modular nature and

extreme structural diversity that is achievable by alternative splicing.

The gene encodes a cell surface protein, member of the immunoglobulin

(Ig) superfamily, with several protein domains including ten Ig and six

fibronectin domains (Schmucker et al. 2000, Bharadwaj and Kolodkin

2006). The precise architecture of the Dscam protein is determined

through the regulation of alternative splicing: the Dscam gene includes

95 variable exons that have the potential to produce 38 016 distinct alter-

natively spliced isoforms (Schmucker and Flanagan 2004). Phenotypic

studies in mutant flies indicate that Dscam is involved in the regulation

of axonal and dendritic branching, and axonal targeting and fascicula-

tion (the bundling of axons into tracts) (Schmucker et al. 2000,

Hummel et al. 2003, Zhu et al. 2006). Notably, a recent study (Chen et

al. 2006) shows that the isoform diversity of the Dscam protein in Droso-

phila is required to establish stereotypical axonal branching patterns,

demonstrating that the selective expression of Dscam alternative splice

variants in particular cells determines neural connectivity.

At the other end of the complexity spectrum is the alternative spli-

cing of the Drosophila Sex-lethal (Sxl ) gene, which is a key regulatory gene

in sexual differentiation (Bell et al. 1988, Smith et al. 1989). Here, male-

and female-specific transcripts differ by the inclusion in males of a

specific exon introducing a premature termination codon. Thus, Sxl

sex-specific splicing patterns give rise to a functional protein product

in females, while in males no functional protein is produced (reviewed

in Lopez 1998), illustrating the utility of alternative splicing as a develop-

mental control mechanism.

Another example of the developmental importance of alternative

splicing is given by one of the members of the family of Hox genes: the

Drosophila Hox gene Ultrabithorax (Ubx). Ubx is expressed in the posterior

thorax and anterior abdomen regions, where it determines segment-

specific characteristics of many different cell lineages, including epider-

mis, central and peripheral nervous system, and mesodermal tissues

(Bender et al. 1983, White and Wilcox 1984). Notably, the Ubx gene pro-

duces a family of six protein isoforms through alternative splicing. Iso-

forms differ from one another by the presence of optional microexons,

which alter the distance between the homeodomain (the DNA-binding

unit) and a cofactor-interactionmodule termed the hexapeptide. Ubx iso-

forms display different expression patterns during embryonic develop-

ment: isoforms containing both microexons account for most of the

Ubx expressed in epidermis, mesoderm, and peripheral nervous

system (Lopez and Hogness 1991). In contrast, isoforms lacking the
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microexons are expressed exclusively in the central nervous system

(Lopez and Hogness 1991, Bomze and Lopez 1994). The complex and

quantitative nature of this regulation is unlike that of any other well-

studied model systems in Drosophila; in addition, Ubx splicing patterns

are conserved in drosophilids with 60 million years of independent evol-

ution (Bomze and Lopez 1994). My laboratory has recently explored the

biological relevance of Ubx alternative splicing, analysing the in vivo

effects of the Ubx isoforms on the activation of a natural Ubx molecular

target: the regulatory region of the gene decapentaplegic (dpp). These

experiments showed that when Ubx isoforms are ectopically expressed

in embryos they differ in their abilities to activate dpp in different

tissues. In vitro studies, also in my laboratory, show that Ubx isoforms

vary in their ability to bind target DNA elements in the presence of cofac-

tors (H. C. Reed, M. Akam and C. R. Alonso, in preparation).

Thus, alternative splicing patterns dictate the functional speci-

ficity of several developmental genes including the Hox genes, one of

the best-studied gene families in the evo-devo field. At this point it

seems safe to conclude that gene regulation at ARLs such as alternative

splicing is of clear relevance during development. However, the biologi-

cal significance of this type of regulation is further highlighted by its

prevalence: more than 15% of all Drosophila genes suffer alternative spli-

cing. In addition, analyses of human expressed sequence tags (EST) and

cDNA datasets have conservatively estimated that about 40–60% of

human genes are alternatively spliced (reviewed in Modrek and Lee

2002); notably, this number increased to 73% when alternative splicing

microarray data were combined with ESTs (Johnson et al. 2003). This has

been independently corroborated by ‘genome tiling’ microarrays across

human chromosomes 21 and 22, which indicated that alternative spli-

cing occurs in >80% of genes (Kampa et al. 2004). In other words, alterna-

tive splicing is much more the rule than the exception.

If ARLs can affect development, can we think of ways in which

these alternative levels of regulation may have changed during evol-

ution? For this the first requisite is the accumulation of genetic variation

affecting ARLs function.

In our familiar example of alternative splicing, this is illustrated

by the fact that at least 15%, and perhaps as many as 50%, of human

genetic diseases arise from mutations either in consensus splice site

sequences, or in the more variable elements known as exon and intron

splicing enhancers (ESEs and ISEs) and silencers (ESSs and ISSs)

(Caceres and Kornblihtt 2002, Faustino and Cooper 2003, Pagani and
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Baralle 2004), which are involved in defining both constitutive and

alternative exons.

Now, let us return to our general discussion on the importance of

enhancers in the evo-devo field. A possible reason that enhancer-

dependent developmental change could predominate over that mediated

by ARLs is that sites for the former might be far more abundant than for

the latter, at the level of individual genes. This is essentially an argument

about relative mutational ‘target sizes’. Unfortunately, the information

to resolve this matter, even for one selected organism, is not yet available

in full. However, to gain an approximation for the dimensions of both

enhancer-associated and ARL-associated DNA target sizes, a recent

study has compiled information from different genomic databases and

established a preliminary estimate; this shows that the mutational

target sites offered by ARLs are actually comparable to those offered

by enhancers, if not larger than the latter (Alonso and Wilkins 2005),

implying that ARLs are likely to be hit by mutations more frequently

than enhancers.

Finally, the importance of the multilayered regulatory systems

controlling developmental gene activity as an evolutionary substrate is

further stressed by recent studies proposing the view that, in contrast

to a simple linear assembly line, a complex and extensively coupled

network has evolved to coordinate the activities of the individual gene

expression machines controlling the pathway from DNA to protein to

function (Maniatis and Reed 2002). Such extensive coupling can be

accommodated in a model in which the machines are tethered to each

other via contact surfaces so that they form what one may call ‘gene

expression factories’ which maximise the efficiency and specificity of

each step in gene expression (Figure 5.3). With the landscape of gene

regulation emerging as multidimensional and highly interconnected,

the importance of ARLs involving discrete contact surfaces and signature

sequences in mRNAs and proteins becomes more apparent.

In sum, we may need to look at gene expression in a rather

different way than we are used to. For this, the conventional linear

‘assembly line’ representation seems no longer adequate. A more appro-

priate description of gene expression might instead involve a multidi-

mensional space, composed of a series of planes, each one of them

representing the set of functional interactions taking place between an

element originated from a given gene sequence (e.g. pre-mRNA,

mRNA, protein, modified protein) and relevant elements within that

gene regulatory level (e.g. transcription, RNA-processing, RNA export,

RNA degradation). I see no perfect way of illustrating this; nonetheless,
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an attempt is shown in Figure 5.4. There, positive and negative inter-

actions between elements are represented through conventional acti-

vation/repression symbols; the diagram also incorporates quantitative

aspects of these interactions which are commonly left aside in most

evo-devo studies. These quantitative aspects are depicted by arrows

with different thicknesses and lengths to accommodate strengths and

duration of the interactions between the different elements

(Figure 5.4A). This representation of interactions can be applied to the

expression of genetic information from DNA to RNA to protein, as

stated in the central dogma of molecular biology (Figure 5.4B).

However, future developmental gene function analysis may need to

understand the biological significance of the particular gene expression

path followed by a gene element as development proceeds. The diagram

in Figure 5.4C illustrates an example of a ‘gene expression path’ followed

by a given gene and its products through the different gene regulatory

planes.

According to this view, the functional output of a given gene in a

particular cellular and developmental context will be determined by the

efficiency with which each one of the gene’s products (e.g. primary

mRNA, spliced mRNA, exported mRNA, etc.) moves through the series

of gene regulatory planes that compose the multidimensional space of

gene regulation. It thus follows that, as important as transcriptional net-

works might be, they represent one level and one level only within the

multilayered architecture of gene regulation.

E P I L O GU E : T H E P H I L O S O P H Y O F G E N E R E G U L AT I O N AND TH E

F U T U R E O F T H E E VO - D E V O F I E L D

Six years after Britten and Davidson’s (1969) paper on the theory of oper-

ation of transcriptional regulatory circuits in ‘higher’ cells, Mary-Claire

King and Allan C. Wilson published a seminal article in which they

reported their findings on the genetic differences between humans

and chimpanzees (King and Wilson 1975). In brief, their study applied

a combination of amino acid sequencing and immunological and electro-

phoretic techniques to compare a large set of proteins from humans and

chimpanzees. All three approaches yielded consistent results indicating

that an average human polypeptide is more than 99% similar to its

chimpanzee counterpart. Based on their data, King and Wilson

suggested that the evolutionary changes in anatomy and ‘way of life’

(i.e. physiology and behaviour; Carroll 2005) are more likely to be the

result of changes in the mechanisms controlling the expression of

Molecular Biology of Developmental Evolution 93



Figure 5.4 Possible representations of the multidimensional space

controlling gene regulation in eukaryotic cells. A, Individual genetic

elements (black circles) interact with many other elements through posi-

tive and negative interactions (activation and repression arrows, respect-

ively); quantitative aspects of these interactions are represented by variable

thicknesses (strength of the interaction) and lengths (duration of the

interaction) of the interaction arrows. B, As a concept diagram, interaction

networkmotifs as in A have been plotted on successive planes representing

the dogma of molecular biology. C, A holistic view of gene expression in

eukaryotic cells. The diagram illustrates a specific ‘gene expression circuit’

followed by a given gene and its products through the different regulatory

planes. The functional output of a given gene will be determined by the

efficiency with which each one of the gene’s products (e.g. primary mRNA,

spliced mRNA, exported mRNA, etc.) moves through the series of gene

regulatory planes that compose the multidimensional space of the gene

expression path.
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genes, rather than the product of sequence changes affecting protein

composition. This beautiful and powerful study grasped the attention

of all of those interested in the genetic underpinnings of developmental

evolution, taking them to the dilemma between structural (protein-

coding) versus regulatory mutations; King and Wilson’s study left,

however, little margin for doubts about the power of regulatory changes.

Now, returning to our previous discussions on the prevalent mol-

ecular thinking in the mid 1970s that gene regulation was almost

exclusively controlled at the level of transcription, and regardless of

King and Wilson’s (1975) careful writing, their article ended up being

largely interpreted as supporting the view that transcriptional regu-

lation was the key molecular level of regulation for organismal

evolution.

Not surprisingly, the field searched, and searched again, and after

three decades of intense work managed to find a handful of clean

examples in which enhancer variation is indeed involved in morphologi-

cal differences between species (Belting et al. 1998, Wang and Chamber-

lin 2004, Wang et al. 2004, Gompel et al. 2005, Jeong et al. 2006,

Prud’homme et al. 2006). Do these examples prove that enhancers are

the principal nodes for change in developmental evolution? As we

have seen above, given that the complexity of gene regulation exceeds

transcriptional control, the answer is, probably, no: to distinguish the

relative contribution of genetic variation at one regulatory level or

other, we must look equally thoroughly at all regulatory levels, and

this has not been done until now.

Yet another relevant piece of work needs to be mentioned to close

this discussion: one that was to come two years after King and Wilson’s

article was published. This is François Jacob’s ‘Evolution and Tinkering’

paper (Jacob 1977). Here, Jacob put forward his views about how evol-

ution proceeds, contrasting the process of evolution with the jobs of

an engineer and that of a tinkerer. In his own words:

Natural selection has no analogy with any aspect of human behaviour.

However, if one wanted to play with a comparison, one would have to say

that natural selection does not work like an engineer. It works like a tin-

kerer who does not know exactly what he is going to produce but uses

whatever he finds around him whether it be pieces of string, fragments of

wood, or old cardboards; in short it works as a tinkerer who uses every-

thing at his disposal to produce some kind of workable object.

The experiments of King and Wilson, together with the ideas of

Jacob, nicely complement each other telling us that the business of the
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evolutionary tinkerer is likely to be a regulatory one, and thus, chances

are that he is going to use everything at hand, be it alternative splicing,

RNA localisation, protein degradation or enhancer modules in order to

manipulate developmental programs over time. The fact that we have

found a few cases of variation at enhancer modules must not be con-

fused with evidence in support of the idea that enhancers are the only

elements involved in developmental evolution.

Although the history of ideas can itself be fascinating, the prime

goal of this text is scientific utility. The exploration of the molecular

elements used for the generation of developmental diversity during evo-

lution is a venture of paramount importance in modern biology; to

tackle this problem, the comparative study of variation at all levels of

gene regulation emerges as the only unbiased strategy to establish the

principal avenues of molecular change used during developmental evol-

ution. This is, in my view, the only impartial path to follow for the true

understanding of the arrival of the fittest.
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6

Evo-devo’s identity: from model
organisms to developmental types
RONA L D A . J E N N E R

E V O - D E V O ’ S I D E N T I T Y

Evo-devo studies the evolution of development, and how changes in

development influence phenotypic evolutionary change. The evolution

of novelties and body plans are considered as the most distinctive

research areas of evo-devo (Wagner 2000, 2001, Wagner et al. 2000,

Müller and Newman 2005). Nevertheless, there seems to be little consen-

sus about evo-devo’s disciplinary identity. It has been regarded as a

branch of developmental biology, part of evolutionary biology, a revision

of evolutionary theory or an independent new synthetic discipline

(Gilbert et al. 1996, Arthur 2000, 2002, 2004a,b, Hall 2000, Raff 2000,

Wagner 2000, Robert et al. 2001, Gould 2002, Wilkins 2002, Baguñá

and Garcia-Fernàndez 2003, Gilbert 2003, Kutschera and Niklas 2004,

Amundson 2005, Müller and Newman 2005). Similarly, there has been

skepticism about evo-devo’s promise in both the literature (Wagner

2000, 2001, Richardson 2003, Wagner and Larsson 2003, Coyne 2005)

and at meetings such as the one in 2006 in Venice, at which the

present book was conceived.

Although various factors are at play, I think that current skepti-

cism partly results from a failure to articulate evo-devo’s conceptual

foundation properly. This issue comes into focus when it is observed

that the papers outlining evo-devo’s research agenda almost exclusively

link the promise of evo-devo to discovering general concepts and rules.

Arthur (2002: 757), for example, expresses concern when he writes

that we are currently in a situation ‘where it almost seems that anything

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
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goes, that is, any developmental gene, its expression pattern and the

resultant ontogenetic trajectory can evolve in any way. If this were

true, no generalisations would be possible, let alone universally appli-

cable laws’. A senior developmental biologist in my institution expresses

it thus: ‘I am left thinking that there are no rules, hence nothing for evo-

devo to discover’.

Here I discuss the identity of evo-devo from the perspective of an

important, but neglected, epistemological dualism: idiographics vs.

nomothetics. By grounding evo-devo’s identity in this framework I

show that the above pessimism is misguided, and bring into focus a

bias in what evo-devo is generally expected to contribute to biology.

This perspective is also vital for understanding the role of model organ-

isms in evo-devo ( Jenner 2006a), and for salvaging the status of develop-

mental types, which have increasingly fallen into disrepute in the

recent literature.

G E N E R A L I T Y AND UN I Q U E N E S S I N S C I E N C E : N OMOTH E T I C S

A ND I D I O G R A PH I C S

An epistemological distinction can be made between idiographic and

nomothetic aspects of science. The description of unique and historically

contingent particulars is the domain of idiographics, while the discovery

of law-like regularities or generalities falls under the rubric of nomo-

thetics. This epistemological dualism is predicated on the individuality

thesis, which distinguishes between individuals and classes (Ghiselin

1997). Idiographics is strictly concerned with the description of

unique, concrete individuals, while nomothetics is concerned with for-

mulating generalisations for abstract classes of which individuals may

be members. Such generalisations can be formulated with respect to

traits shared between the members of a class. Evo-devo embodies both

principles, and like other historical sciences such as anthropology, paleo-

biology and evolutionary biology, evo-devo strives to relate the detailed

description of particulars to law-like regularities (Gould 1980, Ghiselin

1997, 2005, Lyman and O’Brien 2004). Specifically, evo-devo aims to

understand how the unique evolutionary histories of particular body

plans, or origins of novelties, relate to the involvement of different

classes of evolutionary developmental mechanisms that are embodied

in the nomothetic conceptual categories at the core of evo-devo’s

research agenda (Table 6.1).
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I D I O G R A PH I C S A ND NOMO TH E T I C S I N E V O - D E VO

Evo-devo’s most outspoken practitioners have presented evo-devo as

unabashedly nomothetic in its promise (Gilbert et al. 1996, Arthur

2000, 2002, 2004a,b, Hall 2000, Raff 2000, Baguñà and Garcia-Fernàndez

2003, Gilbert 2003), a view explicitly accepted by those who see evo-devo

as an important contribution to, or corrective of, evolutionary theory

(Gould 2002, Kutschera and Niklas 2004, Amundson 2005, Stoltzfus

2006). At the core of evolutionary biology, neo-Darwinian evolutionary

theory supplies a set of nomothetic principles with respect to which

evo-devo has staked out its conceptual territory. However, I think that

a misleadingly biased perspective has been established in the literature

by downplaying the importance of idiographics. For example, Arthur

(2002: 759) labels evolutionary biology ‘a conceptually driven discipline’.

It is unlikely that Arthur simply means that evolutionary biology is

based on hypothetico-deductive methodology characterised by the inter-

play of concepts and empirical evidence. Instead, it is clear that he refers

specifically to nomothetics, to which evo-devo can make ‘a conceptual

contribution’. Yet, nomothetic insights are epistemologically accessible

only through the study of idiographic details.

E V O - D E VO ’ S N OMO TH E T I C A S P E C T S

There are two issues that require detailed examination. Firstly, what is

evo-devo’s potential contribution to neo-Darwinian evolutionary

theory? Secondly, what is the explanatory range of evo-devo’s central

nomothetic concepts?

Evo-devo’s relation to neo-Darwinian evolutionary theory

Developmental biology is reclaiming its appropriate place in evolutionary

theory. (Gilbert et al. 1996: 368)

The clamour to revise neo-Darwinism is becoming so loud that hopefully

most practising evolutionary biologists will begin to pay attention.

(Pigliucci 2005: 566)We suspect that most evo-devoists are not concerned

with enhancing, completing, modifying or overturning the modern syn-

thesis of evolution. (Robert et al. 2001: 958)Although a ‘new synthesis’ has

been repeatedly announced in recent years, those announcements are

premature. (Wilkins 2002: 34)

As the above quotes show, evo-devo’s status and ambitions with respect

to neo-Darwinian evolutionary theory are controversial. Which quote is

Evo-devo’s Identity 105



most accurate? Consideration of the hierarchical organisation of biology

provides an important insight.

Evo-devo’s main challenge is to codify the relationship of its

organism-level focus with the population-level focus of neo-Darwinian

evolutionary theory (Wagner 2000, 2001, Gilbert 2003, Wagner and

Larsson 2003, Amundson 2005). Evo-devo does not provide a new com-

ponent to evolutionary theory, but instead draws attention to a pre-

viously neglected level. Evo-devo focuses on the origin and nature of

the material substrate of evolution. Within the neo-Darwinian frame-

work this rich topic was blackboxed under the rubric ‘variation,’

which was considered a mere boundary condition for the operation of

the population-level processes deemed most important in determining

the direction of evolutionary change, such as drift and selection. Specifi-

cally, any potential for shaping the direction of evolutionary change

inherent in the nature of variation itself has been codified as ‘constraint’

in evolutionary theory (Maynard Smith et al. 1985, Arthur 2000, 2004b,

Reif et al. 2000, Gould 2002, Stoltzfus 2006). This is the proper locale of

evo-devo’s empirical and theoretical contribution to evolutionary

theory. As Gould (2002: 82) summarised it: ‘the revolutionary empirics

and conceptualisations of evo-devo [are] united by a common goal: to

rebalance constraint and adaptation as causes and forces of evolution.’

As far as evo-devo contributes general conceptual subthemes that can

be categorised under the rubric of variation, it should be considered a

genuine contribution to a previously neglected part of evolutionary

theory (Arthur 2000, 2004a,b, Stoltzfus 2006).

Critically, this means that the term ‘evolution’ itself is understood

differently by evo-devoists and neo-Darwinians. The standard neo-Dar-

winian understanding of evolution is a population-level process of the

sorting of variation that is brought about by genetic recombination

and mutation (Reif et al. 2000, Kutschera and Niklas 2004). Strikingly,

as Stoltzfus (2006) points out, the neo-Darwinian perspective does not

consider the processes of the origin of variation to be a part of evolution!

As the Encyclopedia of Evolution states, ‘Darwin’s theory is peculiar in that

evolution is not an extension of the mutational process’ (Ridley 2002:

800). Under the evo-devo perspective of evolution, the processes generat-

ing variation are very much part of what evolution is.

The explanatory range of evo-devo’s nomothetic components

The best answer to any question about evolution is the lawyer’s answer to

any general question about the law: ‘It depends on the jurisdiction’.

(Lewontin 2002: 17)
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The explanatory range of a concept can be defined as the class size over

which it rules, i.e. the range of taxa, or events, or facts, over which gen-

eralisations can be made. For evo-devo, the relevant classes are defined

with respect to the taxonomic range of organisms with particular devel-

opmental properties. Evo-devo’s main criterion of theoretical import-

ance is the extent to which evolutionary developmental mechanisms

can influence the direction of phenotypic evolution. Evo-devo mechan-

isms are defined (Hall 2003a) as mechanisms operating during develop-

ment that can be modified during evolution, thereby affecting

phenotypic evolution (Table 6.1). Again, consideration of biology’s hier-

archical organisation is helpful.

Populations and organisms exemplify two distinct focal levels in

life’s constitutive hierarchy (Vrba and Gould 1986, Valentine and May

1996, Gould and Lloyd 1999, Gould 2002). By focusing on individual

organisms evo-devo complements the neo-Darwinian focus on popu-

lations. A formal property of biology’s hierarchy is a marked asymmetry

of the interactions between levels that can be summarised as follows: the

lower level proposes and the higher level disposes.

This sheds light on the relative importance of phenomena that

occur on different hierarchical levels. Any phenomenon on the level of

individual organisms or their parts has to be filtered through the popu-

lation level if it is to have an effect on the direction of phenotypic evol-

utionary change. Any change on the higher level automatically has an

impact on the lower levels, but the reverse is not true. Since individual

organisms define the focal level of evolutionary developmental mechan-

isms, phenomena on this level will always be subject to the population

level processes of natural and sexual selection, and drift. Natural and

sexual selection are considered the most important forces governing

phenotypic evolutionary change because they define the competitive

economic context in which all evolution takes place (Ghiselin 1995,

1999, Vermeij 2004). Consequently, the maximum explanatory range

of evo-devo mechanisms can logically never exceed the explanatory

range of population-level processes. At best they can be equal partners.

For this reason I disagree with authors who seem to try to overextend

evo-devo’s explanatory umbrella. For example, Gilbert (2003: 350): ‘It

may even be the case that the population genetics model turns out to

be placed within a developmental framework’, and Hall (2003a: 494):

‘Evolutionary developmental mechanisms also include interactions

between individuals of the same species, individuals of different

species, and species and their biotic and/or abiotic environment’.

These statements seem to imply that evo-devo’s scope can encompass
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the traditional neo-Darwinian arena. I think this may obscure the

legitimate complementary roles of organism- and population-level

perspectives.

What then is the precise explanatory range of particular evo-devo

concepts? According to Arthur (2004a,b) developmental bias represents

evo-devo’s most important challenge to a strict neo-Darwinian view of

life. Developmental bias describes how the direction of evolutionary

change is influenced by the non-random structure of variation. The

potential explanatory range of developmental bias is enormous,

because logic alone dictates the ‘null model of zero bias’ as ‘inherently

improbable anyhow’ (Arthur 2004b: 284). However, the true extent to

which developmental bias will direct evolutionary change is a matter

of historical contingency, to be determined independently and idiogra-

phically for the evolution of each character in each population. So it is

too with the explanatory range of other evo-devo mechanisms on the

hierarchical level of the individual and below (Table 6.1).

Therefore the study of the theoretical importance of evo-devo con-

cepts falls into the same category as the older study of general evolution-

ary trends, rules or laws of evolution, such as Cope’s rule (phyletic size

increase), Bergmann’s rule (temperature dependence of body size),

Williston’s rule (reduction in number and specialisation of repeated

body parts) and ecological rules regulating the evolution of r-versus K-

strategies (based among others on rapid development and high fecundity

versus long development and low fecundity, respectively). These rules

are not universal as their realisation depends on the relative strength

of different selection pressures and taxon-specific characteristics that

may aid or constrain a certain outcome; and Williston’s rule depends

also on developmental mechanisms for the multiplication and/or

specialisation of parts. For example, Kingsolver and Pfennig (2004)

showed that in many populations with variable body sizes there is posi-

tive individual-level selection (both natural and sexual) for increased

body size, providing a potential explanation for instances of Cope’s

rule. In many situations larger body size is selectively advantageous,

which may lead to broad, but not universal, predictions of when

Cope’s rule will obtain. Similarly, with respect to evo-devo mechanisms

or mechanisms of genomic change in general (Ryan 2006), generalis-

ations may be formulated that may ascribe different probabilities to par-

ticular kinds of events, or even allow (probably much more rarely and

difficult to study) predictions of what will happen if certain circum-

stances pertain. For example, on the principle that gene duplication

can have important consequences for evolvability (Carroll 2005),
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assessing the relative frequencies of different fates of duplicated genes

(neofunctionalisation, subfunctionalisation or loss of function by becom-

ing pseudogenes) for different taxa may lead to general insights or broad

predictions about the evolvability of different taxa.

TH E RO L E S O F E VO - D E VO ’ S I D I O G R A PH I C S

Am I overly critical by claiming that the identity and promise of evo-devo

has been presented in a biased way by overemphasising its nomothetic

aspects? Surely, it is at least implicitly realised that any generalisations

can only be built upon a rich idiographic foundation. However, as men-

tioned at the beginning of the chapter, some workers think that if any-

thing goes, and if there are no general rules, then evo-devo has nothing

to discover.

Extensive documentation of the unique contributions of evo-devo

mechanisms (Table 6.1) to the origin of novelties and body plan evol-

ution is a central idiographic goal of evo-devo. Yet, this goal seems

almost pejoratively dismissed as ‘merely filling in some missing

details’ (Arthur 2002: 757). Perhaps this is merely an unsurprising

remnant of the pervasive tradition for the status ranking of scientific

disciplines in which the arrow of arrogance unfailingly soars from the

nomothetic domain to impale innocent idiographers (Jenner 2006b).

Nevertheless, the documentation of evo-devo’s unique phenomenology

is integral to both evo-devo’s idiographic and nomothetic goals. The

central question then is how best to mine evo-devo’s idiographics by

the judicious choice of model organisms.

MODE L B I A S E Q UA L S MOD E L S T R E N G TH

. . . reasoning via model organisms, in a sense, has become the lingua

franca of biologists. (Ankeny 2001: S259)

Choice of evo-devo model organisms has been discussed in detail else-

where ( Jenner and Wills 2007). Here I restrict discussion to trait bias

in model organisms. There are two extreme strategies for choosing

new model organisms: (1) minimising character overlap between

model organisms by maximising phylogenetic diversity; (2) maximising

character overlap betweenmodel organisms by explicitly choosing them

on the basis of shared developmental traits.

The first strategy maximises the amount of unique idiographic

detail captured by models. It is generally recommended that a wider
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phylogenetic range of taxa, including satellite species that allow the easy

transfer of experimental techniques, should be a prime guideline for

choosing new models (Bolker 1995, Bolker and Raff 1997, Hughes and

Kaufman 2000, Raff 2000, Simpson 2002, Wilkins 2002, Minelli 2003,

Rudel and Sommer 2003, Sommer 2005). This perspective considers

the trait bias (such as short generation time, rapid and stereotypical

development) of established model organisms, especially those inherited

from molecular developmental biology, as an important drawback

because any general conclusions one might draw on the basis of these

species ‘are not universally true beyond our models’ (Bolker and Raff

1997: 36).

Although broad phylogenetic sampling is important for assessing

the extent of developmental variation, it is largely a distant idiographic

goal. Given limited time and resources it is not the most efficient route

to general nomothetic insights. A more pressing immediate goal is to

establish the value of important evo-devo themes, such as developmen-

tal and phenotypic plasticity, canalisation, genetic assimilation and evol-

vability. These topics as still labelled ‘controversial’, or ‘too esoteric for

mainstream consideration’ (Gibson and Dworkin 2004, Sniegowski and

Murphy 2006) and allegedly supported only by ‘anecdotal evidence’

(Leroi 1998, Sniegowski and Murphy 2006).

For fulfilling evo-devo’s ultimate idiographic goal of documenting

the diversity of evo-devo mechanisms, and their unique roles in the evo-

lution of novelties and body plans, each idiographic particular – each

species – is equally valuable. In contrast, the value of organisms for

empirically grounding evo-devo’s nomothetic themes is for each model

based on possessing particular developmental characteristics that

provide independent support for a particular concept. Importantly,

there is a trade-off between explanatory range and explanatory force

at a given sample size. Maximising the amount of unique idiographic

detail captured by new models minimises the ability to draw general

conclusions from them. In contrast, by sampling taxa that share particu-

lar characters, one can maximise explanatory force (a measure of expla-

natory or predictive reliability), which is the basis of general insights.

Thus nomothetic profits for each idiographic investment are maximised

by the coordinated choice of models with the potential to shed indepen-

dent light on each theme. An efficient search for general nomothetic

insights on the way to fulfilling evo-devo’s ultimate goals depends on

a biased search for models. The general value of bias in model organisms

becomes clear when they exemplify developmental types.
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DE V E L O PM EN TA L T Y P E S : T H E B A S I S O F E VO - D E V O ’ S

N OMOTH E T I C S

Developmental types can be considered a special kind of body plan or

Bauplan, differing only in the number or nature of body parts, or devel-

opmental aspects of form they refer to. Consequently, in the following

discussion the terms ‘body plan’ and ‘developmental type’ can be inter-

changed without disturbing the logic of argument. Apart from this basic

statement about the nature of developmental types, the literature is rife

with confusion, and I know of no proper treatment of this important

issue. Fitch and Sudhaus (2002: 243) pinpoint the problem when they

note that the Bauplan suffers from ‘uncertain ontology’. On the one

hand, body plans are interpreted as concrete entities (Hall 1999, Amund-

son 2005, Rieppel 2006), while on the other hand they may be conceptu-

alised as abstractions (Scholtz 2004, Rieppel 2006). However conceived,

body plans and developmental types are widely considered detrimental

to evolutionary research because of supposed typological connotations

(Arthur 1997: 30, Richardson et al. 1999, Fitch and Sudhaus 2002: 243,

Baguñá and Garcia-Fernàndez 2003: 708, Scholtz 2004: 5, Amundson

2005: 256, Hübner 2006: 379, Rieppel 2006: 531). This creates a paradox-

ical situation as Amundson (2005: 235) writes that ‘Bauplans are taken

very seriously within evo-devo’. The evolution of body plans is the over-

arching theme of evo-devo. It is therefore crucial to understand the

nature of body plans and developmental types.

Body plans and developmental types aren’t what they seem

Baupläne and developmental types both refer to phenotypic traits shared

among taxa. For the sake of this discussion, they may refer to any geno-

typic, epigenetic or phenotypic traits, as well as the functional organis-

ation that results from the interaction among organismal parts, on

any hierarchical level, from the parts of individual organisms to mono-

phyletic high-level taxa.

The nature of body plans can be clarified by being very clear about

the fundamental ontological distinction between classes and individ-

uals, which is the very foundation of natural science (Ghiselin 1997).

Everything is either an individual or a class, and this distinction is

very useful in addressing central evo-devo issues (Jenner 2006a). For

the present discussion the following distinctions are important. Individ-

uals are concrete and spatio-temporally restricted, while classes are

abstract, spatio-temporally unrestricted concepts. The ontology of
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individuals is the part/whole relation, in which lower-level parts (cells)

form a higher-level individual (multicellular animal). In contrast, the

ontology of classes is the membership relation. Class membership

is defined on the basis of possessing certain traits stipulated by the

class’s definition. In contrast, individuals donot have defining properties.

Baupläne can be conceived as both individuals and classes. The

former seems widely favoured as body plans are said to evolve, and not

to represent mere abstractions (Hall 1999, Amundson 2005, Rieppel

2006). For a body plan to be concrete it needs to refer to all parts that

make up a higher-level whole. As soon as a body plan refers to only

some abstracted parts of a whole, it is a class. This is intuitively obvious

when considering the part/whole relationship of a multicellular individ-

ual. I am the sum of all my lower-level parts, so in total they make up a

single concrete individual. However, if I refer to only some of my lower-

level parts, for examplemy epithelial cells, this collection of parts together

no longer constitutes a single concrete individual. Instead it specifies a

class of traits of which parts of a higher-level individual are members. It

represents an abstraction based on some specified characteristics.

In analogy, the Bauplan of a taxon is a concrete entity (individual)

only when it refers to all parts making up the whole. The Bauplan con-

sisting of all parts is then synonymous with the high-level whole. In con-

trast, when a Bauplan refers to only a selection of traits, such as major

organ systems or developmental genes present in all of its organisms,

or all traits that are shared by some but not all organisms of the clade,

the Bauplan is an abstract class with an intensional definition stipulat-

ing the possession of certain traits. It seems that Baupläne are usually

defined as classes, but construed as if they were individuals. This reifica-

tion of a class as an individual is perniciously typological. The common

view of body plans and developmental types strictly in terms of homo-

logies and monophyletic taxa (Hall 1996, 1999, Arthur 1997: 29,

Valentine 2004, Amundson 2005: 232, Hübner 2006: 370) seems to

lend concreteness to an abstract concept, but this is unnecessarily

restrictive. By properly defining a body plan as a class of characters,

taxa can share a body plan even if it has independently evolved. Such

a body plan can form the basis of generalisations that can go beyond

particular monophyletic taxa. The recognition of Baupläne as classes is

perfectly legitimate. Indeed, the recognition of classes is ‘not really

based on a historical analysis’ (Scholtz 2004: 4); it is completely ahisto-

rical. Importantly, exactly this ahistorical formulation of Baupläne and

developmental types as classes provides the necessary basis for any

nomothetic insights into evolution.
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The heuristic value of developmental types

Developmental types attain importance in evolutionary research by spe-

cifying a class of organisms with shared properties of development. They

may exemplify one or a combination of evo-devo mechanisms, or they

may refer to the possession of a particular developmental genetic or

morphological phenotype, such as animals with gene regulatory net-

works or larvae with set-aside cells (Table 6.1). This allows developmen-

tal types to function in generating nomothetic insights into the

evolution of development. For example, animals with set-aside cells

have functioned in several general evolutionary hypotheses. Set-aside

cells are cells from which the adult body develops in animals with dis-

tinct larval stages (Peterson et al. 1997). They have been implicated in

the evolution of germ-line sequestration as a mechanism tomediate con-

flict between cell lineages that may result in lowered organismal fitness

(Blackstone and Ellison 2000, Michod and Roze 2001). Possession of set-

aside cells also has general implications for the timing of germline for-

mation (Ransick et al. 1996). Recently Peterson et al. (2005) also impli-

cated set-aside cells as a general solution to the problem of alleviating

the danger of predation in a sensitive phase of the life cycle. For these

hypotheses it does not matter whether or not set-aside cells are homolo-

gous across groups.

Another developmental type comprises organisms with reduced

morphologies, either uniformly across individuals of a species, or only

characterising certain morphs, such as castes in social hymenopterans.

It may be expected that a single evolutionary origin of organ loss may

be reflected in an identical change at the level of developmental regu-

lation, while convergent loss may be reflected in obvious differences in

developmental regulation. However, the unique evolutionary loss of

wings in non-reproductive castes of different ant species is reflected in

a diversity of genetic regulatory changes in different species (Abouheif

and Wray 2002), while in several populations of Mexican cavefish with

independently degenerated eyes, the developmental mechanisms of

eye reduction are surprisingly similar (Jeffery et al. 2003). This shows

the value of studying independent instances exemplifying a common

evo-devo theme.

The point here is not that new models should solely be chosen on

the basis of a bias in developmental traits, because general patterns also

need testing by potentially falsifying evidence. However, in cases where

there is insufficient supporting evidence for the value of general con-

cepts, it makes sense to focus first on documenting confirming cases,
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which is most efficiently achieved by the coordinated choice of model

organisms to illuminate evo-devo’s nomothetic themes.

C ON C L U S I O N : F R OM MOD E L O R GAN I SM S T O D E V E L O PM EN TA L

T Y P E S

Evo-devo is anambitiousyoungdisciplinewithboth idiographic andnomo-

thetic goals. Idiographically, evo-devo aims to document the unique effects

of changes in evolutionary developmental mechanisms on the origin of

novelties and the evolution of body plans. Nomothetically, evo-devo

attempts to establish the general effects of evolutionary developmental

mechanismson determining the overall direction of phenotypic evolution.

Ultimately these aspects can be combined into an evolutionary narrative

that relates the description of unique particulars to broad generalisations.

On the long road towards fulfilment of evo-devo’s ultimate aims, the coor-

dinated choice of models to illuminate nomothetic evo-devo themes is a

more efficient route to general insights than choosing new model organ-

isms based solely on the criterion of maximising phylogenetic spread,

which tends to maximise the amount of unique idiographic detail. Evo-

devo’s idiographics are most efficiently translated into nomothetic

insightswhenmodel organisms are judiciously chosen to aid the discovery

of developmental types, based on the models sharing certain developmen-

tal traits. The diversity of ourmodels should therefore reflect the diversity

of the general questions that interest us.

Love (2006: 95) observed that there is currently a mismatch

between evo-devo’s broad research agenda and ‘the predominance of

particular experimental tools’, which are biased towards ‘current con-

sensus methodologies derived from genetic regulatory mechanisms’.

This narrowing of evo-devo’s research agenda is unsurprising insofar

as our most important model systems were chosen to function within

the genetic paradigm of developmental biology (Gilbert 2001). Conse-

quently, it should be one of evo-devo’s central goals to promote hitherto

neglected research topics into fully fledged research programs by judi-

cious choice of newmodel organisms. Important topics, such as the evol-

utionary ecology of plasticity, may be ‘logistically cumbersome and

tedious’ (Pigliucci 2005: 485), and are therefore in urgent need of more

empirical work. This necessitates the selection of appropriate model

organisms, even if they are not selected to function in evo-devo’s

current genetic paradigm. This requires evo-devoists to communicate

their needs clearly to granting agents to prevent the exclusive funneling

of funds into narrow research areas. For example, the British
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Biotechnology and Biological Sciences Research Council (BBSRC) cur-

rently requests evo-devo proposals thus: ‘Applications are encouraged

tomake comparisons between the genetic basis of development in differ-

ent organisms’. For the moment, to conclude that evo-devo ‘hasn’t quite

lived up to expectations’ (Richardson 2003: 351) is simply to expect too

much too soon.
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Part II Evo-devo: methods and materials

I N T RODU C T I O N T O PA R T I I

If evo-devo is a discipline in its own right, is there a distinctive set of bio-

logical systems and methods of investigation through which it is cur-

rently advancing? Although evo-devo probably does not rely upon

specific tools of analysis unknown in other fields of biological research,

because of its particular relationships to both evolutionary and develop-

mental biology evo-devo exhibits a specific combination of model systems

and research tools. In other words, to use a fashionable term in develop-

mental genetics, it has its own toolkit. However, what is most distinctive

about evo-devo materials and methods is that, precisely because tools

devised in other fields are here used at the borders of their original

range of application, investigations in this interdisciplinary territory

periodically need a critical evaluation of the sharpness, precision and

adequacy of these tools. A survey of this important work is offered in

this section.

The model organism approach has become the lingua franca in

modern biology. However, a good model for medicine, where one

searches for conserved features shared with humans, is not necessarily

a good model for understanding evolutionary change. Athanasia Tzika

and Michel Milinkovitch (Chapter 7) tackle the problem of model organ-

ism choice in evo-devo studies. The authors propose a pragmatic optim-

isation approach that incorporates criteria suggested by evolutionary

history such as the phylogenetic position of candidate model species

and the presence of ancestral/derived character states, along with prac-

tical attributes such as the feasibility of handling, housing and breeding.

From this perspective, advantages and disadvantages of some candidate

species in amniotes are discussed.
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Gerhard Scholtz (Chapter 8) observes that by integrating evo-

lutionary and developmental studies, evo-devo suffers from a tension

between the comparative and the experimental approach, both of

them with a long tradition in evolutionary and developmental biology

respectively. Through a revision of the conceptual foundations of com-

parison and causation in evolutionary developmental biology with par-

ticular focus on the evolution of ‘developmental sequences’, the

author analyses the relationship between experimental and comparative

approaches in their contribution to addressing evolutionary questions in

evo-devo.

Hans Zauner and Ralf Sommer’s contribution (Chapter 9) brings

ecology into the picture. This element is missing in most evo-devo

studies, but it is sensible to ask how the forms generated through the

(evolving) developmental processes confront the demands of an ever-

changing environment. The authors attempt to bring these research

fields together by illustrating a well-articulated case study: vulva for-

mation in the nematode worms. This study presents a model for combin-

ing macro-evolutionary, micro-evolutionary and ecological studies with

the aim of contributing to a new synthesis in evolutionary biology.

What is a Hox gene? Discovering that there is no straightforward

answer to this apparently easy question can be somehow shocking,

especially for those biologists who, having only a general interest in

evo-devo, are used to considering Hox genes as a sort of icon for the

discipline. David Ferrier (Chapter 10) discusses gene nomenclature

critically, with particular reference to the homeobox genes, whose con-

fusing and conflicting names and classifications hamper investigation

and understanding of their own evolution and their role in the evolution

of development. A more sensible classification of developmental control

genes is thus suggested.

The last chapter of this section further illustrates the problem of

the categories to which we ascribe biological entities. These categories

are useful tools for description and comparison, but only up to a

certain point. Beyond an initial, coarser level of description, when we

start asking more specific questions, categories can become sly traps

that hamper further progress in understanding biological processes in

general, and evolution specifically. Rolf Rutishauser, Valentin Grob

and Evelin Pfeifer (Chapter 11) accompany us through the ‘identity

crises’ of plant organs as reflected in current morphological nomencla-

ture. Multicellular plants such as angiosperms suffer identity crises on

various levels, from cells to meristems and organs and even beyond,

revealing the shortcomings issued from inadequate concepts.
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7

A pragmatic approach for selecting
evo-devo model species in amniotes
ATHANA S I A C . T Z I K A AND M I CH E L C . M I L I N K OV I T C H

One major classical justification of using a model metazoan

species for experimentation has been that discoveries of biological

phenomena in that species could be extrapolated to other multicellular

species. Because the chances that this extrapolation is valid in humans

depend on the phylogenetic distance between humans and the model

species, many researchers have somewhat sacrificed the major benefits

of small size, short generation time and ease of manipulation that

characterise some invertebrates in order to use species that humans

can more readily relate to, such as the laboratory mouse (Mus musculus).

However, the community of biologists has continued to use additional

model species because each of the selected taxa have specific features

that make experimental manipulation easier (e.g. easy-to-score morpho-

logical variation and giant polytene chromosomes in Drosophila melanoga-

ster, or accurate description of the largely invariant complete cell lineage

and full neural connectivity in the roundworm Caenorhabditis elegans).

Ever since the molecular genetic revolution, a constant concern

has been the possibility of manipulating the genome of model species.

For example, generations of Drosophila scientists have developed and

applied ingenious approaches that allow, in principle, screening for

any phenotype at any stage of development (reviewed in St Johnston

2002). Even for the mouse model, multiple techniques, such as homolo-

gous recombination, tissue-specific activation/inactivation techniques,

cloning and RNA interference (RNAi), have been developed for perform-

ing genotype- or phenotype-driven experiments. Furthermore, recent

access to full genome sequences makes genome engineering of some

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.

123



model species easier. However, one of themost important limiting factors

to the utility of genome engineering approaches is the difficulty

with which phenotypes can be identified. Indeed, many genes exert func-

tions that cannot be investigated by simple examination of a few general

morphological and/or physiological parameters. Fortunately, imaging

technologies and physiological measuring techniques have recently

been miniaturised and adapted for use with small species. Another

source of difficulty for phenotyping is due to the epistatic effects

among genes. For example, multiple studies have demonstrated that a

full knock-out mouse for a gene supposedly essential for a given major

process can yield no visible phenotype because another gene has

become involved to fulfil the function of the invalidated gene.

M ED I C I N E - D R I V E N MOD E L S ( S E A R CH I N G F O R E V O L U T I ON A RY

C ON S E RVAT I ON ) V S . E V O - D E V O - D R I V E N MOD E L S

( U ND E R S TA ND I N G E V O L U T I ON A RY CHANG E )

As indicated above, most of the research performed so far with model

species has been justified by the potential power of these species for

understanding human biology. However, in the context of evo-devo, it

is the massive realm of living species that should, ideally, be opened

to genome manipulation and phenotypic investigation. Indeed, the

interests of evolutionary developmental biologists go well beyond con-

served physiologies and developmental processes or patterns as they

seek to understand the generative mechanisms underlying biological

diversity (Minelli 2003). Uncovering these mechanisms will require the

merging of several disciplines (Milinkovitch and Tzika 2007), including

molecular developmental biology, evolutionary molecular genetics,

palaeontology (Wagner and Larsson 2003) and ecology (Dusheck 2002,

Gilbert and Bolker 2003). Hence, one major challenge in evo-devo will

be to adapt the tremendous knowledge and sophisticated technologies

accumulated on ‘classical’ model species to model organisms from a

wider assortment of lineages on the tree of life in a wider set of environ-

mental conditions. However, as demonstrated in the past, promoting the

use of the same set of model species increases the efficiency with which

techniques and analytical approaches are developed simply through col-

laboration, emulation and establishment of public databases. For

example, given the necessity to optimise the interplay between in-

silico analyses and in-vivo experiments, it is crucial to establish the list

of preferred species for which the genome will be sequenced in priority,
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and this should be done with more input from the evo-devo community

(Milinkovitch and Tzika 2007).

C R I T E R I A F O R CHOO S I N G N EW MOD E L S P E C I E S

Beside the practical criteria of small size, short generation, abundant

progeny, ease ofmanipulation and of housing/breeding, accessibility of phe-

notyping and genome manipulation techniques, etc., there are other par-

ameters that should be considered when listing preferred model species.

An intuitive and simple criterion to guide the choice of model

species is the evolutionary divergence among these species

(Figure 7.1). However, this phylogenetic distance criterion is limited by,

among others, two parameters: (1) the rate of phenotypic transform-

ation is highly variable among lineages and (2) variation worth investi-

gation exists at multiple phylogenetic levels (one should not focus only

on major transformations). Intermingled with the phylogenetic distance

criterion, the ancestrality of a model species is a decisive factor. For

example, the zebrafish is often considered a canonical vertebrate

(Fishman 2001) because the common ancestor of all vertebrates was

fish-like. Although intuitively appealing, this statement is of limited

value because, a priori, no extant species is intrinsically more ancestral

than any other. So, the real, non-trivial, question is: what is the con-

sidered species a model of (i.e. at what hierarchical level(s) of the phylo-

geny)? The answer depends heavily on what characters one is interested

in. For example, as far as anatomy is concerned, the zebrafish might be a

better model for teleost fishes than for vertebrates because the species

exhibits multiple characters that seem ancestral for the former group,

whereas it is very derived (as all teleost fishes are) in respect to the ver-

tebrate ancestor (Metscher and Ahlberg 1999). Furthermore, although

we agree that structural and genomic simplicity can help in guiding the

choice of a model species (as in the case of the cephalochordate

amphioxus; Holland et al. 2004), it should be carefully investigated

whether the observed simplicity is ancestral for the group and not a sec-

ondary (derived) simplification, as is likely to be the case for flatworms

and myzostomes, for example (Bleidorn et al. 2007).

The availability of robust and extensive (molecular) phylogenetic

hypotheses constitutes an important criterion for choosing evo-devo

model species: evolutionary trees constitute the basic framework on

which character changes are mapped. For example, mapping of phenoty-

pic characters on robust molecular phylogenies have demonstrated exten-

sive and multiple convergences of ecologically specialised species
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Figure 7.1 Right: cladogram showing the best estimate of the phylogeny of

amniotes based on molecular data. The Eutheria cladogram is based on

Bayesian and Maximum Likelihood analyses of 16 397 bp of DNA from 19

nuclear and 3 mitochondrial genes from 42 placental and 2 marsupial

extant species (Murphy et al. 2001b). All nodes are supported by posterior

probabilities >95% except the nodes indicated with an asterisk. Note that

current analyses of morphological data still disagree with a significant

portion of this cladogram. Left: phylogram showing the time of divergence

among major amniote lineages. Divergence times (and 95% credibility

intervals, grey bars) within Eutheria were obtained (Springer et al. 2003) by

analysing the 16 397 bp dataset cited above under a Bayesian approach

allowing rate variation among lineages and incorporating fossil infor-

mation in the form of constraints on divergence times (Kishino et al. 2001).

Some palaeontologists favour a model of radiation of placental mammals

after the Mesozoic/Cenozoic boundary. Grey bars on the Marsupials versus

Eutherians, and Monotremes versus Theria splits are the lowest and

highest estimates of divergence time (i.e. considering standard errors)

obtained with twomolecular data sets of 2 793 bp for 21 taxa and 10 773 bp

from 5 taxa, respectively (van Rheede et al. 2006). Divergence time for other

nodes on the tree (arrows) are minimum age estimates obtained from

palaeontological data (Benton and Donoghue 2007). Dotted lines indicate

that no reliable estimate for the divergence of snakes from lizards is

available. Two lineages of lizards are indicated to underline the likely

paraphyly of that group (with respect to snakes). Geological eras

are indicated (Palaeozoic, 570–251 mya; Mesozoic, 251–65 mya; Cenozoic,

65–0 mya).

126 Athanasia C. Tzika and Michel C. Milinkovitch



(ecomorphs), e.g. of cichlid fishes (Kocher et al. 1993, Ruber et al. 1999),

ranid frogs (Bossuyt and Milinkovitch 2000), Anolis lizards (Losos et al.

1998) and mammals (e.g. between some afrotherian and eulipotyphlan

insectivores, see below). Similarly, the snake-like body form has evolved

multiple times independently in squamate reptiles (Wiens et al. 2006).

Investigating the development of such convergent traits in different

lineages could form the basis for understanding possible general mechan-

isms involved in convergence (see Jenner, Chapter 6 of this volume, for a

discussion on nomothetic versus idiographic approaches to evo-devo).

Such analyses will require a strategy of choosing model organisms based

on their traits rather than phylogenetic position per se (Figure 7.1).

A MU LT I D I S C I P L I N A RY P R AGMAT I C O P T I M I S AT I O N A P P ROACH

TO TH E S E L E C T I O N O F MOD E L S P E C I E S

As further developed elsewhere (Milinkovitch and Tzika 2007), the criteria

that are relevant to the choice of a set ofmodel species aremultiple and can

even be contradictory. This is intrinsic to the highly multidisciplinary

nature of evo-devo. For example, a lineage can be characterised by a

unique and dramatic set of derived character states that makes it particu-

larly appealing for evo-devo studies, but the group might lack representa-

tives that could reasonably constitute a widespread model species in the

laboratory (e.g. take the extreme case of cetaceans). We think that the

only possibility is the use of a pragmatic (and partly subjective) optimis-

ation approach, incorporating criteria such as phylogenetic position

(Figure 7.1) aswell asnumber andnatureof the ancestral/derived character

states of themodel species, level of diversitywithin a relevanthigher taxon

to which the chosen species belongs, ease with which the representative

species can be handled, housed and bred, and their protection status. Com-

promiseswill have tobemade, as it is simply impossible tofind species that

combine all possible advantageous features. We apply such an approach

below for a set of species that could serve as the workhorses for evo-devo

research within amniotes. We shortly discuss the advantages and disad-

vantages of some candidate species and hope this will be used as a starting

point for an in-depth analysis with input from morphologists, palaeonto-

logists, animal breeders, physiologists, developmental biologists and

molecular phylogeneticists.

R E P T I L I A

Several lineages within Reptilia (including birds) are more genetically

diverse than mammals such that using a single reptilian species from
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a single lineage seems insufficient, especially given that the Mammalia is

already represented by several model species (see below).

Anapsida

Testudines

This clearly monophyletic group (turtles, tortoises and terrapins)

includes only about 260 extant species in 13 families and is characterised

by several synapomorphies of which the most obvious is the shell

(enclosing front and hind limb girdles) comprising a dorsal carapace

(made from dermal bones associated with endochondral modified ver-

tebrae and ribs) and a ventral plastron (made of clavicles, interclavicles

and abdominal ribs). They have relatively low metabolic rates and are

dependent on external sources of body heat, although the leatherback

turtle (Dermochelys coriacea) seems to show some degree of endothermy.

High longevity might also be a character of interest. Long generation

time is an obstacle to using testudines as models: in most species,

males and females reach sexual maturity not before 3 and 5 years,

respectively. Analysis of development is feasible as eggs can be incubated

artificially (Gilbert et al. 2001).

Two species have been suggested as candidates for full genome

sequencing (www.reptilegenome.com): Trachemys scripta (red-eared

slider) and Chrysemys picta (painted turtle). Individual size, and housing

and handling techniques, are very similar for the two species but the

latter is much more difficult to breed and much less prolific than the

former. Shell morphogenesis has been investigated in Trachemys

(Gilbert et al. 2001), whereas a BAC library is available for Chrysemys

(www.nsf.gov/bio/pubs/awards/bachome.htm), aiding the sequencing of

its genome. For sure, only one of these two species should be sequenced

as they are redundant phylogenetically (they belong to the same subfam-

ily Deirochelyinae, in the family Emydidae). These species are closely

related to the tortoises (family Testudinidae) (Krenz et al. 2005), of

which several species in the genus Testudo are successfully bred

around the world and detailed husbandry information is available

(Lapid et al. 2004).

We think that an additional species, Pelodiscus sinensis (Chinese

soft-shell turtle, see Figure 7.2A), deserves attention from the evo-devo

community. This species is the smallest soft-shell turtle, and belongs

to a superfamily (Trionychoidea) phylogenetically distant from the

species discussed above. Housing and breeding of Pelodiscus sinensis are
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very well documented because numerous farms exist, mainly in Asia,

with a production exceeding six million individuals per year. Further-

more, Hox genes have been characterised and their expression patterns

investigated (Ohya et al. 2005), details of the shell development are

known (Kuraku et al. 2005) and a turtle–chicken chimera has been

Figure 7.2 Some of the proposed new model species for amniotes: A,

Pelodiscus sinensis, the Chinese soft-shell turtle; B, Pogona vitticeps, the

bearded dragon; C, Elaphe guttata, the corn snake; D, Crocodylus niloticus,

the Nile crocodile; E, Petaurus breviceps, the sugar glider (the left and right

insets show the patagium and the embryo in the mother pouch, respect-

ively); F, Echinops telfairi, the lesser hedgehog tenrec; G, Atelerix albiventris,

the African pygmy hedgehog. A colour version of this figure is available at

www.ulb.ac.be/sciences/ueg/modelsp.htm
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generated (Nagashima et al. 2005). In addition, several cDNA libraries

have been developed (Kuraku et al. 2005) and ideal incubation conditions

have been identified (Du and Ji 2003).

All species mentioned above belong to the Cryptodira. Less infor-

mation is available for members of the Pleurodira. Possibly the best

candidate as a Pleurodira model species is Emydura subglobosa, the

pink-bellied sideneck, a mid-sized (about 25 cm) aquatic turtle native

to Australia and Papua New Guinea. The species is robust and prolific,

and is becoming an increasingly popular pet around the world.

Lepidosauria

Lizards

Sequencing of the full genome of Anolis carolinensis, the green anole

lizard, has recently been initiated (www.genome.gov/10002154). Individ-

uals are small (average 13 cm for females and 17 cm for males), and their

life span is 2–7 years. Their maintenance is, however, not trivial. As most

lizards, they are oviparous although their reproduction presents a

peculiar feature: females produce a single egg every 1 to 2 weeks with

successive alternation of the offspring’s sex, a phenomenon that seems

hormonally controlled by the female (Lovern and Passek 2002).

However, only an average of seven eggs are laid per year (the

maximum being 20), limiting the material available for developmental

biology studies. Extensive literature on the species (especially beha-

vioural and ecological studies) has accumulated since the 1960s,

mainly owing to the animal’s small size and abundance of the species

in North America (see Lovern et al. 2004 for a review).

We consider, however, that an alternative species, Pogona vitticeps

(bearded dragon; see Figure 7.2B), deserves attention from the evo-

devo community. Bearded dragons are larger than anoles as they have

an average adult size of about 40 cm, and they have recently become a

common pet all around the world. Indeed, these animals are tame,

easy to handle and feed, and much information is accessible on their

maintenance and reproduction. Female bearded dragons are signifi-

cantly more prolific than the green anole as the former can lay about

24 eggs up to six times a year.

Snakes

The Reptilian GenomicsWorking Group has suggested the sequencing of

the full genome from Thamnophis sirtalis (the common garter snake). This
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is a relatively small-sized species (46–137 cm) easy to maintain in captiv-

ity. Individuals reach sexual maturity at about 55 cm (about 2 years old)

and live in captivity up to 10 years. After a three-month gestation,

females produce clutches of 4 to 80 offspring, depending on the size of

the mother. Given its accessibility in nature in multiple areas of the

United States, this species has been widely used for physiology and

ecology research programs, but not in developmental biology. A key

reproductive feature could prove problematic: Thamnophis sirtalis is ovo-

viviparous. Although ovoviviparity (and associated placental mem-

branes) is by itself a subject worth investigating (Krohmer 2004), this

feature seriously limits the accessibility of embryos at any developmen-

tal stages unless the mother is sacrificed.

This is why we suggest that Elaphe guttata (the corn snake, see

Figure 7.2C) constitutes a valid alternative to the common garter

snake. It has the great advantage of being oviparous, such that

embryos can be incubated artificially for investigation at any stage of

the 55–70 days of development after egg laying (i.e. about 50 days

after fertilisation) (Kohler 2005).

Archosauria

Crocodylomorpha

The large size and long generation time (sexual maturity depends on size

but in no species do individuals reach sexual maturity before the age of

8) is a discouraging factor for their use in evo-devo studies, but we think

the task is not impossible because eggs are available in crocodile farms

all around the world, mostly for Alligator mississippiensis and Crocodylus

niloticus. Little information is available on the development of crocodiles

(Guillette and Gunderson 2001, Tissir et al. 2003, Milnes et al. 2004), and

their sister-group relationship with birds makes this group especially

interesting for evo-devo studies. The need to collaborate with crocodile

farms is probably the most important constraint on the choice of

species. Not surprisingly, the US-based Reptilian Genomics Working

Group recommends the sequencing of the Alligator mississippiensis

(American alligator) genome, but this species is unfortunately

common only in the United States, whereas Crocodylus niloticus (Nile cro-

codile, see Figure 7.2D) is much easier to find in European and African

farms and zoos and is phylogenetically closely related to Crocodylus

porosus, the species most studied by Australian laboratories. Further-

more, A. mississippiensis could be advantageously replaced by another
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representative of the Alligatorinae subfamily: the Cuvier’s dwarf caiman

(Paleosuchus palpebrosus), which has the great advantage of reaching a

small adult size of about 130 cm. However, its generation time is not sig-

nificantly shorter than those of larger species and it remains a danger-

ous animal to handle (Grenard 1991).

Aves

Birds, the sister group to Crocodylomorpha, constitute a highly diverse

group comprising about 10 000 extant species in about 30 orders. It is

very likely that Gallus gallus, the domestic fowl (Galliformes), will

remain the focal representative model species of Aves because it exhibits

a short generation time (sexual maturity is reached at the age of about 5

months), its reproductive output is staggering (a single hen can lay about

365 eggs a year and a single rooster can produce 100 000 offspring a

year), much information is available on the embryonic development,

captive holding and breeding techniques incorporating automated

feeding and egg collection are very well documented and used all

around the world, numerous inbred strains (exhibiting different pheno-

types) are available, and regulations associated with captive holding/

breeding are well known and much simpler than for other farm

animals. The domestic fowl has served as a model system since Aristotle,

and new technologies, such as in vivo electroporation and transgenesis,

have been continuously incorporated. The development of chicken

embryonic stem (ES) cells is an active topic and the genome of the

species has been sequenced (Burt 2005, Stern 2005).

Despite the overwhelming advantages discussed above for the

domestic fowl, other species have been used as models. For example,

multiple species and strains of quails (genus Coturnix, Galliformes)

have been used in behavioural studies (Mills et al. 1997) and reproductive

ageing studies (Ottinger et al. 2004). The Passeriformes, accounting for

about 60 % of the extant bird species (Poole 1999), also includes

several model species, especially popular with students of sexual selec-

tion and animal communication, such as Sturnus vulgaris (starling)

(Gentner et al. 2006), Passer domesticus (house sparrow) (Bonneaud et al.

2006) and Taeniopygia guttata (zebra finch) (Johnson and Whitney 2005,

Birkhead 1995). Captive handling information is available for represen-

tatives of a few additional groups, which should aid comparative devel-

opmental studies undertaken by evo-devo scientists: Tyto alba (barn owl)

and Athene noctua (little owl) of the Strigiformes are successfully bred in

captivity, the widespread Columba livia (pigeon) would be an obvious
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model species for Columbiformes, whereas Branta bernicla (brent goose)

and numerous pet parrot species could be used as models of Anseri-

formes and Psittaciformes, respectively (Poole 1999). Finally, Struthio

camelus (the ostrich, Struthioniformes) is now bred in farms worldwide,

making it possible to investigate development in this species (e.g. in

relation to the loss of flight abilities).

MAMMA L I A

Monotremata

Egg-laying mammals include only two genera comprising one species of

Ornithorhynchidae and two species of Tachyglossidae. Ornithorhynchus

anatinus (the platypus) is very difficult to maintain and breed in captivity

despite efforts to do so starting as early as the 1800s (Temple-Smith and

Grant 2001). On the other hand, Tachyglossus aculeatus (short-beaked

echidna) is a reasonably common animal in zoos throughout the

world and can be bred reasonably easily in captivity. Echidnas could

serve as model species not only for their peculiar reproductive features

but also to investigate other spectacular traits, such as the presence of

spines and the characters associated with their ability to feed on ants

(Jackson 2003). Obviously, the accessibility to a Monotremata species

for evo-devo studies would be of tremendous interest given their phylo-

genetic position and the retention of ancestral traits in their anatomy in

general and their reproductive system in particular. Unfortunately,

many zoos are disinclined to provide material given the restricted avail-

ability of animals outside Australia. The low-coverage assembly of the

platypus genome has recently been made available.

Marsupialia

Monodelphis domestica (the grey short-tailed opossum) is the marsupial

species most often used in laboratories because of its small size, large

reproductive output and short generation time (males and females

reach sexual maturity before 9 months). The species has been used to

study the development of some marsupial traits, such as the formation

of the placenta (Freyer et al. 2002), of the median vagina and the pouch

(Regli and Kress 2002, Kress et al. 2004), of the neural plate, neural crest

and facial region (Smith 2001), and of male morphology (Wilson et al.

2002). It is also used as a model for studying cutaneous melanoma

induced by ultraviolet radiation (Wang et al. 2004). One of the great
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advantages of using marsupials as model species is the accessibility,

from an early developmental stage, of the embryos attached to the

mother’s nipples. Finally, Monodelphis domestica has the great advantage

of having had its genome completely sequenced (www.broad.mit.edu/

mammals/opossum). Disadvantages of the species are its aggressive

behaviour beyond the age of 4 months, its preference for solitariness

(Poole 1999) and the difficulty of obtaining animals outside the United

States.

We suggest that Petaurus breviceps (the sugar glider, see Figure 7.2E)

should also be considered as an additional valid model species. Its size

and reproductive output are similar to those of the grey short-tailed

opossum but, unlike the latter, it is a social animal so that large

groups can be maintained in captivity. Sugar gliders can breed all year

around through artificial regulation of the photoperiodicity associated

with their reproductive cycle (Jackson 2003). As they are becoming

popular pets all around the world, they are much easier to find than

short-tailed opossums. Finally, sugar gliders have a skin membrane,

called patagium, extending from the forelimb to the hind foot and

used to glide between trees. This anatomical feature is of interest in

the evo-devo context because it evolved independently in three marsu-

pial families, two rodent families and the flying lemurs.

Eutheria

Afrotheria

The representatives of this major clade (Figure 7.1) of mammals exhibit a

spectacular diversity of sizes and morphologies, from the tiny Microgale

species (about 7 grams) to the Asian and African elephants (about 7 tons).

Despite the fact that there is, to our knowledge, no known single mor-

phological character that would clearly support that clade, analyses of

multiple molecular sequence datasets unambiguously support its exist-

ence (Stanhope et al. 1998, Murphy et al. 2001a, van Dijk et al. 2001) as a

lineage grouping elephants, sea cows, hyraxes, aardvarks, elephant

shrews, golden moles and tenrecs. Literature on afrotherian mammals

is scarce, but reliable data (originating mainly from zoos all around

the world) are available on their maintenance and reproduction, such

that evo-devo studies would almost certainly require collaborations

with zoological institutions. Given their size and long generation time,

the Tubulidentata (aardvark), Proboscidea (elephants) and Sirenia

(dugongs, sea cows and manatees) will obviously be the most difficult
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to investigate. On the other hand, representatives of the Afrosoricida

(tenrecs), Macroscelidea (elephant shrews) and Hyracoidea (hyraxes)

are much more amenable to housing and breeding in the laboratory.

Tenrecs are particularly interesting as they retain some primitive mam-

malian features, such as the lack of scrotum in the male or the presence

of a cloaca in females (as in marsupials and monotremes). In addition,

several species of tenrecs have spines, a character that has convergently

evolved in representatives of other mammalian lineages. Finally, tenrecs

could constitute useful models for understanding the mechanisms

associated with endothermy as their thermoregulation is less efficient

than in other eutherians. We suggest Echinops telfairi (lesser hedgehog

tenrec, see Figure 7.2F) as the model species of choice because (1) it is

one of the smallest species for which breeding colonies already exist

in research facilities, (2) it has spines macroscopically very similar to

those of hedgehogs, and (3) extensive studies have been undertaken on

the development of the placenta (Carter et al. 2004), as well as the

brain structure and physiology (Kunzle 2006). Furthermore, the

genome of E. telfairi has been recently sequenced.

For elephant shrews (19 living species), only some anatomical and

physiological studies are available (e.g. organisation of the somatosen-

sory cortex in Elephantulus edwardii [Dengler-Crish et al. 2006] and ther-

moregulation in E. myurus [Mzilikazi and Lovegrove 2004, 2006]). Very

little information on the reproduction of these species is available,

although they have been bred in the past (Rathbun et al. 1981). An

alternative could be Macroscelides proboscideus; less information is avail-

able on its biology but established colonies can be found in numerous

zoos around the world.

For the Hyracoidea, Procavia capensis seems the obvious choice

given that it is successfully bred in zoos (although gestation takes

about 7 months), it is relatively small, it is a social animal, and its full

genome might soon be sequenced (www.genome.gov/10002154).

Xenarthra

Representatives of this mammalian group (anteaters, sloths and arma-

dillos) are confined to South America and are highly specialised

animals. Anteaters and sloths are very difficult to study owing to their

large size and special requirements for maintenance, whereas armadil-

los could be bred in laboratory facilities. The armour shell of armadillos,

a structure consisting of bony scutes covered with keratinous plates, is of

interest for evo-devo research, as is an idiosyncrasy of the reproductive
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strategy of the genus Dasypus: litters typically consist of four clones as

the offspring develop from a single fertilised egg. Breeding in captivity

has proven difficult, although not impossible (Carvalho et al. 1997).

The nine-banded armadillo (Dasypus novemcinctus) genome sequence has

recently been made available, although many genes are interrupted or

missing because of the low-coverage (2×) assembly: each base in the

final sequence is present, on average, in two reads only, as opposed to

more than six reads for other sequenced species such as human

or mouse.

Euarchontoglires

This large grouping (Figure 7.1) includes the best-studied mammals as it

comprises the Rodentia (mice, rats, squirrels, gophers, porcupines,

beavers, etc.), Lagomorpha (rabbits, hares and pikas), Primates (lemurs,

tarsiers, new and old-world monkeys), Scandentia (tree shrews) and Der-

moptera (flying lemurs). Only the latter group has not been extensively

studied given the difficulty of keeping these animals in captivity.

Rodentia. Obviously, the laboratory mouse and rat dominate the lit-

erature in numerous fields of experimental biology but quite a series of

additional species are used as model species for medical and academic

research such as, among others: Microtus agrestis (short-tailed field

vole), Meriones unguiculatus (laboratory gerbil), and Mesocricetus auratus

and Cricetus grisues (Syrian and Chinese hamster, respectively) (Poole

1999, Cavanagh et al. 2004, Mand et al. 2006, Shimozuru et al. 2006).

Finally, members of the genus Cavia (guinea pigs) have been used in

sociophysiology studies (Sachser 1998) and are very valuable models

for ascorbic acid metabolism because they are the only non-primate lab-

oratory animals that require a dietary source of vitamin C (Burk et al.

2006). Guinea pigs are of particular interest in evo-devo studies

because they are representatives of the hystricomorph rodents with

the largest amount of available information regarding their biology as

well as captive holding and breeding. As well as the high-coverage

genome sequences of the laboratory mouse and rat, the low-coverage

genome sequence of Cavia porcellus is now also available.

Lagomorpha. This group is represented by a widely used model

species, Oryctolagus cuniculus (the laboratory rabbit) for which the full

genome sequence is available. Rabbits are widely used for antibody pro-

duction and have served as a model organism in many physiological and

immunological studies. An emerging additional lagomorph model

species is Ochotona curzoniae (the black-lipped pika) which could be
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useful for comparative studies given that it belongs to a different family

from the laboratory rabbit. Females can breed and produce litters every

three months in the summer, with the size of the litter depending on

environmental conditions (Dobson et al. 1998). Little empirical infor-

mation is available regarding its captive breeding, but specimens are

available in the pet trade. Genome sequencing has been proposed for

this species (www.genome.gov/10002154).

Primates. The most frequent and obvious justification for the use of

primate species as models is their close phylogenetic relationship with

humans. However, beside multiple and significant ethical problems

associated with their use as model species (owing to this close relation-

ship with humans), the high demands in maintenance of primates, as

well as their vulnerable status in nature, make them difficult and

expensive to acquire, breed and rear. Full genome sequences are avail-

able for human, the chimpanzee (Pan troglodytes), the rhesus macaque

(Macaca mulatta) and the bushbaby (Otolemur garnettii).

Scandentia. Tree shrews form a small group (20 species in five

genera) of small-sized mammals that are native to tropical Southeast

Asia. The vast majority of experimental work has been done on their

visual system because tree shrews are considered goodmodels for under-

standing theneural organisationof the early primate visual system (Dren-

haus et al. 2006). The focal tree shrew model species has always been

Tupaia belangeri, colonies of which have been successfully established in

laboratories (Poole 1999). Its value as a medical research model animal

and its phylogenetic position as an outgroup of primates are the two

main reasons for Tupaia belangeri being a genome sequencing target.

Laurasiatheria

This large grouping (Figure 7.1) comprises Carnivora, Pholidota, Perisso-

dactyla, Cetartiodactyla, Chiroptera and Eulipotyphla.

Pholidota. Pangolins are very difficult (if not impossible) to breed in

captivity, so that observations can only be based on opportunistic

sampling. The situation is particularly unfortunate from an evo-devo

perspective because the representatives of this extraordinary group

(with only seven living species found in the tropical regions of Africa

and Asia) show spectacular features such as, among others, a highly

modified skull, an extraordinarily long and muscular tongue, and a set

of overlapping scales covering their head, back and tail.

Perissodactyla (horses, tapirs and rhinoceroses) and Cetartiodactyla

(camels, ruminants, pigs, hippopotamuses, whales, dolphins and
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porpoises). The large size of most of these mammals complicates their

use as evo-devo model species. The situation is, however, easier for

families represented by domesticated species (horses, cows, sheep,

goats) for which multiple inbred lines, much developmental infor-

mation, genome engineering techniques and full genome sequences

(for pig and cow) are available. Furthermore, a recent investigation

(Thewissen et al. 2006) of gene expression during early development of

hind-limb buds in embryos of the pantropical spotted dolphin, Stenella

attenuata (providing data on the molecular basis for hind-limb loss

during cetacean evolution), demonstrates that a good museum collec-

tion of embryo specimens can partially but efficiently compensate for

the lack of laboratory animal models.

Carnivora. The diversity of phenotypes among the multiple inbred

lines of dogs (Canis familiaris) has already been successfully exploited in

evo-devo studies (e.g. Fondon and Garner 2004), and representatives of

other families (such as mustelids) are becoming increasingly available

as possible laboratory model species. Dog and cat full genome sequences

are available in public databases.

Eulipotyphla. True insectivores are small, highly mobile animals

with long, narrow and often elaborate snouts, adapted to eating

insects. Low-coverage assemblies of the European shrew (Sorex araneus)

and the western European hedgehog (Erinaceus europaeus) genomes

have recently beenmade available. The African pygmy hedgehog (Atelerix

albiventris, Figure 7.2G) would have probably been a better choice of

target species for genome sequencing because representatives of this

species are small (average size of 20 cm) and tame animals that can be

bred all year around in laboratory conditions. They are partially

covered with spines, opening the possibility of investigating the develop-

ment of this trait convergent with the situation observed in some tenrec

species (see above). In fact, multiple convergences have evolved between

representatives of Eulipotyphla and Afrotheria: Erinaceidae (hedgehogs)

versus Echinops (Madagascar ‘hedgehogs’), Soricidae (shrews) vs.Microgale

(shrew-like tenrecs), and Talpidae (moles) vs. Chrysochloridae (golden

moles). Finally, it would be particularly appealing to identify a model

species for the subterranean insectivores. These species exhibit derived

traits such as reduced eyes (sometimes covered by skin) and lack of exter-

nal ears, as well as modified limb morphology. Unfortunately, no infor-

mation is available on the maintenance of breeding colonies for any of

these species, although it is possible to keep them for long periods in

captivity (Borroni et al. 1999).
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Chiroptera. Bats have acquired a number of spectacular

evolutionary innovations associated with their adaptation to active

flight. Microbats have a number of interesting features including

heavily modified limbs (Sears et al. 2006), the ability to echolocate

(Smotherman and Metzner 2005), precise control over both thermoregu-

lation and gestation (Badwaik and Rasweiler 2001), and an unexpectedly

long life span (Dobson 2003). Thus far, the little brown bat (Myotis lucifu-

gus) has been proposed as a model species because of its small size and its

availability. BAC libraries already exist for the little brown bat, and its

full genome sequence has recently been assembled with low coverage.

An alternative valid model species for bats would be Carollia perspicillata

(short-tailed fruit bat) whose maintenance can be readily adjusted to lab-

oratory facilities and whose reproduction takes place at any time of the

year (Kiefer 2006). Its embryonic developmental stages have been

recently described and illustrated, a fundamental tool for evo-devo

studies (Cretekos et al. 2005). This basic information allowed further ana-

lyses of the development of bat wing digits, providing a plausible scen-

ario as to how bats acquired powered flight soon after their divergence

from other mammals about 65 million years ago (Sears et al. 2006).
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8

On comparisons and causes in
evolutionary Developmental Biology1

GE RHA RD S CHO L T Z

Denn mit dem Warum der Dinge kommt niemand zu Ende. Die Ursachen

alles Geschehens gleichen den Dünenkulissen am Meere: eine ist immer

der anderen vorgelagert, und das Weil, bei dem sich ruhen ließe, liegt

im Unendlichen.

[For once you begin with theWhy you can never get to the end. It is like the

dunes by the sea, where behind each dune lies still another and the Because

where you might come to final rest lies somewhere in infinity.]

Thomas Mann, Joseph und seine Brüder

Comparison is fundamental to any evolutionary developmental analysis

(e.g. Alberch 1985, Rieppel 1988, Dohle 1989, Minelli 2003, Scholtz 2005,

Deutsch 2006, Jenner 2006, Breidbach and Ghiselin 2007). However, evo-

devo as a discipline evolved from a mix of experimental and descriptive

approaches to development. Accordingly, different weight is put on the

method of studying development in an evolutionary framework depend-

ing on a researcher’s scientific background. Here I want to evaluate the

different approaches and their contribution to addressing evolutionary

questions. I stress that only the comparative approach offers a direct

method of studying development with respect to evolutionary

changes. Descriptive and comparative approaches are often interpreted

as being less ‘exact’ than experimental studies because they deal with

untestable scenarios. Here I want to show that comparative approaches

1 This work is dedicated to my teacher and mentor Wolfgang Dohle on the occasion

of his 70th birthday.

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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are a direct means to study evolution if the latter is accepted as the

general framework for reasoning about causality and changes and the

link between the two. The experimental approach alone, dealing with

mechanisms, does not help with respect to evolutionary considerations

because developmental mechanisms are not evolutionary mechanisms.

In contrast, in comparative approaches to development, ontogenetic

mechanisms analysed in terms of independence of developmental steps

might reveal the kind of causes operating in evolutionary mechanisms.

COM PA R I S ON A S A G E N E R A L T OO L F O R T H E S T U DY O F D EV E L O PM EN T

Comparisons are always involved in developmental biology and the

differences lie only in the theoretical and practical frameworks under

which the results are interpreted. Even in an experimental approach

using a model organism, comparison of the development of a number

of individuals is the prerequisite to conceptualising the normal develop-

ment of the species and to establish the stages etc. on which the exper-

iments will be carried out. Only against this background can the results

be generalised. Focus is not on comparison between species, but rather

on comparison between normal development and the results of exper-

imental manipulation or naturally occurring mutants. From these com-

parisons the mechanisms are inferred within a theoretical framework

centred on the question of how we interpret developmental causes.

The developmental experimentalist knows what he or she did to

achieve the result. Nevertheless, a rest of unknown and unexplained

elements remains – that is, the results have to be interpreted!

It is obvious that the role of comparison is even greater in the com-

parative evolutionary approach to development. Here the comparison is

used as a direct means to interpret the observed similarities and differ-

ences in the theoretical framework of evolution. There is no contrast of

normal versus disturbed development because all observed, existing

normal developmental pathways are successful.

C AU S AT I O N

With the advent of experimental developmental biology (Entwicklungs-

mechanik) at the end of the nineteenth century, the term ‘causal mor-

phology’ (Kausale Morphologie) was coined (Mocek 1998). Causal

morphology claimed to find causal explanations of animal form by per-

forming experiments, in contrast to comparative morphological

approaches which, according to the causal morphologists’ view, lead
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only to descriptions of phenomena but not to explanations (Mocek 1998).

Since then development has often been conceptualised in terms of

causation. Alberch (1985), for instance, discriminates between ‘causal

developmental sequences’ in which every stage is the prerequisite for

the next stage, and ‘temporal developmental sequences’ in which

stages lack a causal connection. Mayr (1997) introduced the distinction

between functional ‘proximate causes’ and evolutionary ‘ultimate

causes’ in the explanation of change in biological systems. Because all

biological objects are the products of history, only the two levels of

causes together explain biological features completely. For instance,

the horizontal orientation and the up and down movements of the

whale fluke, as opposed to the vertical tail fin of a fish with lateral move-

ments, can be explained in terms of developmental and physiological

processes (proximate causes) but to gain a full understanding of these

features, the descent of whales from terrestrial placentalian mammals

with their characteristic anatomy and movement (ultimate cause) has

to be considered as well.

However, causality is a highly problematic issue and a great

debate about causality forms a major part of (bio-) philosophy (see e.g.

Schopenhauer 1847, Wuketits 1981, Rieppel 1988, Jonas 1997, Mahner

and Bunge 1997). The concept of causality has often been used in a

broad sense covering most things that produce differences. In contrast

to this, Mahner and Bunge (1997) restrict causation to events in a tem-

poral sequence accompanied by energy transfer. According to this nar-

rower concept, other differences in time (e.g. between states or

properties) are interpreted in terms of determinants and conditions

rather than causes. Furthermore, this view implies that historical (evol-

utionary) conditions that determine actual biological structures are not

causes either. Hence the expression ‘ultimate cause’ (Mayr 1997) should

be abandoned. I acknowledge the merits in these distinctions, but in a

developmental biological context the discrimination between causes,

determinants and conditions is problematic. Thus, I use developmental

causation in a broader sense covering all three of these terms. Further-

more, I know that the occurrence of consecutive or otherwise correlated

events does not automatically imply causal relation, i.e. post hoc does

not automatically mean propter hoc (Wuketits 1981). Nevertheless, for

the sake of clarity in the following I use causality between time-ordered

events and states in developmental sequences (as defined by Alberch

1985) as given. Moreover, for the same reason I use formalised linear

sequences as examples despite the fact that the relationships between

developmental events are often best represented as complex networks.
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DE V E L O PM EN TA L S T E P S

Biological studies are conceptually divided into those dealing mainly

with processes and those dealing with patterns. The distinction

between these categories is not always straightforward – this seems

evident for the tension between evolutionary process and resulting

pattern (e.g. Rieppel 1985, Arthur 2000). Development is almost univer-

sally considered as being a continuous process and thus contrasted to

things we can categorise as patterns (Cracraft 2005). However, as soon

as we deal with development, in particular in a comparative and evol-

utionary framework, we are forced to use descriptions of discrete

steps in time such as stages, instars or phases (Alberch 1985, Rieppel

1988, Scholtz 2004, 2005), and these entities are conceptualised as

processes in a theory- and assumption-laden framework as has been

discussed by Cracraft (2005). Hence, I do not endorse the distinction

made by Alberch (1985) between more static and more dynamic

approaches to development, the latter not implying stages. I think it

is just a question of perspective and of level of the subdivision of

processes – in any case one has to deal with some kind of discrete

developmental entity.

There is a long tradition of subdividing development into stages

(Richardson et al. 2001, Fürst von Lieven 2005, Minelli et al. 2006,

Hopwood 2007). However, many people associate the term ‘stage’ with

a specific shape taken by an embryo or larva (e.g., nauplius, pharyngula,

gastrula). Such stages are often too imprecise to be used for comparison

of developmental events and can thus be misleading (Richardson et al.

2001, Hopwood 2007). Hence, in contrast to a stage-based approach, I

will use in the following the term ‘developmental step’. I define a devel-

opmental step as a describable and comparable (homologisable) pattern

at any moment of development. The word step is chosen because of its

twofold meaning: as a structure (a step of a ladder) and as an event

with a temporal aspect (a walking step). Accordingly, the term develop-

mental step comprises spatial patterns (‘frozen’ moments of develop-

ment such as the 16-cell stage, the initial limb bud, a distinct gene

expression pattern or early gastrulation) and units within developmen-

tal processes and developmental events (e.g. regulation of segmentation

genes, gastrulation, cell division sequences) which are also treated as pat-

terns, i.e. patterns in time (Scholtz 2005). A developmental step can cor-

respond to a traditional stage but it also can be just a part of it.

Developmental steps can be described and analysed at the morphogen-

etic, cellular, gene expression or molecular levels. According to this
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view, development is characterised by complex temporal sequences and

interactions of developmental steps.

For the identification of developmental steps a distinct element of

comparison is always involved. Furthermore, the recognition of corre-

sponding and similar developmental steps in two or more individuals

of one or several species implies their homology. The concept of develop-

mental steps has its basis in empirical observation since it deals with

describable patterns. Hence, a developmental step is an ontological

entity and not just an artificial construct to subdivide a continuous

process into slices. Nevertheless, unavoidable arbitrary elements are

involved. These concern, for instance, the temporal and spatial limits

of the developmental steps. However, this partial restriction is a

problem common to many entities in biology in general (e.g. character,

homologue, organ, population, species), and in developmental biology in

particular.

It is evident that the concept of developmental steps is related to

the character concept in phylogenetics (e.g. Cracraft 2005, Richter

2005). Correspondingly, there is a hierarchy of nested developmental

steps with nested homologies: individual steps as well as a sequence of

steps can be homologous (see Scholtz 2005). The evolutionary indepen-

dence of individual developmental steps can be shown in comparative

analyses (see below) and, based on this possible independence, a

mosaic distribution of homologous developmental steps occurs among

taxa. Hence, transformation, insertion, deletion or replacement of devel-

opmental steps are the kinds of evolutionary change of developmental

processes.

A recent discussion centres on whether developmental processes

are modular and whether modules form some sort of functional

elements of development (e.g. Wagner 1996, Minelli 2003, Schlosser

and Wagner 2003). At first sight this approach seems similar to what I

describe here in terms of developmental steps. However, developmental

steps in my sense are different from modules insofar as the former are

not intended as functional entities. For a critical view of modularity,

see Mitchell (2006).

In the following I use letters to represent developmental steps: I am

aware of the fact that this is a gross simplification. But if the reader

accepts that a letter can stand for a morphological structure, a cell

arrangement, a gene expression or a regulatory network, then I think

that this simplification is appropriate to clarify what I want to discuss.

Each letter represents an observable, comparable and homologisable

developmental step.
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DE S C R I P T I V E S T U D I E S O F S I N G L E S P E C I E S

The purely descriptive approach to the study of development without

any interspecies comparisons leads to an analysis of the temporal

sequence of developmental steps. The result is a description of the

events of the normal development (normogenesis) of a given species.

The descriptive approach leads to a finalistic view because normogenesis

is observed to lead to the final and differentiated stage, namely the adult.

However, this does not imply any causal relationship between develop-

mental steps. Nevertheless, the regularity of the developmental

process observed again and again in every embryo at each generation

makes it tempting to infer strict causal connections between subsequent

development steps. That this kind of conclusion cannot be legitimately

drawn has been already discussed by Roux (1907) and has been shown

by classical experiments which revealed the regulatory capacity of

development (Müller 1996, Sander 1996).

Nevertheless, exact descriptions of developmental processes are

the necessary prerequisite for all following approaches to development

as well as for interpreting evidence such as the recently found fossils

of Cambrian embryos (e.g. Chen et al. 2004, Donoghue et al. 2006). This

is true in particular of taxa thus far neglected.

TH E E X P E R I M E N TA L MOD E L - O R GAN I SM A P P ROACH

Experiments are designed to show the independence or dependence of

developmental steps or mechanisms, and they sort out what could

have an influence on subsequent steps by experimental manipulations

(Roux 1907). In other words, this approach is largely an analysis of mal-

formations. Given that there is a sequence of developmental steps

ABCDE, an experimental developmental biologist would say that A

causes B, B causes C etc. if he or she has proven this experimentally,

e.g. by deletion experiments or gene silencing. If B is taken away and

C does not occur in development as is the case in normal (i.e. not

manipulated) development it has been shown that B causes C

(Figure 8.1). This is of course a simplification because the causal link

between B and C can be quite indirect, but as a general principle this

is justified and is exactly the basis of the Entwicklungsmechanik as

founded by Wilhelm Roux (Roux 1894), which is the forerunner of

modern molecular developmental biology (see Mocek 1998). If C devel-

ops normally despite the turning off or ablation of B, then there is no

causal link between the two steps. This experimental analysis allows
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both positive and negative reasoning. One can conclude that C depends

on, or is caused by B if the experiment indicates this, or C does not

require B for a proper expression if the ablation of B does not affect C.

The experimental view of development is necessarily finalistic

(even more than the descriptive approach) since the result of the

normal developmental process is the differentiated adult or reproduc-

tive stage, and any severe disturbance of this process causes failure to

reach the expected final product. In other words, according to this

view development causes the adult stage.

Closely related to the direct experimental manipulation of devel-

opmental processes is the use of mutants or otherwise disturbed devel-

opmental patterns. In this case those naturally occurring aberrations of

normal development are used to infer mechanism and causal relation-

ships between developmental steps. The difference with respect to exper-

imental manipulation is that the reason for the aberration remains

largely unknown. The best-known example for this approach is the

use of mutations in the fruit fly Drosophila melanogaster in understanding

segmentation (Nüsslein-Volhard and Wieschaus 1980).

How do these approaches relate to evolutionary change and

evolutionary mechanisms? First of all one has to stress that there is no

a-priori reason to generalise the outcome of these experiments. This is

Observation

A→B→C→D→E

Manipulation

if B
X
 then C

X

Inference

B is the necessary cause of C

Conclusion

B and C are not independent developmental steps 

Proximate causes

physical, chemical properties, sheer existence

Figure 8.1 Reasoning in the framework of the experimental model-

organism approach to development. If developmental step B is changed or

removed (indicated by BX), then developmental step C is absent or not

properly formed (indicated by CX).
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a fundamental problem of the model-organism centred approach. A

single counterexample falsifies any generalisation. Furthermore, the

experimental model-organism based approach is an indirect method

for evolutionary inference. The experimental changes are just an

analogy to evolutionary changes – developmental mechanisms are not

evolutionary mechanisms. The new experimentally created phenotype

is compared with naturally occurring differences between taxa and it

is deduced that a similar developmental change has happened in the

course of evolution. The problem is that the deduced evolutionary scen-

ario might be correct or might be incorrect, since we simply do not know

whether evolution carried out a corresponding experiment which led to

evolutionary change. One has to discriminate between the functional

proximate causes and the evolutionary ultimate causes or conditions

for change (Mayr 1997, Sudhaus 2007). Experiments deal with proximate

functional causes and not with ultimate evolutionary causes (Mayr

1997). Accordingly, there is an unbridgeable gap between experimental

results and evolutionary changes.

The other aspect that has to be considered in the experimental fra-

mework is the fitness approach. According to this approach the perform-

ance of developmentally manipulated organisms or naturally occurring

mutants is compared with that of normal embryos. This approach is

often used to explain evolutionarily conservative characters as con-

straints caused by selective forces. An example is the investigation of

Galis (1999) of the problem of why most mammals exhibit seven cervical

vertebrae. Here malformed human and mouse embryos are studied

showing that the occurrence of cervical ribs (i.e. a different number of

true cervical vertebrae) is associated with a dramatic reduction in

health and survival rate and fitness in general (Galis 1999). However,

this view faces the problem that all living systems are functionally

balanced and that mutations and experiments artificially disturb this

functional balance. Accordingly, a reduced fitness may not be surprising

and might not explain the evolutionary stability of characters in larger

groups. Furthermore, the fact that there are mammals such as sloths

and manatees that possess a different number of cervical vertebrae

reveals that even in mammals this character has the freedom to

evolve. Again, the proximate causes of functional disadvantages of onto-

genetic change offer no direct explanation for the ultimate causes of

evolutionary change. Obviously, the latter has a degree of freedom not

realised by today’s ontogenies.

In summary, experimental approaches cannot directly tell us

about evolutionary change. They only show the possibility of what
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might have happened. They produce analogies to evolutionary processes

but not direct evidence on them.

TH E D E S C R I P T I V E C OM PA RAT I V E A P P ROACH

In the descriptive comparative approach the developmental sequence

ABCDE of one ormore species is compared with the corresponding (hom-

ologous) development of other species which, for instance, exhibit an

ABXDE sequence. This comparison allows the conclusion that C (or X)

is not the necessary prerequisite of D and the following stages and

that the third stage is independent of the other stages, i.e. not causally

related to them (Figure 8.2). This is true in both developmental direc-

tions, namely the relationship to B and to D because C (or X) is not

caused by B and C (or X) does not cause D. Furthermore, this conclusion

is independent of the direction of the evolutionary transformation. It is

true in any instance independent of whether C or X is the plesiomorphic

developmental character.

The comparative approach falsifies generalisations that two or

more developmental steps are necessarily causally connected. At the

same time this approach reveals that the developmental steps that

differ are ‘evolutionary developmental steps’, i.e. developmental steps

Observation
species sequence

1 A→B→C→D→E

2 A→B→C→D→E

3 A→B→X→D→E

Inference
B does not necessarily cause C(X), D is not necessarily
caused by C(X)

Conclusion

C(X) is an independent evolutionary step

Ultimate causes

evolutionary mechanisms

Figure 8.2 Reasoning in the framework of the descriptive comparative

approach to development.
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that have had the freedom to evolve independently of other developmen-

tal steps. This does not automatically imply an evolutionary direction or

polarisation of the change but deals with the general possibility of

change. Only a phylogenetic analysis allows assessment of the direction

of change. Moreover, from comparison alone one cannot show that there

was a causal nexus between developmental steps in the first place. If we

assume that, based on a phylogenetic analysis, we ‘know’ that evolution

went from C to X, then it can be concluded that the causal relationship

between C and D has been broken. However, this can be concluded only

if experiments have shown that C does indeed cause D in the normal

development of that particular species or group of species (see above).

It means that at some stage in evolution C has become an evolutionary

developmental step which gained the potential for independent evol-

utionary alteration. In evolutionary terms, C is no longer the cause of

D etc. and is not caused by B. If we concluded from experiments or

based on comparisons that C is the necessary cause of D, this is falsified

because the evolutionary transformation of C to X under conservation of

the other stages reflects the independence of the subsequent stages from

the occurrence of C.

The literature is full of examples for this phenomenon at all levels

from genes to morphogenesis (e.g. Sewertzoff 1931, Remane 1952, Dohle

1989, Raff 1999, Richardson et al. 2001, Scholtz 2005). Hence, these

examples will not be repeated here.

This result provides a different perspective on development.

According to this view, development is not finalistic since every develop-

mental step including the adult stage can be altered or lost in the course

of evolution (see Scholtz 2005, and for arguments against the current

general ‘adultocentric’ view see Minelli 2003). Accordingly, in evolution-

ary terms development does not necessarily cause the final stage. Fur-

thermore, only negative causal conclusions (‘falsifications’) can be

drawn, i.e. it can be concluded that C is independent of B and D or

that C is not caused by B and does not cause D. In no case is it possible

to make a positive inference that B depends on A even if this is the

case in all observed examples.

The comparative approachcan showthat adevelopmental step is an

independent evolutionary step. In other words, the developmental step is

free to evolve independently of other steps of developmental sequence of

which it is a part. The comparative approach shows, so to speak, experi-

ments carried out by evolution (Dohle and Scholtz 1988, Scholtz and

Dohle 1996). The absence of a necessary causal relation can be directly

shown if the outcome of a developmental sequence is different.

Comparisons and Causes in Evo-devo 153



In summary, comparison is a direct means to study changes in

evolution because it deals directly with the differences and causes in

developmental sequences.

T H E E X P E R I M E N TA L C OM PA RAT I V E A P P ROACH

As stated above, the descriptive comparative approach allows the con-

clusion that a developmental step is not the necessary condition or

cause for subsequent developmental steps. If this is the case, an exper-

imental comparative analysis does not necessarily add further support

to this conclusion. An example for this is the role of the pair rule gene

even-skipped (eve) in hexapods. From experiments in Drosophila it has

been deduced that eve is a necessary prerequisite for proper segmenta-

tion because it regulates the segment polarity gene engrailed (en) which

in turn establishes segmental boundaries (Fujioka et al. 1995). Compara-

tive analyses have shown that in the grasshopper Schistocerca americana,

eve is not expressed as a pair rule gene, but proper segmental en stripes

are formed nevertheless (Patel et al. 1992). Accordingly, this result falsi-

fied the generalisation drawn from the Drosophila condition that en

expression and thus segmentation is necessarily caused by eve. Liu

and Kaufman (2005) tested the functional role of eve with RNAi exper-

iments in the bug Oncopeltus fasciatus. This study revealed that indeed

eve does not play a role as a pair rule gene in Oncopeltus, where neverthe-

less, as in Schistocerca, normal en stripes are generated (Liu and Kaufman

2005).

Comparative experiments add useful information if they reveal

that in corresponding sequences ABCDE in two different species, in

one case B is the cause of C and C is the cause of D, and in the other

case B is not the cause of C and C is not the cause of D. This indicates

that despite similar sequences of developmental stages, the underlying

causal chains have been altered during evolution. C is an independent

developmental step (Figure 8.3). Again, together with a phylogenetic

analysis this allows the stepwise analysis of changes, including those

that are not visible with a descriptive comparative approach alone

(Figure 8.4). That this is not just an academic exercise is shown by the

comparative studies in nematodes by Schierenberg and co-workers. In

Caenorhabditis elegans and representatives of the Plectidae, the EMS blas-

tomere cannot be replaced by other blastomeres when it is artificially

eliminated (Lahl et al. 2003); as a consequence, a gut is not formed. In

another nematode Acrobeloides nanus, however, the ablated EMS cell is

replaced by its neighbour cell C which instead gives rise to gut structures
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Observation

species sequence

1 A→B→C→D→E

  2 A→B→C→D→E

Manipulation

species 1: if B
X
 then C

X
 then D

X

species 2: if B
X
 then C, if C

X
 then D 

Inference

species 1: B is the necessary cause of C etc.

species 2: B is not the cause of C, C is not the cause of D, C has the 

potential to evolve independently

Proximate causes

set the starting point for ultimate causes

Figure 8.3 Reasoning in the framework of the experimental comparative

approach to development. Experimentally manipulated steps and the

resulting atterations of subsequent steps are Indicated by an x.

1 2 3

A→B→C→D→E
B causes C
C causes D

A→B→C→D→E
B does not cause C
C does not cause D

A→B→X→D→E
X replaced C

C is an independent step
with the possibility for
evolutionary change

Figure 8.4 Putative evolutionary sequence showing the stepwise indepen-

dence of developmental step C. In species 1 and 2 there is the same

sequence of developmental steps. In species 1 there are causal relationships

between all developmental steps in the sequence. In species 2 the devel-

opmental step C is not caused by the preceding developmental step B and

does not cause the next step D. It can be concluded that C has the potential

to evolve independently of B and D. In species 3 the developmental step C is

replaced by X. The comparative analysis reveals that C is an independent

evolutionary developmental step.
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(Wiegner and Schierenberg 1999). This shows that the causal connection

between the EMS blastomere and the gut is not in every case as strict as

in Caenorhabditis elegans despite a great similarity in the initial cleavage

patterns of these nematode species.

Through a comparative experimental approach combined with a

phylogenetic analysis and reasoning it is possible to reconstruct the

temporal sequence of the evolutionary independence (Figure 8.4).

Depending on the evolutionary sequence (polarisation) this could

mean either the establishment of a new causal relationship or the inter-

ruption of a pre-existing one. Clearly, this interpretation is only possible

in a phylogenetic context.

D I F F E R EN C E S A ND CON T R AD I C T I O N S B E T WE EN E X P E R IM EN TA L

A ND C OM PA RAT I V E A P P ROACH E S T O D E V E L O PM EN T

According to what has been discussed above, experiments and compari-

sons can lead to contradictory conclusions about causal links between

developmental steps. Contradiction occurs, for instance, if in the exper-

imental approach C is the cause of D while, in contrast, the comparative

analysis suggests that C is not necessarily the cause of D (see above). Both

statements are correct but each one holds true only within its specific

reference systems. The experimental approach deals with the normal

development of living species or group of species; specifically, it deals

with what have been called proximate or functional causes (Mayr

1997). As said above, one can interpret existing organisms as balanced,

but a disturbance of this balance is only buffered to a certain degree

and then the system collapses. This need not be the case in an evolution-

ary perspective under which seemingly closely interacting and depen-

dent developmental aspects of one species can be decoupled in another

species. The comparative approach is clearly evolutionary because it

relates causal relationships to changes in time. Hence it deals with the

evolutionary or ultimate causes (Mayr 1997). However, the evolutionary

causes in this case are twofold: they are the reason for the transform-

ation of the developmental step itself but, in addition, the changes in

the causal connection which allows the transformation in the first

place are caused by evolution. In particular, the latter aspect touches

the domain of experimental developmental biology since it relates to

causal connections between developmental steps. Hence, the experimen-

tal model organism approach leads to functional statements whereas the

comparative approach leads to evolutionary as well as functional state-

ments. The general principle of comparison is the potential falsification
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of a causal nexus – claiming that a step is not necessarily caused by

another step. Furthermore, this falsification of causal relationships

explains (as a precondition) the possibility of evolutionary change or

transformation of developmental steps.

C O N C L U S I O N S

The comparative approach to developmental biology is a direct means to

study evolution because it deals with evolutionary change. The compari-

son of developmental sequences reveals differences in developmental

steps which falsify a generalisation of causal relationships between sub-

sequent developmental steps. With this approach independent evol-

utionary developmental steps are identified. They also show what is

allowed within the developmental system without destroying it. Accord-

ingly, the evolutionary framework is set to address further questions.

Comparative experiments may reveal a functional dissociation of sub-

sequent developmental steps which could be a starting point for evol-

utionary dissociation. The phylogenetic framework allows the

polarisation of the stated differences, thus indicating the direction of

evolutionary changes, but it does not address the general notion of evol-

utionary independence. However, all this increases the precision of the

analysis of what has happened and how evolutionary changes have

occurred. This is the prerequisite for addressing important questions:

why development changes, and whether the inclusion of development

adds new aspects to evolutionary mechanisms.

A C KN OWL E DG EM EN T S

The author thanks Alessandro Minelli and Giuseppe Fusco for the invita-

tion to the Venice workshop on evolutionary developmental biology.

Greg Edgecombe and two anonymous reviewers inspired important

changes in the manuscript.

R E F E R E N C E S

Alberch, P. 1985. Problems with the interpretation of developmental sequences.
Systematic Zoology 34, 46–58.

Arthur,W.2000. The concept ofdevelopmental reprogramming and thequest for an
inclusive theory of evolutionary mechanisms. Evolution & Development 2, 49–57.

Breidbach, O. & Ghiselin, M. T. 2007. Evolution and development: Past, present,
and future. Theory in Biosciences 125, 157–171.

Chen, J., Braun, A., Waloszek, D., Peng, Q.-Q. & Maas, A. 2004. Lower Cambrian
yolk-pyramid embryos from southern Shaanxi, China. Progress in Natural
Science 14, 167–172.

Comparisons and Causes in Evo-devo 157



Cracraft, J. 2005. Phylogeny and evo-devo: characters, phylogeny and historical
analysis of the evolution of development. Zoology 108, 345–356.

Deutsch, J. S. 2006. Introduction. Development and phylogeny of the arthropods:
Darwin’s legacy. Development Genes & Evolution 216, 357–362.

Dohle, W. 1989. Zur Frage der Homologie ontogenetischer Muster. Zoologische
Beiträge (N.F.) 32, 355–389.

Dohle, W. & Scholtz, G. 1988. Clonal analysis of the crustacean segment: the dis-
cordance between genealogical and segmental borders. Development 104
(supplement), 147–160.

Donoghue, P. C. J., Bengtson, S., Dong, X. et al. 2006. Synchrotron X-ray tomo-
graphic microscopy of fossil embryos. Nature 442, 680–683.

Fürst von Lieven, A. 2005. The embryonic moult in diplogastrids (Nematoda):
homology of developmental stages and heterochrony as a prerequisite for
morphological diversity. Zoologischer Anzeiger 244, 79–91.

Fujioka, M., Jaynes, J. B. & Goto, T. 1995. Early even-skipped stripes act as morpho-
genetic gradients at the single cell level to establish engrailed expression.
Development 121, 4371–4382.

Galis, F. 1999. Why do almost all mammals have seven cervical vertebrae?
Developmental constraints, Hox genes, and cancer. Journal of Experimental
Zoology B (Molecular and Developmental Evolution) 285, 19–26.

Hopwood, N. 2007. A history of normal plates, tables and stages in vertebrate
embryology. International Journal of Developmental Biology 51, 1–26.

Jenner, R. A. 2006. Unburdening evo-devo: ancestral attractions, model organ-
isms, and basal baloney. Development Genes & Evolution 216, 385–394.

Jonas, H. 1997. Das Prinzip Leben – Ansätze zu einer philosophischen Biologie. Frankfurt
am Main: Suhrkamp.

Lahl, V., Halama, C. & Schierenberg, E. 2003. Comparative and experimental
embryogenesis of Plectidae (Nematoda). Development Genes & Evolution 213,
18–27.

Liu, P. Z. & Kaufman, T. C. 2005. Even-skipped is not a pair-rule gene but has seg-
mental and gap-like functions in Oncopeltus fasciatus, an intermediate germ-
band insect. Development 132, 2081–2092.

Mahner, M. & Bunge, M. 1997. Foundations of Biophilosophy. Berlin: Springer.
Mayr, E. 1997. This is Biology. Cambridge, MA: Harvard University Press.
Minelli, A. 2003. The Development of Animal Form. Cambridge: Cambridge University

Press.
Minelli, A., Brena, C., Deflorian, G., Maruzzo, D. & Fusco, G. 2006. From embryo to

adult: beyond the conventional periodization of arthropod development.
Development, Genes & Evolution 216, 373–383.

Mitchell, S. D. 2006. Essay Review: Modularity –more than a buzzword? Biological
Theory 1, 98–101.

Mocek, R. 1998. Die werdende Form. Marburg: Basilisken-Presse.
Müller, W. A. 1996. From the Aristotelian soul to genetic and epigenetic

information: the evolution of the modern concepts in developmental
biology at the turn of the century. International Journal of Developmental
Biology 40, 21–26.

Nüsslein-Volhard, C. & Wieschaus, E. 1980. Mutations affecting segment number
and polarity in Drosophila. Nature 287, 795–801.

Patel, N. H., Ball, E. E. & Goodman, C. S. 1992. Changing role of even-skipped during
the evolution of insect pattern formation. Nature 357, 339–342.

Raff, R. A. 1999. Larval homologies and radical evolutionary changes in early
development. In G. R. Bock & C. Cardew (eds.) Homology (Novartis Foundation
Symposium 222). Chichester: Wiley, pp. 110–121.

158 Gerhard Scholtz



Remane, A. 1952. Die Grundlagen des natürlichen Systems, der vergleichenden Anatomie
und der Phylogenetik. Leipzig: Geest und Portig.

Richardson, M. K., Jeffery, J. E., Coates, M. I. & Bininda-Emonds, O. R. P. 2001.
Comparative methods in developmental biology. Zoology 104, 278–283.

Richter, S. 2005. Homologies in phylogenetic analyses – concepts and tests. Theory
in Biosciences 124, 105–120.

Rieppel, O. C. 1985. Muster und Prozeß: Komplementarität im biologischen
Denken. Naturwissenschaften 72, 337–342.

Rieppel, O. C. 1988. Fundamentals of Comparative Biology. Basel: Birkhäuser.
Roux, W. 1894. Einleitung. Archiv für Entwicklungsmechanik 1, 1–42.
Roux,W. 1907. Über die Verschiedenheit der Leistungen der deskriptiven und der

experimentellen Forschungsmethode. Archiv für Entwicklungsmechanik 23,
344–356.

Sander, K. 1996. On the causation of animal morphogenesis: concepts of German-
speaking authors from Theodor Schwann (1839) to Richard Goldschmidt
(1927). International Journal of Developmental Biology 40, 7–20.

Schlosser, G. & Wagner, G. P. (eds) 2003. Modularity in Development and Evolution.
Chicago: University of Chicago Press.

Scholtz, G. 2004. Baupläne versus ground patterns, phyla versus monophyla:
aspects of patterns and processes in evolutionary developmental biology. In
G. Scholtz (ed.) Evolutionary Developmental Biology of Crustacea. Crustacean
Issues 15. Lisse: A.A. Balkema, pp. 3–16.

Scholtz, G. 2005. Homology and ontogeny: pattern and process in comparative
developmental biology. Theory in Biosciences 124, 121–143.

Scholtz, G. & Dohle, W. 1996. Cell lineage and cell fate in crustacean embryos:
a comparative approach. International Journal of Developmental Biology 40,
211–220.

Schopenhauer, A. 1847. Ueber die vierfache Wurzel des Satzes vom zureichenden Grunde,
2. Auflage. Frankfurt a. M.: J. Chr. Hermann.

Sewertzoff, A. N. 1931. Morphologische Gesetzmäßigkeiten der Evolution. Jena: Fischer.
Sudhaus, W. 2007. Die Notwendigkeit morphologischer Analysen zur Rekon-

struktion der Stammesgeschichte. Species, Phylogeny and Evolution 1, 17–32.
Wagner, G. P. 1996. Homologues, natural kinds and the evolution of modularity.

American Zoologist 36, 36–43.
Wiegner, O. & Schierenberg, E. 1999. Regulative development in a nematode

embryo: a hierarchy of cell fate transformations. Developmental Biology 215,
1–12.

Wuketits, F. M. 1981. Biologie und Kausalität: Biologische Ansätze zur Kausalität,
Determination und Freiheit. Berlin: Paul Parey.

Comparisons and Causes in Evo-devo 159



9

Evolution and development: towards a
synthesis of macro- and micro-evolution
with ecology
HAN S Z AUN E R AND R A L F J . S OMM E R

Until our population-based evolutionary theory can be reconciled with our

homology-based evolutionary theory, we live without a true synthesis of

evolutionary thought.

Amundson 2005: 249–250

Evolutionary theory is the philosophical backbone of biology. Interest-

ingly, contemporary research in evolutionary biology involves several

parallel lines of investigations that build on different philosophies and

aim for different kinds of explanations and mechanisms. At its

extreme, at least three independent research activities are actively pro-

moted in evolutionary biology: neo-Darwinism with a population gen-

etics research agenda analyses the evolution of populations by natural

selection (Amundson 2005). Molecular phylogeny tries to reconstruct

historical patterns and the phylogenetic relationship of organisms

using cladistic approaches. And finally, comparative morphology, and

more recent ‘evo-devo’ research, build on the evolution of ontogeny

and try to show how modifications of development (ontogeny) result

in evolutionary novelties (Valentine 2004, Kirschner and Gerhard 2005).

All of these agenda are actively propagated and they all consider

themselves to follow the Darwinian logic. Surprisingly, however, there

is hardly any cross-talk between these disciplines and even worse,

these research fields ignore each other to a certain extent. Several

authors have emphasised the different research strategies and philos-

ophies in contemporary evolutionary biology, i.e. neo-Darwinism and

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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evolutionary developmental biology (Wilkins 2002, Amundson 2005).

Despite these obvious problems and lack of interactions, we are in

need of a true synthesis of evolutionary thought. And such a synthesis

must include both population genetic and developmental thinking. In

this context, homology could be an important concept. Homology has

been a central aspect of comparative morphology and evolutionary

developmental biology, but was long considered to be of limited import-

ance in population genetics (Mayr 1966).

Here, we will summarise our attempts to bring these research

fields together. Building on and believing in the ‘case study’ philosophy

of experimental biology, we summarise our research on nematode

macro- andmicro-evolutionofdevelopmentalprocesses, populationgene-

tics and nematode ecology. We hope that such studies will help – in the

long run – to bridge barriers and to bring together different research

strategies from evolutionary developmental biology over population

genetics all the way to ecology.

TH E S Y S T EM : V U LVA F O RMAT I O N I N T H E N EMAT OD E

C A E N O R H A B D I T I S E L E G A N S

The nematode Caenorhabditis eleganswas introduced as a model system in

genetics and developmental biology more than 30 years ago (Brenner

1974). Several features made this organism attractive to developmental

biologists. For example, the adult organism consists of roughly 1000

somatic cells that develop through a fixed cell lineage, which is identical

among the individuals of the species. Building on the complete descrip-

tion of post-embryonic development, genetic andmolecular studies have

helped to identify the molecular principles of ontogenetic processes in C.

elegans (Sulston and Horvitz 1977). The formation of several organs and

tissues during post-embryogenesis has been studied in great depth, pro-

viding a detailed understanding of developmental mechanisms.

One well-studied developmental process is the formation of the

vulva, the egg-laying structure of nematode females and hermaphro-

dites (Sternberg 2005). The vulva is formed during the third larval

stage by a subset of ventral epidermal precursor cells. Like all other

nematodes studied to date, C. elegans have a total of 12 ventral epidermal

cells, called P1.p to P12.p from anterior to posterior (Figure 9.1). Three of

these cells, P(5–7).p are selected in wild-type animals to form vulval

tissue. These cells adopt one of two alternative cell fates. P6.p generates

eight progeny, which form the central part of the vulva, and this cell has

been designated as the cell with the 1° (primary) fate (see below). P(5,7).

p generate seven progeny each and form the anterior and posterior part
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1.p 2.p 3.p 4.p 5.p 6.p 7.p 8.p9.p10.p11.p12.pa
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P3.p P4.p P5.p P6.p P7.p P8.p

P4.p P5.p P6.p P7.p P8.p P9.p P10.pP11.pP12.pa
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(C)
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Manipulation

Wild-type

P5.p ablated

P(5-7).p ablated
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Vulvaless mutant

P3.p

3°
3°
2°
3°
3°

P4.p

3°
2°
1°
3°
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P5.p
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1°
-

3°
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P7.p

2°
2°
-

3°
3°
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3°
3°
2°
3°
3°

Figure 9.1 Schematic summary of vulva formation in C. elegans. A,

During the L1 stage, the 12 ventral epidermal cells P(1–12).p are equally

distributed between pharynx and rectum. B, P(1,2,9–11).p fuse with the

hypodermal syncytium hyp7 (F, white ovals). P(3–8).p form the vulva

equivalence group and adopt one of three alternative cell fates. P6.p has a

1° fate (black oval), and P(5,7).p have a 2° fate (grey ovals). P(3,4,8).p have a

3° fate and remain epidermal (dotted ovals). The anchor cell (AC, black

circle) provides an inductive signal for vulva formation. C, Cell lineage

pattern of the vulval precursor cells. P(3,4,8).p divide once and then fuse
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of the vulva, respectively. The fate of these two cells has been designated

as 2° (secondary). Two features made C. elegans vulva formation of special

interest to developmental biologists. First, there are three more cells in

the ventral epidermis that have the developmental competence to par-

ticipate in vulva formation (Figure 9.1E). P(3,4,8).p can form vulval

tissue after P(5–7).p, or a subset of these cells, have been ablated by

laser microbeam irradiation early in development. In wild-type

animals, P(3,4,8).p remain epidermal and adopt the 3° (tertiary) fate.

Second, vulva formation requires inductive input by the gonadal

anchor cell (AC). If the AC is ablated at birth, P(5–7).p remain epidermal

and have a 3° fate, like their neighbouring cells P(3,4,8).p (Figure 9.1E).

Genetic and molecular studies in the past two decades have

revealed the mechanistic basis of vulva formation in C. elegans (for

review see Sternberg 2005, Eisenmann 2005). The inductive signal is pro-

vided by the AC and encodes an EGF-like molecule. Within the vulval

precursor cells (VPCs), this signal is transmitted by EGF/RAS/MAPK sig-

nalling. A Wnt signalling pathway plays a redundant role in vulva for-

mation. Cross-talk among the VPCs requires a Notch-like signalling

system. After more than 20 years of active research, C. elegans vulva for-

mation represents a paradigm for the molecular understanding of the

interaction of signalling pathways in animal development and provides

a platform for evolutionary developmental biology and comparative

studies of vulva formation between different nematode species.

A S AT E L L I T E O R G AN I SM I N E V O L U T I ON A RY D EV E L O PM EN TA L

B I O L O G Y : T H E N EMAT OD E P R I S T I O N C H U S P A C I F I C U S

Comparative studies on vulva formation were initiated more than a

decade ago and evolutionary changes of nearly all aspects of vulva

Figure 9.1 (cont.) with hyp7 (S). P(5,7).p generate seven progeny each. The

first two cell divisions occur along the antero-posterior axis, the third

division can be longitudinal (L), or transversal (T), or can be absent (N). P6.p

generates eight progeny. D, Schematic summary of signalling interactions

during vulva formation in C. elegans. An inductive EGF-like signal orig-

inates from the AC (black arrows). P6.p signals its neighbours to adopt a 2°

fate via ‘lateral signalling’ (dotted arrows). Negative signalling (bars) pre-

vents inappropriate vulva differentiation. E, Summary of cell ablation

experiments. After ablation of P5.p, P4.p adopts a 2° fate and forms part of

the vulva. After ablation of P(5–7).p, P(3,4,8).p can form a functional vulva.

After ablation of the AC, all precursor cells adopt a 3° fate. Vulvaless

mutants have a similar phenotype as AC-ablated animals.
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formation have been identified (Sommer and Sternberg 1994, 1995,

1996, Félix and Sternberg 1998, Félix et al. 2000). Basically, changes

involve (1) the size of the vulva equivalence group, (2) the number of

VPCs participating in vulva formation, (3) involvement of the gonad/

AC in vulva induction, (4) novel signalling activities and (5) cell lineage

alterations (for review see Sommer 1997). For example, in species with

a posterior vulva, such as Teratorhabditis palmarum and Mesorhabditis sp.

PS1179, the vulva is made from P(5–7).p, as in C. elegans. However,

these cells migrate towards the posterior prior to differentiation and

form a vulva even in the absence of the gonad (Sommer and Sternberg

1994). Further ablation experiments revealed that the VPCs in these

species have strong autonomous properties to form vulva tissue, but

the genetic program involved in vulva formation has not been

investigated.

As a result of comparative studies of more than 50 nematode

species, a few of them were selected for more detailed comparisons.

We have developed the diplogastrid Pristionchus pacificus as a satellite

organism in evolutionary developmental biology (Sommer et al. 1996,

Sommer and Sternberg 1996, Hong and Sommer 2006). P. pacificus

shows many substantial differences from C. elegans in the development

of the vulva and at the same time fulfils many requirements for a

model organism: P. pacificus is a hermaphroditic species that can feed

on E. coli and has a 3–4 day generation time (20 .(࠷ Large-scale mutagen-

esis screens have been performed in P. pacificus and many mutants defec-

tive in sex determination, vulva and gonad formation have been isolated

(Eizinger and Sommer 1997, Pires-daSilva and Sommer 2004, Rudel et al.

2005). More recently, a genomic initiative including the generation of a

genetic linkage map and a physical map has complemented the develop-

mental and genetic studies (Srinivasan et al. 2002, 2003). A whole

genome-sequencing project is currently ongoing and should result in a

draft of the complete genome sequence in 2007 (www.pristionchus.org).

MA C RO - E VO L U T I O N : VU LV A F O RMAT I O N D I F F E R S S T RONG L Y

B E T WE EN P . P A C I F I C U S AND C . E L E G A N S

Detailed experimental, genetic and molecular studies identified at least

four major differences between vulva development in P. pacificus and C.

elegans. First, non-vulval cells in the anterior and posterior body region

fuse with the surrounding hypodermis in C. elegans, but die of pro-

grammed cell death in P. pacificus (Figure 9.2) (Eizinger and Sommer

1997). Second, vulva induction relies on a continuous interaction
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Figure 9.2 Schematic summary of vulva formation in P. pacificus. A, Cell fate

specification of the 12 ventral epidermal cells. P(1–4,9–11).p die of pro-

grammed cell death during late embryogenesis. P(5–7).p form the vulva

with a 2°-1°-2° pattern. P8.p (shaded oval) has a special fate designated as 4°.

B, Cell lineage pattern of the vulval precursor cells. P(5,7).p generate seven

progeny each, whereas P6.p generates six progeny. P8.p does not divide and

finally fuses with hyp7. C, Model for cell–cell interactions during vulva

development in P. pacificus. P8.p provides lateral inhibition to P(5,7).p,

mediated by the mesoblast M (chequered circle). Lateral inhibition

influences the 1° vs. 2° cell fate decision of P(5,7).p. P8.p also provides a

negative signal (black bars), which influences the vulva vs. non-vulva cell

fate decision. For clarity, negative signalling is shown here as an interaction

between P8.p and P(5–7).p. It is possible that indirect interactions involving
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between several cells of the somatic gonad and the vulval precursor cells

(VPCs) rather than an interaction between the VPCs and the AC as in C.

elegans (Sigrist and Sommer 1999). Third, P8.p represents a novel cell

type in P. pacificus and is involved in multiple cell–cell interactions

during vulva formation, not known from C. elegans or other nematodes

(Jungblut and Sommer 2000). For instance, P8.p inhibits P5.p and P7.p to

adopt the 1° cell fate, a process called ‘lateral inhibition’. Additional

experiments indicated that the mesoblast M is also involved in lateral

inhibition and that P8.p and M interact to inhibit P(5,7).p from taking

a 1° fate (Jungblut and Sommer 2000). No interaction between P8.p

and the M cell has been observed in C. elegans. Finally, a negative signal-

ling system provided by the VPCs themselves prohibits precocious vulva

differentiation and counteracts vulva induction by the somatic gonad

(Jungblut and Sommer 2000, Zheng et al. 2005).

P. pacificus vulva defective mutants have been isolated in large-

scale mutagenesis screens and the phenotypes of mutations have

Figure 9.2 (cont.) other cells could exist. Inductive signalling from the

somatic gonad is a continuous process (black arrows). Lateral signalling

occurs between P6.p and P8.p (not indicated) and perhaps also between P6.p

and P(5,7).p (dotted arrows). D, Summary of cell ablation experiments. After

ablation of P(6,7).p, P5.p adopts a 2° fate in the presence of P8.p. After

ablation of P(6–8).p, P5.p predominantly has a 1° fate, indicating that the

presence of P8.p influences the cell fate decision of P5.p. E, Comparison of

the function of the homeotic gene lin-39 between C. elegans and P. pacificus.

In C. elegans lin-39 mutant animals, the central body region shows a

homeotic transformation, and P(3–8).p fuse with the surrounding

hypodermis like their anterior and posterior lineage homologues. P. pacifi-

cus lin-39mutant animals also show a homeotic transformation and P(5–8).p

die of programmed cell death. If the first function of Cel-lin-39 is rescued by

providing lin-39 under the control of a heat-shock promoter, P(3–8).p have a

3° fate because Cel-lin-39 is required during vulva induction. The first

function of Ppa-lin-39 can be overcome by generating a Ppa-lin-39 Ppa-ced-3

double mutant. Ppa-CED-3 is a general regulator of programmed cell death

and mutations in Ppa-ced-3 result in animals unable to undergo apoptosis.

Such double mutants form a normal vulva indicating that in contrast to Cel-

lin-39, Ppa-lin-39 is not required during vulva induction. The size of the

vulva equivalence group in P. pacificus is regulated by two genes, Ppa-hairy

and Ppa-groucho. Mutations in these genes result in the survival of P(3,4).p,

but not P(1,2,9–11).p. Biochemical studies have shown that Ppa-HAIRY and

Ppa-GROUCHO form a heterodimer that regulates the activity of the Hox

gene Ppa-lin-39. See text for details. X, programmed cell death; F, cell fusion;

D, ectopic vulva differentiation.
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helped in elucidating the molecular mechanisms of evolutionary

change. So far, major differences involve the function of the Hox genes

Ppa-lin-39 and Ppa-mab-5, the basic helix-loop-helix (bHLH) gene Ppa-

hairy and the Wnt signalling genes Ppa-lin-17/Frizzled and Ppa-groucho

(Eizinger and Sommer 1997, Jungblut and Sommer 1998, Sommer et

al. 1998, Zheng et al. 2005, Schlager et al. 2006). In the following, we high-

light three of these functional differences.

Vulva formation is initiated in P. pacificus and C. elegans by the for-

mation of the vulva equivalence group (VEG). Genetic studies in the

1990s have shown that both organisms use the Hox gene lin-39, which

is most similar to the Drosophila genes Scr and Dfd, for the establishment

of the VEG (Clark et al. 1993, Wang et al. 1993, Eizinger and Sommer

1997). Mutations in Cel-lin-39 and Ppa-lin-39 result in the VPCs adopting

the fate of their anterior and posterior lineage homologues. That is, in C.

elegans these cells fuse with the surrounding hypodermis in the L1 stage

and in P. pacificus they undergo programmed cell death (Figure 9.2E).

However, later studies indicated substantial differences with regard to

an additional function of LIN-39 in vulva formation in C. elegans. It has

been shown that Cel-lin-39 is required during the L3 stage in response

to EGF/RAS signalling, and mutants in which the first function of Cel-

lin-39 has been rescued are induction vulvaless (Maloof and Kenyon

1998). Thus, Cel-LIN-39 is actively involved in vulva induction. In con-

trast, Ppa-lin-39; Ppa-ced-3 double mutants, in which cell death no

longer occurs, form a normal vulva indicating that Ppa-LIN-39 is dispen-

sable for vulva induction (Figure 9.2E) (Sommer et al. 1998). This obser-

vation represented the first fundamental difference in a function of a

homologous developmental control gene in nematode development

between different species (Eizinger et al. 1999).

More recent studies have revealed major differences in the signal-

ling systems acting during vulva formation of the two species. The first

mutation with a multivulva phenotype in P. pacificus was originally iso-

lated as ped-7. Positional cloning identified ped-7 to encode Ppa-lin-17,

one of the Frizzled-type Wnt receptors in nematodes (Zheng et al.

2005). Ppa-lin-17/Frizzled shows conserved functions during vulva for-

mation (i.e. the regulation of cell lineage symmetry of the posterior

cell P7.p) as well as divergent functions: in P. pacificus, Ppa-lin-17/Fz is

part of the negative signalling system that counteracts vulva formation.

In contrast, no such negative signalling function is known from C.

elegans.

The most substantial differences so far have been identified by the

molecular cloning of two genes that regulate the size of the VEG in P.
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pacificus. Mutations in two genes result in the survival of P(3,4).p and

expand the size of the VEG in the anterior region. These mutations

have an atavistic phenotype, resembling nearly exactly the pattern

known from C. elegans (Figure 9.2E). Molecular cloning revealed that

one of these two genes encodes for a bHLH-like protein of the HAIRY-

type (Schlager et al. 2006). Further studies revealed that Ppa-HAIRY

forms a heterodimer with the product of the second gene, Ppa-groucho,

which when mutated also causes the survival of P(3,4).p. Ppa-HAIRY

and Ppa-GROUCHO form a heterodimer and Ppa-HAIRY binds to HES-

binding sites in the Ppa-lin-39 promoter. Ppa-lin-39 is up-regulated in

Ppa-hairy mutants, further indicating that Ppa-HAIRY and Ppa-

GROUCHO restrict the size of the VEG in P. pacificus by repressing the

Hox gene Ppa-lin-39. Interestingly, the Ppa-hairy gene does not have a

1:1 orthologue in C. elegans. Thus, a Ppa-HAIRY and Ppa-GROUCHO

module that is absent in C. elegans regulates the size of the VEG in P. paci-

ficus (Schlager et al. 2006). Phylogenetic considerations strongly suggest

that the pattern observed in P. pacificus and all other diplogasterid nema-

todes represents a derived character and that the HAIRY/GROUCHO

module was involved in the evolutionary restriction of the VEG.

E C O L O G Y

Ultimately, the development of organisms has to be studied in the

context of the natural environment, and several recent studies have

pointed towards the importance of ecology in developmental biology

(Gilbert 2001, Dusheck 2002, Herrmann et al. 2006a). In general, little

is known about the ecology of model organisms in developmental

biology. This holds true also for the nematode laboratory organisms, P.

pacificus and C. elegans. For example, the environmental niche of the

model organism C. elegans is largely unknown and it is only recently

that studies have indicated that C. elegans occurs predominantly in

compost heaps (Barrière and Félix 2005, Kiontke and Sudhaus 2005).

We have recently shown that nematodes of the genus Pristionchus live

in close association with scarab beetles and the Colorado potato beetle

in Western Europe and the United States (Herrmann et al. 2006a,b).

Intensive samplings in Europe in 2004 and 2005 generated 371 isolates

that fell into six species, most of which are morphologically indistin-

guishable from one another. The two hermaphroditic species P. entomo-

phagus and P. maupasi accounted for 226 of these 371 (60%) isolates

and occurred on dung beetles and cockchafers, respectively.
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A relationship between nematodes and their hosts, such as seen in

the case of Pristionchus and scarab beetles, has long been known as

‘necromeny’ (Sudhaus 1976). In general, existing types of nematode–

insect associations can be divided into three types (Sudhaus 1976). In

phoresy, nematodes attach themselves to passing insects/invertebrates

for transportation, an interaction that is usually not species-specific

(Kiontke and Sudhaus 2005). For example, C. elegans can occasionally

exhibit phoretic behaviour through unspecific associations with invert-

ebrates. In necromeny, nematodes not only use insects for transport, but

also subsequently as food. This association is much more specific than a

phoretic relationship. Finally, entomopathogenic nematodes are obligate

parasites preying on insects. It has been suggested that necromeny is an

intermediate step preceding true parasitism. In this context it will be

interesting to study the association of Pristionchus with beetles in more

detail to learn more about the pre-adaptations towards parasitism

(Herrmann et al. 2006a).

The Pristionchus–beetle association represents a unique opportu-

nity to couple research in evolutionary developmental biology with

ecology. Some scarab beetles and the Colorado potato beetles can be cul-

tured in the laboratory, and thus the nematode–beetle interaction can be

studied under laboratory conditions. Such studies will be of importance

for understanding many aspects of the biology of the nematode, e.g. the

genetic regulation of dauer formation and olfaction. Ultimately, knowl-

edge of the natural environment of Pristionchus and the development of

nematode cultures under similar conditions will also be of importance

for the analysis of the evolution of developmental processes, because

any adaptation (like the developmental adaptations discussed above)

results from environmental conditions to which organisms are exposed.

M I C RO - E VO L U T I O N

In the long run, the comparison of developmental processes between P.

pacificus and C. elegans will benefit from knowledge of the natural

environment of these nematodes. However, micro-evolutionary studies

are necessary to bridge macro-evolution of development (as represented

by the comparison between P. pacificus and C. elegans) and ecology. To this

end we have initiated micro-evolutionary studies to better understand,

first, the population structure of P. pacificus and second, how develop-

mental characters change among wild isolates.

Sampling efforts by various nematologists throughout the world

and detailed field studies as described above have revealed many
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strains of P. pacificus. However, in contrast to many other Pristionchus

species for which we could identify specific beetle hosts, no strong

beetle association has yet been observed for P. pacificus. Instead,

sampling efforts during the past 10 years have identified more than 15

strains of P. pacificus from several countries in Africa, Asia, Europe and

North America (Srinivasan et al. 2001, Zauner et al. 2007). However, P.

pacificus collections were rare in all samples from Europe, North

America and South Africa. At the same time, the available strains indi-

cate that P. pacificus is a cosmopolitan species and interestingly, P. pacifi-

cus is currently the only species in the genus Pristionchus with such a

worldwide distribution (Figure 9.3).

The availability of multiple strains of P. pacificus from different

countries and continents allows for the initiation of population genetic

investigations. Micro-evolutionary studies can help address many ques-

tions of importance for a comprehensive understanding of the biology

of this organism. Are the strains of P. pacificus in permanent genetic

contact with one another? Do males occur in nature, and is out-crossing

observed in the natural environment? We have started to use mitochon-

drial sequence data for various P. pacificus strains to address these and

related questions. Mitochondrial sequence analysis of more than

3300 bp has shown that the molecular diversity between P. pacificus

strains is much higher than between C. elegans strains (Zauner et al.

2007). At the same time, single stranded conformational polymorphism

analysis and amplified fragment length polymorphism (AFLP) studies of

P. pacificus strains reveal genome-wide linkage disequilibrium indicating

Figure 9.3 Pristionchus pacificus is a cosmopolitan species.
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low out-crossing rates. The highly diversemolecular signatures of P. paci-

ficus strains hint at a long-lasting colonisation of new habitats, likely to

be in association with a beetle host.

Do the different P. pacificus strains also show differences in their

development, i.e. the formation of the vulva? Some of the P. pacificus

strains have been compared with one another and several differences

in developmental properties have been observed. The strain of P. pacificus

that serves as the basis for genetic and molecular studies is PS312 from

Pasadena (California, USA). Mitochondrial sequence data revealed that

this strain is untypical for American isolates of the species. While all

other North American strains fall into a distinct mitochondrial clade,

PS312 from California is more closely related to strains from Poland

(RS106) and Hawaii (JU138). Surprisingly, these molecular signatures

do not correlate with vulva developmental characters. The strongest

difference in vulva development was observed in the strain from

Poland RS106 (Srinivasan et al. 2001). Specifically, the developmental

competence of individual VPCs differs between the strain from Poland

and most of the other investigated strains. For example, if P(6,7).p are

ablated, P5.p will adopt a 2° fate as long as P8.p is present and prevents

P5.p from taking a 1° fate (Figure 9.2D). This result is observed in the

majority of P(6,7).p-ablated animals for the laboratory strain PS312

and most other strains of P. pacificus. However, after similar ablations

in RS106 from Poland, P5.p can have a 1° fate in the majority of the

treated worms (Srinivasan et al. 2001). Considering that AFLP analysis

and mitochondrial haplotype analysis have revealed that PS312 and

RS106 are nearly identical at the molecular level, these developmental

differences suggest that small molecular alterations (mutations),

which have yet to be identified, can account for developmental novelties.

Building on these promising observations, we hope to create a micro-

evolutionary analysis of vulva development between P. pacificus strains

and closely related Pristionchus species.

C O N C L U S I O N S

We have summarised here three different lines of investigation that try

to use the nematode P. pacificus and related species of the same genus for

studies in different areas of evolutionary biology. Genetic and develop-

mental studies of vulva development in P. pacificus, when compared

with the knowledge available from C. elegans, show how developmental

processes change at a macro-evolutionary level and how genetic altera-

tions can create developmental novelty. Studies on the ecology of
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Pristionchus nematodes provide the first indication of what the natural

environment of these organisms looks like. In the long run, such inves-

tigations can help to provide a basis for an understanding of those adap-

tations that in response to the environment have shaped morphological

and developmental patterns that differ between species. And finally,

micro-evolutionary comparisons of different P. pacificus strains might

reveal the actual molecular nature of developmental ‘mutations’ that

ultimately result in novel patterns and structures. We envisage coupling

genetic analysis to environmental studies by testing, for example, vulval

patterning mutants for their effect in the beetle environment rather

than under agar-plate (laboratory) conditions. Also, we plan to test

different isolates from the wild for their genetic and developmental vari-

ations. We hope that by combiningmacroevolutionary, micro-evolution-

ary and ecological studies, we can contribute to amuch-needed synthesis

in evolutionary biology.
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10

When is a Hox gene not a Hox gene? The
importance of gene nomenclature
DAV I D E . K . F E R R I E R

G E N E C L A S S I F I C AT I O N I S A N E S S E N T I A L P R E C U R S O R

TO E VO - D E VO

A sensible classification of developmental control genes and an

understanding of their phylogeny are essential to any endeavour of

molecular evolutionary developmental biology (evo-devo) or compara-

tive genomics, since it is crucial that the structure, expression and func-

tion of orthologous genes are being compared between taxa. This is

particularly true for the homeobox genes, for which there are confusing

and conflicting names and classifications that hinder our investigation

and understanding of their evolution and their role in animal evo-devo

(I will restrict myself here to consideration of animal homeobox

genes). Since these genes are central components of most developmental

processes, are important indicators of major transitions in animal

genome evolution, and are often found to be targets and/or agents of

the evolution of development, then we must continue to improve and

coordinate our classifications of these genes as more data become avail-

able from a greater array of taxa in this age of genomics.

C O NV EN T I O N S

Animal homeobox genes can be divided, on the basis of their sequence

similarities, into two major classes (ANTP and PRD) along with several

minor classes (TALE, LIM, POU, ZF, cut, prox, HNF and SIX; Bürglin

2005, Edvardsen et al. 2005, Holland and Takahashi 2005). It is in the

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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Table 10.1 Homeobox gene families in the ANTP-class.

Human names are taken from the HUGO nomenclaturewebsite (www.gene.ucl.ac.

uk/nomenclature/), with old names and synonyms given in brackets. Drosophila

gene names are taken from Flybase (http://flybase.bio.indiana.edu/), along with

synonyms. The ‘Other animals’ column provides the names of orthologues from

other species that are relevant to the naming of the family. The prefix ‘Amphi’

denotes genes from amphioxus (Branchiostoma floridae), CapI = Capitella I

(polychaeteworm), Csa = Cupiennius salei (spider), Dti = Discocelis tigrina (flatworm),

Gga = Gallus gallus (chicken), Odi = Oikopleura dioica (appendicularian urochordate),

Nve or Nv = Nematostella vectensis (sea anemone), Nvi = Nereis virens (polychaete

worm), Pdu = Platynereis dumerilii (polychaete worm), Pst = Phascolion strombus

(sipunculan worm), Sko = Saccoglossus kowalevskii (hemichordate), Sp =

Strongylocentrotus purpuratus (sea urchin), Tricho (and Ta of NotTa gene) = Trichoplax

adhaerens (placozoan), X or Xl = Xenopus laevis ( frog). Double-headed arrows

demarcate groups and subclasses of gene families. Black represents the Hox and

ParaHox clusters, white is the NK cluster genes (see Luke et al. (2003) and Bürglin

Human (synonyms) Drosophila
(synonyms)

Other animals

Hox1 HOXA1 (HOX1F)
HOXB1 (HOX2I)
HOXD1 (HOX4G)

labial (lab) AmphiHox1,
LsHox1 (Lineus)

Hox2 HOXA2 (HOX1K)
HOXB2 (HOX2H)

proboscipedia (pb) AmphiHox2

Gsx GSH1
GSH2

intermediate
neuroblasts
defective (ind)

AmphiGsx,
PstGsx

Hox3 HOXA3 (HOX1E)
HOXB3 (HOX2G)
HOXD3 (HOX4A)

zerknüllt 1 & 2 
(zen1 & 2)

AmphiHox3,
CsaHox3

Xlox IPF1 (PDX1, IDX1, STF1, MODY4)
-

AmphiXlox,
Xlhbox8,
Lox3 (leech)

Central Hox
(Hox4-8, 
Dfd-abdA)

A4(1D), A5(1C), A6(1B), A7 (1A)
B4(2F), B5(2A), B6(2B), B7(2C), B8(2D)
C4(3E), C5(3D), C6(3C),               C8(3A)
D4(4B),                                           D8(4E)

Deformed(Dfd), Sex 
combs reduced 
(Scr), Antennapedia 
(Antp),
Ultrabithorax (Ubx), 
abdominalA (abdA)

AmphiHox4 – 8

Posterior
Hox
(Hox9+,
AbdB, Post1 
& Post2)

A9(1G),A10(1H), A11(1I), A13(1J)
B9(2E), B13
C9(3B), C10(3I), C11(3H), C12(3F),
C13(3G), D9(4C), D10(4D), D11(4F),
D12(4H),D13(4I)

AbdominalB
(AbdB)

AmphiHox9 – 14,
NviPost-1 & -2

Cdx CDX1
CDX2 (CDX3)
CDX4

caudal (cad) AmphiCdx,
CapI-Cdx

Mox MEOX1 (MOX1)
MEOX2 (MOX2, GAX)

buttonless (btn) AmphiMox,
NveMOXA-D

Evx EVX1,
EVX2

even-skipped (eve) AmphiEvxA & B,
Pdu-eve

Gbx GBX1,
GBX2

unplugged (unpg) AmphiGbx,
Pdu-Gbx

Mnx HLXB9 (HB9) dHB9 AmphiMnx,
NveMNX,
TrichoMnx

En EN1,
EN2

engrailed (en),
invected (inv)

AmphiEn,

Rough - rough (ro) NveROUGH

Dlx DLX1, DLX2 (TES-1), DLX3, DLX4 
(DLX7, DLX8, DLX9, BP1), DLX5, 
DLX6

Distal-less (Dll) AmphiDlx,
NveDLX,
TrichoDlx

Msx MSX1 (HOX7, HYD1),
MSX2 (HOX8, MSH, PFM, CRS2, FPP, 
PFM1)

muscle segment 
homeobox (msh)

AmphiMsx,
NveMSXC & B

NK4/tin NKX2-3 (NKX2.3, NKX2C),
NKX2-5 (NKX2.5, CSX1, CSX, NKX2E),
NKX2-6 (NKX2.6)

tinman (tin)
(msh2, NK-4)

AmphiNK4,
NveNK2-TIN

NK3/bap NKX3-1 (NKX3A, NKX3.1),
BAPX1 (NKX3B, NKX3.2)

bagpipe (bap)
(NK-3)

AmphiNK3,
NveNK3

Lbx LBX1 (HPX-6, LBX1H),
LBX2

ladybird early (lbe),
ladybird late (lbl)

AmphiLbx

Tlx TLX1 (HOX11, TCL3),
TLX2 (HOX11L1, NCX, Enx, Tlx2),
TLX3 (HOX11L2, RNX)

C15
(93Bal, clawless, 
Hox11-311, Ect5)

AmphiTlx

NK1/slou NKX1-1 (HSPX153, SAX1, NKX1.1),
NKX1-2 (NKX1.2, SAX2)

slouch (slou)
(paired-like9, S59, 
NK-1)

AmphiNK1a & b,
NveNK1/NveSLOU
PduNK1

(Cont.)



(2005) for mosquito Msx inclusion); the cross-hatched arrow is the EHGbox cluster

(Pollard and Holland 2000), and the grey arrows are the different versions of the

‘Extended Hox’ subclass: Mox + Evx (Pollard and Holland 2000),

Mox + Evx + Gbx + Mnx + En (Castro and Holland 2003, and

Mox + Evx + Gbx + Mnx + En + Rough + Dlx (proposed here on the basis of

established gene linkages rather than poorly resolved phylogenetic trees, as

described in the text, which now becomes the ‘Hox-linked’ subclass). Lineage

specific genes, such as Nanog (Booth and Holland 2004) and bicoid, are omitted for

simplicity. The name MSXLX has been suggested for the CG15696 family based on

weak phylogenetic support for a sister group relationship with the Msx family in a

Bayesian tree (Ryan et al. 2006). This level of support is low, and so following the

reasoning presented here the MSXLX name is at present not adopted for the

CG15696 family. The subclasses of the ANTP-class that are identified here are thus

(1) Hox + ParaHox, (2) Hox-linked, (3) NK cluster, including NK4/tin, NK3/bap, Tlx,

Lbx, NK1/slou and Msx, with NK5/Hmx potentially joining following closer

examination (Garcia-Fernàndez 2005), and (4) NK-linked. There will be one or two

families of the ANTP-class that fall outside these subclass definitions that will be

clarified by analysis of further genomes. Such families would then also be

categorised as subclasses.

Hex HHEX (PRHX, HEX, HOX11L-PEN) CG705 6/RT01131p OdiHex, NveHEX

NK5/Hmx HMX1 (H6),
HMX2 (Nkx5-2, H6L),
HMX3 (Nkx5-1)

Hmx
(H6-like homeobox, 
CG5832)

SpHmx,
TrichoHmx

NK6 NKX6-1 (Nnk6.1, NKX6A),
NKX6-2 (NKX6.1, NKX6B, GTX),
NKX6-3

HGTX
(Nk6, Nkx6, 
CG13475, CG4745)

NveNK6

NK7 -
N K7.1
(CG8524)

DtiNK7
NveNK7

Hlx HLX1 (HB24) H2.0
(CG11607)

NveHLXA-G

Emx EMX1,
EMX2,
EMX2OS (=opposite strand)

empty spiracles 
(ems),
E5 (CG9930)

SkoEmx,
AmphiEmxA & B,
NveEMXA & B

Dbx DBX1,
DBX2 (FLJ16139)

CG12361 SkoDbx

BarH BARHL1,
BARHL2

B-H1 (BarH1),
B -H2 (BarH2)

SkoBarH

BarX BARX1,
BARX2

-
OdiBarX

Bsx LOC390259 brain -specific 
homeobox (bsh)
(Bashed (Bsh))

GgaBsx

Vent VENTX (VENTX2, HPX42B),
(pseudogenes VENTXP1-7 include 
VENTX1/HPX42)

-
Xvent2(Vox, Xbr-
1a),
AmphiVent1 & 2

Vax VAX1,
VAX2 (DRES93)

-
SkoVax

NK2 NKX2-2 (NKX2.2, NKX2B),
NKX2-4 (NKX2.4, NKX2D),
NKX2-8 (NKX2.8, NKX2H, NKX2-9),
TITF1 (NKX2A, Nkx2.1, TTF-1, BCH, 
            BHC, TEBP)

ventral nervous 
system defective 
(vnd)
(NK -2)

AmphiNK2-2 
& 2-1,

Not NOTO CG18599  Xnot, NotTa

CG13424 -
CG13424 Nve13424A & B

CG15696 -
CG15696 Nv046 & Nv066

CG34031 -
CG34031 SpCG34031

CG11085 -
CG11085 SpCG11085

Human
(synonyms)

Drosophila
(synonyms)

Other animals

Table 10.1 (cont.)



ANTP-class that most confusion and discrepancy exists, and so I shall

concentrate on this class and attempt to resolve at least some of the

confusion. The classification of the groups of homeobox genes that I

will use here broadly follows those of Wada et al. (2003), Edvardsen et

al. (2005), Booth and Holland (2007) and Ryan et al. (2006), with a

group of orthologous genes being a family, e.g. the Msx family, and

the major distinctive groups of animal homeobox genes being classes,

e.g. PRD class, and then the term ‘subclass’ being reserved for an

intermediate grouping of several families within a class, e.g. the NKL

subclass.

This classification of homeobox genes, which is based upon

molecular phylogenies and sequence similarities, is very robust at the

family level for the majority of gene families (e.g. Hox1/lab, Dlx or

Evx), across the animal kingdom (Gauchat et al. 2000, Bürglin 2005,

Holland and Takahashi 2005). Orthologous genes can usually be recog-

nised even between cnidarians and humans or flies, despite their

lineages having diverged over 550 million years ago. There are of

course exceptions due to lineage-specific mutation rate elevations, and

lineage-specific duplications or losses, which I will come to later. On

the whole, however, each homeobox family is united by high support

values in phylogenetic trees (e.g. Kamm and Schierwater 2006, Ryan et

al. 2006). The families of the ANTP-class and their members from

humans and flies, with a few other selected representatives, are given

in Table 10.1.

With this clarity of the family-level phylogeny, and the increasing

availability of whole genome sequences from around the animal

kingdom, our understanding of complete homeobox complements

from several animals, and hence lineage-specific gene gains and losses,

is improving. Importantly, the possibility of having every homeobox

gene from a particular animal means that the uncertainty of whether

a particular orthologue has been missed or not is largely eliminated,

provided the genome sequencing has been done to sufficient coverage,

the assembly is sound, and enough care has been taken with

thoroughly searching for all homeobox genes so that problems with

inadequate computational gene prediction algorithms are overcome.

This last point is clearly illustrated by the different analyses of one of

the most carefully sequenced and analysed genomes of all, that of

humans. The initial predictions of numbers of homeobox genes were

160 and 267 (Venter et al. 2001, Lander et al. 2001, respectively). Both

are wrong, and careful searching and analysis actually reveals 235
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homeobox-containing genes in the euchromatin of the human genome,

of which 100 are in the ANTP-class (Anne Booth, Peter Holland and

Elspeth Bruford, personal communication).

P RO B L EM S , A ND SOME S O L U T I ON S

Armed with these large, comprehensive datasets we are now in a pos-

ition to agree on the nomenclature of homeobox families on a sound,

phylogenetically driven basis. This should overcome the inevitable pro-

blems generated by orthologous genes, or even the same gene, being

given a multitude of different names because of different laboratory tra-

ditions or biases (Table 10.1).What cannot be overcome is the problem of

different names caused by taxon-specific conventions, e.g. mutant-based

names in Drosophila, three-letter and number conventions in nematodes,

and acronyms in mammals. But these different taxon conventions can

easily be accommodated once a gene from any particular animal is

given just a single recognised name.

Ideally this nomenclature convention should be extended

throughout a phylum. A convention that is rapidly gaining acceptance,

at least in animals for which an alternative convention has not already

been established, is naming genes with three letters that denote the

species (the first capital letter being the first letter of the genus name,

and the following two lower-case letters being the first two letters of

the species name) followed by the gene name, which is deduced from

phylogenetic analysis and sequence similarity (e.g. de Rosa et al. 1999).

The Drosophila melanogaster labial gene thus becomes Dmelab whilst the

Tribolium castaneum labial gene is Tcalab.

Difficulty arises when the gene phylogeny is not well resolved, as

can occur when genes are isolated from a new taxon that is phylogeneti-

cally divergent from previously sampled animals, or the newly sampled

taxon is ‘long-branch’ with rapidly evolving sequences. This problem is

prevalent in the nematode Caenorhabditis elegans, and is illustrated by the

changing views on the affinity of the C. elegans Hox genes. The gene egl-5

was originally designated as the Posterior Hox gene of C. elegans, and

hence orthologous to the AbdB gene of flies and the Hox9+ genes of chor-

dates (Bürglin 1994). The classification of this gene, based on phyloge-

nies, was never particularly robust, but was accepted because egl-5 was

the closest thing to a Posterior Hox gene known from nematodes at

that time. Two further Hox genes were subsequently found during the

whole genome sequencing of C. elegans, php-3 and nob-1, which had
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greater similarity to Posterior Hox genes (Van Auken et al. 2000). Now

views are appearing that have usurped egl-5 from its designation as a Pos-

terior Hox gene, and pushed it towards a Central Hox gene. However,

such ‘shoe-horning’ of the gene is not done with great conviction,

owing to the poorly resolved phylogenies of the genes (de Rosa et al.

1999, Bürglin 2005).

To avoid gene-naming difficulties such as two species with the

same three-letter abbreviation, the homeobox community could adopt

some form of hierarchical system, with precedence being given to the

first species code used. Also, when phylogenies are poorly resolved, or

interpreted in different ways by different authors, the community

would need to adopt a set of ‘rules’ in which a particular level of phylo-

genetic resolution (with agreed forms of phylogeny building) is taken as

warranting classification as a family member unless further lines of evi-

dence (see below) justify otherwise. Incidentally these regions of phylo-

genetic ambiguity are often where some of the most interesting

biology exists, which we can more easily focus on if clearer gene nomen-

clature reduces ambiguities and confusion.

A further gene classification problem can arise when there have

been lineage-specific duplications, divergences and even gene losses.

Further taxon sampling can often help to resolve such classification pro-

blems, effectively breaking the long branches in the molecular phyloge-

nies of difficult-to-classify genes. This has proven to be the case for the

zerknüllt (zen) and bicoid (bcd) genes of flies. These genes are in the Hox

cluster of drosophilids between the group 2 Hox gene, proboscipedia,

and the group 4 Hox gene, Deformed. On the basis of their genomic

location they were thought to have probably been derived from a

Hox3 gene. However, in phylogenetic trees the zen and bcd genes did

not group robustly with the Hox3 genes available at the time. Only

once other arthropod taxa were sampled, such as beetles and grasshop-

pers, and more basal lineages of flies than Drosophila, did stronger phylo-

genetic signals start to appear (Falciani et al. 1996, Stauber et al. 1999).

The conclusion that insect zen and bcd genes are derived from Hox3,

zen by sequence divergence and bcd via subsequent duplication and

further divergence, is further supported when combined with the

observations that the expression of the arthropod Hox3 genes can be

seen to have evolved from a typical Hox-like expression (restricted

along the anterior–posterior axis) into the derived role of the zen genes

in extra-embryonic membrane and dorsal–ventral patterning, followed

by the origin of bcd and its role as a maternal morphogen in fly
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anterior–posterior axis patterning (Damen and Tautz 1998, Telford and

Thomas 1998, Stauber et al. 1999).

The zen/bcd example illustrates another important source of

information that can be used to supplement phylogenetic information

when attempting to classify homeobox genes, namely the genomic

location. Regions of synteny can be analysed, and are particularly

useful if the syntenic regions do not merely contain orthologous gene

neighbours, but also conserve these genes in the same order along the

chromosome. In the case of the zen/bcd example these genes are in the

location of the Hox3 gene, in between the insect versions of Hox2 and

Hox4. The resolution of homeobox evolutionary patterns can also be

aided by synteny analysis of neighbouring genes other than homeobox

genes as well. Examples of this have been the resolution of vertebrate

ParaHox gene clusters evolving by whole cluster duplication, followed

by some gene losses (Brooke et al. 1998, Coulier et al. 2000, Ferrier et al.

2005, Mulley et al. 2006), or the cryptic orthology of the TPRX1 and

TPRX2P genes of humans to the Obox genes of mice (Booth and

Holland 2007). So, although homeobox phylogenies are immensely

valuable in understanding gene orthologies, they sometimes need to

be supplemented. Other useful sources of information come from

conservation of other domains outside of the homeodomain (Bürglin

2005), or with further taxon sampling, information on genomic location

and expression data.

There are one or two other families from the list in Table 10.1 that

also suffer from some ambiguities at present, which are confounded by

poorly resolved phylogenies and inconsistent or confusing nomencla-

ture. The NK2 and NK4/tin genes are one important example, which

can clearly be resolved once gene expression and genomic location are

also taken into account. Unfortunately the names of the NK4/tin genes

of humans are NKX2-3, NKX2-5 and NKX2-6, whilst the NK2 genes

proper are NKX2-2, NKX2-4 and NKX2-8 (along with TITF1-2 which has

bizarrely escaped the NKX2-X nomenclature theme). These NK4/tin and

NK2 genes do indeed group together on phylogenies, suggesting that

the two groups are sister groups, or a single multi-gene family if phylo-

geny alone is used (e.g. Ryan et al. 2006). However, the genomic location

of the NK4/tin genes in the NK cluster of flies and mosquitoes and their

tight linkage with the NK3/bap orthologues in chordates as well (Luke

et al. 2003) (including their conserved role in ‘heart’ development;

Harvey 1996), indicates that the NK4/tin and NK2 groups are distinct

families. Following the logic that the genomic location is of prime
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importance in the classification of these two particular groups of genes,

the genomic position of a sea anemone (Nematostella vectensis) NK4/NK2-

like gene next to an NK3/bap gene permitted its identification as the

Nematostella NK4/tin orthologue (Chourrout et al. 2006).

H OX - L I K E A ND N K - L I K E S U B C L A S S E S : A R E TH E N AME S

M I S L E A D I N G ?

Despite the lack of phylogenetic resolution between the families of the

ANTP-class, the families are usually divided into the Hox-like subclass

and NK-like (or NKL) subclass (Bürglin 2005, Holland and Takahashi

2005). At the broad scale this can be useful, but there is a serious

problem with regards to reconstructing the relationships between

these different homeobox families. The support values at the nodes

that might define the divergence patterns between different homeobox

families are almost always very poorly resolved, and so will usually be

collapsed if standard molecular phylogenetic ‘rules’ are applied (such

as collapsing or ignoring Neighbour-Joining nodes with less than 70%

bootstrap support). When drawing homeobox trees, however, most

workers tend to be more liberal, and avoid collapsing poorly supported

nodes. Whilst this may be said to be invalid on strict molecular phylo-

genetic grounds, there is nevertheless some justification for taking

this liberal approach when genomic organisation of the genes is also con-

sidered. For example, Mox is a ‘Hox-like’ gene that also is relatively

closely linked to the Hox cluster genes in chordate genomes (Minguillón

and Garcia-Fernàndez 2003).

Other ‘Hox-like’ genes have been designated by several authors as

Evx, Mnx, Gbx and possibly En, and have been distinguished as the

‘Extended Hox’ genes by Pollard and Holland (2000) (who distinguish

En, Gbx and Mnx as the EHGbox genes), and Castro and Holland (2003)

(who dispense with the EHGbox classification) (Table 10.1), although

Bürglin (2005) instead classifies Gbx and Mnx as NKL genes. However,

the phylogenetic support for such a distinction is weak, or even

absent, and Evx genes sometimes relocate away from the Hox cluster

genes into the so-called NKL genes in phylogenetic trees (Gauchat et al.

2000, Kamm and Schierwater 2006), and En remains so ambiguously

placed in the phylogenetic trees that Bürglin (2005) groups it with

neither the ‘Hox-like’ genes nor the NKL genes. It is the genomic

locations of these genes (Evx, Mox, En, Mnx and Gbx) that has warranted

their classification as Hox-like or Extended-Hox genes. This logic,
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however, creates a problem when we consider the Mega-homeobox

cluster hypothesis.

T H E A N C E S T R A L M EG A - H OM EO B OX C L U S T E R : FA C T O R F I C T I O N ,

AND HOW W I L L WE KNOW?

One of the most pervasive and appealing ideas with regards to animal

homeobox evolution is the hypothesis that ancestrally the Hox-like

and NKL genes were clustered in a Mega-homeobox cluster, which

has subsequently been largely dispersed by inversions and trans-

locations in extant lineages (Pollard and Holland 2000; reviewed in

Garcia-Fernàndez 2005, and summarised in Figure 10.1). This hypothesis

arises from the important deduction that these homeobox genes

predominantly originate by tandem duplications. Whilst non-tandem

forms of gene duplication clearly are possible, they are much rarer

than tandem duplications. Such evolution by tandem duplication has

led to genes which group together in phylogenetic trees, such as the

ANTP-class, tending to be genomically linked. This linkage does not

have to be tight anymore, owing to the prevalence of inversions that dis-

sociate genes along a chromosome unless there is a functional reason for

them to remain clustered, e.g. the Hox genes. Nevertheless, pooling

linkage data from several taxa, and following the reasoning that a

tight association of two homeobox genes is more likely to reflect an

ancestral tight linkage rather than a chance coming together along a

particular lineage, allowed the reconstruction of larger arrays of homeo-

box genes and a hypothetical ancestral Mega-homeobox cluster (Pollard

and Holland 2000).

The key gene in this hypothesis is Dlx. Dlx is classified as an NKL

gene because of its location (with weak support) in phylogenetic trees,

but it is genomically linked to the Hox cluster of chordates. However,

as is the case for all of the ‘NKL’ genes, the divergence patterns for the

families cannot be robustly resolved (Ryan et al. 2006, Kamm and Schier-

water 2006). So can we really exclude the possibility that Dlx is not an

NKL gene after all, but a Hox-like gene, whose sequence divergence is

comparable to the Evx, Mnx or Gbx families, so that it cannot be

placed reliably in molecular phylogenies?

The NKL gene Msx was originally thought to also provide evidence

for Hox-NKL clustering, but this would have required breakage of the

linkage after the genome duplications at the origin of the vertebrates

(to accommodate two different break-points, between Dlx-Msx and
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Figure 10.1 The diversity of the Hox-linked and NK-linked genes was

already established early in animal evolution, but were the genes linked in

a Mega-homeobox cluster or not? Conventionally a distinction has been

made between Hox-like and NK-like (NKL) genes in the ANTP-class.

However, the boundary between these two groups is very fuzzy, with

poorly resolved molecular phylogenetic trees of homeodomain sequences.

The coloration used here instead emphasises the gene linkage patterns

discernable in chordates (particularly amphioxus), rather than the tra-

ditional Hox-like/NKL division (see text and Table 10.1 for further discus-

sion). Black ovals represent genes linked to the Hox genes (‘Hox-linked’)

and the Hox genes themselves, and white denotes genes linked to the NK

cluster (‘NK-linked’) and the NK cluster itself (or its broken remains in

chordates). Trox2 is bracketed because its orthology with bilaterian genes is

at present debated ( Jakob et al. 2004, Ferrier 2006). Engrailed (En) is

bracketed because it has not yet been found in a non-bilaterian animal, and

so its presence on the baseline of the mega-homeobox array is purely

conjectural (Ryan et al. 2006). En may instead have been a bilaterian

innovation. Horizontal lines denote established genomic linkage, apart

from in the hypothetical Mega-homeobox array and the Proto-Hox-linked

and Proto-NK-linked genes, which remain to be established by further

comparative genomics from the animal lineages outlined here. The dotted

lines connecting the Placozoa and Porifera to the trunk of the phylogeny

reflect the uncertainty over their origin in relation to the full array

of the Mega cluster genes. Gene order and the numbers of Hox-linked and
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Msx-NKL) (Pollard and Holland 2000). However, the Msx4 gene (now

called MSX2P; Genbank accession NR_002307) that is linked to the

HOXB cluster in humans is a processed pseudogene, and has been dis-

missed as useless for reconstructing ancestral linkage patterns (Castro

and Holland 2003). It is still intriguing, however, that of all of the

places in the genome that an Msx processed pseudogene could jump

into, it should happen to land right next to a Hox cluster, within 10 Mb.

The Mega-homeobox cluster hypothesis thus hangs in the balance,

on some poorly resolved molecular phylogenies. How could the veracity

(or not) of the hypothesis be resolved? The discovery of Dlx linkage with

other NKL genes, or preferably with an NK cluster, would be one source

of evidence. Similarly the clustering or linkage of other supposed NKL

genes with the Extended Hox genes would provide another major line

of evidence in support of the Mega-homeobox cluster hypothesis.

We naturally assume that when we find genes tightly linked

together over large phylogenetic distances (between phyla) then it

must be significant. Surely after 550 million years on two or even

three lineages, if the genes did not have to be together in order to func-

tion, then they would have been broken apart by now by inversions and

other genomic rearrangements. This is indeed reasonable when inver-

sion rates are considered, although there is the caveat that inversion

Fig. 10.1 (cont.) NK-linked genes shown in the hypothetical ancestral array

(s) are not of significance in this figure. There are more Hox-linked and NK-

linked genes than those shown. Clear gaps along horizontal lines denote

lack of linkage, whilst gaps with question marks denote unresolved

linkage. The Nematostella ‘NK cluster’ consists of at least NK4/tin and NK3/

bap (Chourrout et al. 2006). The protostome gene linkage has been left

blank because the linkages in Drosophila are of dubious comparative rel-

evance in the present context, owing to the low number of chromosomes in

the fly, and hence the greatly increased likelihood that two genes can be

linked ‘by chance’ rather than by the deep ancestral linkages being dis-

cussed here. The gene linkages from nematodes are not used either, owing

to the extreme shuffling of the nematode genome (Coghlan and Wolfe

2002), and small genome size coupled with low chromosome number. The

ancestral ProtoANTP gene duplicated to give rise to the ancestors of the

Hox-linked and NK-linked genes. Whether this duplication event was

tandem or not is crucial to whether the Mega-homeobox cluster existed, or

was divided between the Hox-linked and NK-linked genes right from this

earliest stage by a rare non-tandem duplication.
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rates are known for only a few animal taxa, and those are often from

lineages that are known, or suspected, to have experienced elevated

levels of genomic rearrangements (e.g. Drosophila, nematodes) (Ranz

et al. 2001, Coghlan and Wolfe 2002). An understanding of inversion

rates from a wider diversity of animal taxa is desirable, and may be

obtainable with further genomic sequencing from around the animal

kingdom rather than from just within groups close to already estab-

lished model systems such as vertebrates, nematodes and insects.

An important form of genomic rearrangement, in addition to

inversion, is translocation. This is important in the context of homeobox

gene evolution in view of the Mega-homeobox cluster hypothesis. Chor-

dates possess a ‘Hox’ chromosome, a ‘ParaHox’ chromosome and a ‘NKL’

chromosome, typified by the cephalochordate amphioxus (Branchiostoma

floridae) and neglecting the paralogy in vertebrates due to whole genome

duplication events (Castro and Holland 2003). Focusing on the Hox-like/

NKL split, and ignoring the dispersion of the constituent genes along the

respective chromosomes by the supposed relatively high rates of inver-

sions, there has only been one major translocation that has broken the

ancestral Mega-homeobox chromosome in the lineage leading to chor-

dates (the moot point of whether the ProtoHox duplication into the

Hox and ParaHox clusters was tandem or not is not discussed here;

Minguillón and Garcia-Fernàndez 2003). Does this mean that the trans-

location and break of theMega cluster was close to the origin of the chor-

dates? Cnidarians have most of the Mega cluster genes, and sponges also

have NKL genes, so expansion by tandem duplications was well under

way and may well have largely happened right at the base of the

animal kingdom (for reasoning see Garcia-Fernàndez 2005). Are the

rates of translocations so low that the Mega cluster could have arisen

at the base of the animals, been scattered along the particular parent

chromosome and simply not been split apart owing to genomic evol-

utionary inertia until the origin of the chordates? Therefore what is

the genomic arrangement of these Mega cluster genes in other lineages,

the protostomes and the diploblasts? Also, how frequently do transloca-

tions occur? Can we find evidence of the Mega cluster being split in a

different position? Would we expect Dlx to be the closest NKL gene to

the Hox genes before translocation in poriferan lineages (if sponges

have/had Hox genes), and the cnidarian and ctenophore lineages, or

the acoelomorph and protostome lineages?

The flip-side to breakage of gene arrays by translocations is the

coming together of genes by chromosome fusions. How frequently
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have chromosome fusions occurred during animal evolution? This is an

essential consideration when examining gene linkage patterns in the

context of the Mega cluster hypothesis, and is most clearly highlighted

by the fact that most of the NKL and Hox-like genes are on the same

chromosome in the fruit fly Drosophila (Castro and Holland 2003). This

linkage cannot be used as support for the hypothesis, however, since

the fruit fly has only four chromosomes, and so it is highly likely that

gene linkage patterns can have arisen just by chance (note we are

talking about mere linkage in this context and not tight linkage or clus-

tering). The linkage of Drosophila NKL and Hox-like genes is thus quite

possibly secondary. This Drosophila situation of course highlights a

further complication when assessing the Mega-homeobox cluster

hypothesis. How prevalent was chromosome fusion (followed by inver-

sions) and then fission in different lineages, thus clouding our views

of how likely it is that gene linkages can have evolved by chance?

Synteny comparisons (not just restricted to homeobox genes) across

phyla will reveal these parameters as more taxa are sequenced, and it

is hoped that genome projects will proliferate in lineages that have

‘normal’ genomes, rather than specialised, derived, shrunken,

rearranged organisations, so that we can reconstruct genomes that

were in existence over 550 mya.

Consequently, in order to put the Mega-homeobox cluster hypoth-

esis into context, we need a better understanding of the rates of genome

rearrangements, including inversions, translocations, chromosome

fusions and fissions, all in the context of the ancestry of different

animal lineages. Did the ancestors at the points A–D of Figure 10.1

have very few chromosomes, or many? How has chromosome number

changed along the branches diverging from these ancestors, and how

often do lineages include drastic decreases in chromosome number

and then secondary increases due to chromosome break-up? What are

the rates of translocation, and therefore, given the dispersal of a gene

cluster along a chromosome by the inversions that are known to occur

relatively frequently, how frequently might we expect this ancestral

homeobox chromosome to be broken apart in different ways or even

secondarily linked together again?

AN A LT E R N AT I V E : H OX - L I N K E D AND NK - L I N K E D

What is the alternative to the Mega-homeobox cluster? The genes clearly

evolved predominantly by tandem duplication, but could have been
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scattered around the genome by translocations whilst these duplications

were in progress. Or there may have been one or two basal non-tandem

duplications, such as the types associated with transposable elements or

repetitive sequences leading to non-homologous recombination during

meiosis. Both of these modes are much rarer than tandem duplications,

and if the origin of animal homeobox genes was via an explosive radi-

ation of duplications, then there was simply not enough time for

many non-tandem rearrangements to occur before the full(ish) comp-

lement of ANTP-class genes arose. Kamm and Schierwater (2006) and

Ryan et al. (2006) show that all of the major homeobox families are

already there by the origin of the Cnidaria. Therefore sponge data will

be interesting, to gauge just how basally all of these families existed

and gauge the extent of the homeobox explosion at the origin of the

animals (Gauchat et al. 2000, Garcia-Fernàndez 2005).

An important first step in this endeavour has been made by the

analysis of the ANTP-class homeobox complement in the whole

genome sequence of the sponge Amphimedon queenslandica, which con-

tains clustered NKL genes but seems to lack Hox and Hox-related

genes (Larroux et al. 2007).

Trichoplax might be another interesting basal animal genome, but

early indications of homeobox content are of a low number of genes that

still classify robustly with established homeobox families (Monteiro et al.

2006). Correlated with a low density of genes, this is suggestive of exten-

sive gene loss, which corresponds to the simple morphology of Tricho-

plax. The alternative possibility, that the Trichoplax homeobox genes

are in fact descended from the ancestral genes of multiple homeobox

families, requires that the evolution of these genes is occurring via an

unusual mode, which will confound attempts to distinguish gene loss

from an ancestral gene-poor condition; see Ferrier’s (2006) ‘Trox-2’

model of gene evolution, and Jakob et al. (2004).

Alternatively, Dlx is not an NKL gene but another Extended Hox

gene, and the Hox-like and NKL subclasses were never together, the foun-

ders of each subclass having arisen by one rare non-tandem duplication

event (Figure 10.1). Larger-scale synteny analyses than are currently

available in diploblasts such as Nematostella may help (Chourrout et al.

2006), as long as the chromosome number of the animal is higher

than that of Drosophila, so that non-relevant, chance linkages are

not prevalent.

Is the Hox-like and NKL terminology valid and useful, or mislead-

ing? It is useful if it alerts us to possibilities of classifying NKL genes with

Hox-like genes, e.g. Dlx, but misleading if Dlx is not an NKL gene after
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all. Therefore we need to examine linkage and clustering patterns with

detachment from the Hox-like and NKL terminology, and perhaps base

our terminology more on genomic organisation rather than poorly

resolved phylogenies. A better terminology than the Hox-like and NK-

like designations would thus be Hox-linked and NK-linked (Hox and

NK here denoting the genes of the Hox and NK clusters) (Figure 10.1

and Table 10.1).

S O WHAT I S A HOX G EN E ?

From the preceding discussion, along with Table 10.1, we can now

return to the original question: when is a Hox gene not a Hox gene?

There are several relatively straightforward answers to this question,

such as when it is instead a ParaHox gene, or a ProtoHox gene (Brooke

et al. 1998, Ferrier and Holland 2001), or even a Hox-like or Hox-linked

gene (as discussed above), and when it is derived from a Hox gene but

has become something else such as a segmentation gene like Drosophila

fushi-tarazu (ftz) (Dawes et al. 1994, Damen 2002), an anterior–posterior

determinant such as bcd (Stauber et al. 1999), or a dorso-ventral pattern-

ing gene such as zen (Falciani et al. 1996). The Hox genes are thus a para-

phyletic group of genes, with the ‘derived Hox genes’ evolving from

within the Hox genes proper, just as reptiles are paraphyletic when

the birds are classified as a distinct group. Such distinctions (such as

saying Drosophila ftz is not a Hox gene, or a bird is not a reptile), whilst

not strictly following the phylogeny of the genes or organisms, are

nevertheless extremely useful in an evolutionary context since they

highlight a significant evolutionary transition. Finally, a Hox gene is

not a Hox gene when it is an NK gene such as Tlx or Hex, whose old

names of Hox11 and Hox11L-PEN really must be retired from use.

The other side to the question is what is a Hox gene? Clustering

and collinearity are often implicit assumptions within Hox gene

research, and form part of a Hox gene definition for many (Scott 1993,

Kamm et al. 2006). There are now, however, an increasing number of

examples of genes which people would still want to call Hox, but

which are neither collinear nor clustered (reviewed in Monteiro and

Ferrier 2006). It is thus clear that we must be more cautious when

assuming clustering (and collinearity) in investigations of Hox genes

without explicitly testing for it.

Given this relatively frequent occurrence of non-clustering of sup-

posed Hox genes, along with the occurrence of some genes that are

derived from Hox genes remaining within the cluster, but are no
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longer true Hox genes (e.g. ftz, zen, bcd), then it is clear that sequence

similarity must be combined with genomic data as well as gene

expression data before a gene can reliably be called a Hox gene. The hier-

archy in importance of these different sources of data is sequence simi-

larity, which can reveal where a gene evolved from even if it is no longer

a true Hox gene, followed by expression data, which should reveal a

potential role in axial patterning, followed by genomic linkage data to

resolve ambiguous assignments and test for gene order and collinearity.

The contentious issue of whether cnidarians possess Hox and ParaHox

genes or not (Kamm et al. 2006) provides a recent example of the import-

ance of genomic linkage data. Gene linkage data has unambiguously

shown the existence of two gene clusters in the sea anemone Nematos-

tella, one of which has greater sequence similarities to the bilaterian

Hox genes, whilst the second cluster has genes with greater similarities

to the ParaHox genes of bilaterians, even though the specific orthologies

of some of the individual genes remains ambiguous (Chourrout et al.

2006, Ryan et al. 2007).

Hox genes then do not have to be clustered, but they are certainly

derived from clustered genes in all cases, and they must be expressed in

a coordinated axially restricted or staggered fashion to distinguish

them from Hox-derived non-Hox genes. The genomic context in which

this system evolved remains to be resolved. The clear classification of

homeobox genes, such as the Hox genes, is essential in order to

accurately formulate hypotheses on how the genes evolved (e.g. within

a Mega-homeobox cluster or not) and how they have contributed to

the evolution of the animal kingdom.
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11

Plants are used to having identity crises
RO L F R U T I S H AU S E R , V A L E N T I N G RO B AND E V E L I N P F E I F E R

Macroscopic nature is never really anomalous. Abnormalities, like other

exceptional cases, at least show incontestably, what the plants can do.

Arber 1950: 6

However, regardless of how much faith one has in anatomical definitions,

they should not be taken as more than a means of communication prior to

subsequent genetic analysis.

Scheres et al. 1996: 963

Truth, except as a figure of speech, does not exist in empirical science.

Brower 2000: 18

I N T RODU C T I O N

Our green and living world is a continuum in space and time. This

view is well expressed in the ‘continuum model’ proposed by botanists

and biophilosophers such as Arber (1950) and Sattler (1996). As an

opposite view we may accept the green world around us as consisting

of discrete units on several hierarchical levels. This view is called

here the ‘discontinuum model’ or the ‘classical model’ because it has

been the predominant view in biological textbooks for decades. Branch-

ing and repetition of developmental units (e.g. cells, meristems,

modules, leaves, phytomers) are omnipresent as developmental

processes in multicellular plants. These processes resemble the

process of segmentation in various metazoan phyla, also occasionally

leading to fuzzy borderlines between consecutive developmental units

(Minelli and Fusco 2004, Prusinkiewicz 2004, Rutishauser and Moline

2005). Perspectivists studying plants accept structural and developmen-

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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tal categories such as cells, meristems, modules, leaves and phytomers

as mind-born, simplified concepts reflecting certain aspects of the

structural diversity (Sattler and Rutishauser 1990, Hay and Mabberley

1994). The best choice is to combine the heuristic advantages of both

the continuum and the classical model by accepting the living world

(especially the green one) as a heterogeneous continuum where

typical forms are more frequent than intermediate ones. The

present chapter focuses on unusual plant forms outside or beyond

the geneticist’s lab.

Classical model

A striking feature of vascular plants (i.e. seed-plants and ferns) is their

apparent morphological simplicity. During the life cycle of a typical

flowering plant, only three vegetative organ systems (leaves,

stems and roots) and four reproductive organ systems (sepals, petals,

stamens and carpels) are formed (Sattler 1996, Soltis et al. 2005,

Endress 2006). According to the classical model the various structural

categories are crisp sets, perfectly excluding each other. For

example, for a clear leaf–stem distinction the relative position of an

organ is taken as the most useful criterion (Rutishauser and Moline

2005).

Continuum model

Developmental geneticists (e.g. Tsukaya 1995, Jackson 1996, Sinha

1999, Hofer et al. 2001) have pointed to the fact that some vascular

plants transcend the classical model. The continuum model accepts

the same organ systems as the classical model, but allows them to

have fuzzy (blurred) borderlines and intermediates, as described by,

for example, Sattler and Jeune (1992) and Lacroix et al. (2003). This

approach coincides with the fractal paradigm in that the whole is

repeated in the parts to some extent, or the holographic structure

where the whole can be retrieved from a part of it (Sattler 2001). For

example, the continuum model accepts developmental mosaics of

plant organs and mixed homologies between root, shoot (including

stem), leaf and their parts (Rutishauser 1995, 1999, Sattler 1996,

Baum and Donoghue 2002, Hawkins 2002). Developmental mosaics

can be defined by giving equal weight to both the position criterion

and the criterion of linkage through intermediate forms (Rutishauser

and Moline 2005).
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Organ identity

An organ in multicellular animals and plants is a part of a living organ-

ism with a certain set of functions besides its positional and construc-

tional characters. In the context of plant developmental genetics

‘organ identity’ means the developmental fate of an uncommitted pri-

mordium. This term is used in zoology (e.g. Blochlinger et al. 1991) and

botany as well. ‘Organ identities’ can be defined by morphological cri-

teria and by their gene expression pattern, including organ identity

genes that sculpt, for instance, the structure of angiospermous

flowers (Yu et al. 1999, Soltis et al. 2005, Theissen 2005, Endress 2006,

Jaramillo and Kramer 2007). The ‘organ identity’ concept is closely

related to the concept of ‘homology’; both have multiple and some-

times conflicting meanings, as reviewed by Sattler (1994), Bock and

Cardew (1999), Brower (2000), Rutishauser and Moline (2005), and

Theissen (2005). ‘Organ identity’ as a concept is also used outside the

reproductive zone. The vegetative body of vascular plants thus shows

primordia that are committed during early development to take over

organ identities such as ‘leaf identity’ or ‘root identity’. Acquisition

of organ identity often happens progressively rather than at once

(Sylvester et al. 1996, Bey et al. 2004). In some ferns and aberrant flower-

ing plants (‘morphological misfits’) such as Utricularia the commitment

of a primordium (meristematic area) to become a ‘leaf ’ or ‘shoot’

(including ‘stem’) can be considerably delayed (Steeves et al. 1993,

Rutishauser and Isler 2001).

MU L T I C E L L U L A R P L AN T S H AV I N G I D E N T I T Y C R I S E S O N

VA R I O U S L E V E L S

The concept of an identity crisis is better known in psychology and soci-

ology where it describes a condition of disorientation and role con-

fusion as a result of conflicting pressures and expectations. Within

the past few years the term ‘identity crisis’ has been adopted by devel-

opmental geneticists (Elledge 1996, Geuten et al. 2006, Lugassi et al.

2006). They have started to understand pattern repetition (reiteration)

better at different levels of structural complexity. Multicellular plants

such as angiosperms are used to having identity crises on various

levels, from cells to meristems and organs and even beyond. Identity

crises, however, are not the problem of the plants, but of our

inadequate thinking and concepts.
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Cell identity crisis

Cells in multicellular organisms acquire different identities in an

ordered spatial arrangement: ‘How do cells learn about their identity?’

is a question asked by Scheres (2001: 112). Cell theory identifies the

cell as the elementary unit from which all living organisms are con-

structed. In contradiction of cell theory, cells of higher plants are

neither physically separated nor structurally independent. Plasmodes-

mata (i.e. cell-to-cell channels) connect each plant cell to its neighbours,

aiding the exchange of proteins, RNAs and othermolecules. Thus, higher

plants are nowadays accepted as being both multicellular and supracel-

lular. This view coincides with Tsukaya’s (2002: 33) ‘neo-cell theory’:

‘Each cell is also controlled by factors that govern the morphogenesis

of the organ of which the cells are a part.’ Baluska et al. (2004) admit:

‘This identity crisis of the “cell” is not simply a problem confined to

plants, as nanotubular intercellular bridges are also generated “de

novo” between animal cells.’

Meristem identity crisis

Meristems in vascular plants are tissues primarily concerned with the

formation of new cells by division. They are responsible for making

roots, shoots (including stems and leaves) and (in seed plants) also

flowers. The term ‘meristem identity’ is used to characterise the

growth phases of a shoot apical meristem (SAM), with vegetative meri-

stem, inflorescence meristem and floral meristem as three possible

‘identities’. Involved in the change of meristem identities in flowering

plants (such as Antirrhinum and Arabidopsis) are FLO-like genes such as

FLORICAULA and LEAFY (inflorescence meristem identity). Also respon-

sible for floral meristem identity are MADS-box genes such as SQUAMOSA

(Antirrhinum) and APETALA1 (Arabidopsis), whereas MADS-box genes such

as AGAMOUS and PLENA are involved in floral meristem determination

(Theissen 2000, 2005). In Arabidopsis the switch from one meristem iden-

tity to the next means a change of identities of lateral appendages. For

example, Parcy et al. (1998) described the conversion of vegetative to

floral meristems in Arabidopsis as follows: ‘After floral induction in

wild-type Arabidopsis, primordia that would otherwise have become

leaves develop into flowers instead.’A similar situation is found in Nym-

phaea and Nuphar (Nymphaeaceae) which share an extra-axillary mode of

floral inception in the shoot (i.e. rhizome) apical meristem. Some leaf

sites along the ontogenetic spiral are occupied by floral primordia
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lacking a subtending leaf or bract. This pattern of flower initiation in leaf

sites is repeated inside the ‘branching flowers’ of Nymphaea prolifera, a

species occurring in Central and South America (Figures 11.1B, 11.2A,

11.2B). Instead of producing a single flower, an individual floral meris-

tem of certain angiosperms (wild-type plants or mutants) can branch

continuously giving rise to a complex inflorescence with many

flowers. This process is called floral reversion and is found in, for

example, Arabidopsiswhen floral meristems switch back to an indetermi-

nate state and restart as a shoot apical meristem (Stahl and Simon 2005).

Floral reversion also occurs in Nymphaea prolifera: each ‘branching

flower’ first produces some perianth-like leaves, then it switches back

to SAM identity forming the rhizome tip (Figure 11.1B, 11.2A, 11.2B).

This switch is repeated up to three times giving rise to a branched

complex of more than 100 sterile flowers serving as vegetative

propagules (Grob et al. 2006).

There are developmental parallels between the flower level (as a

subsystem) and the inflorescence level (as a system) in various groups

of angiosperms. Baum and Donoghue (2002: 64) used the double-term

‘inflorescence-flowers’ when developmental programs of both flower

and inflorescence are mixed. By examining MADS-box genes Yu et al.

(1999) have shown that gene activities found during flower initiation

are also found during early development of the head-like inflorescences

of Asteraceae. This could explain why simple flowers and compound

‘flowers’ (i.e. inflorescences) are in certain taxa quite similar to each

other – ‘a resemblance sometimes carried into the minutest details of

form and coloration’ (Arber 1947: 233).

Floral organ identity crises

Developmental geneticists began to use the term ‘organ identity’ in

botany while studying the genes that determine the developmental

fate of flowers and their appendages (Coen 1999, Theissen 2000, 2005).

For example, ‘complete’ bisexual flowers are observable in the eudicot

Clerodendrum minahassae, a member of the eudicot family Verbenaceae

(Figure 11.1D). Four whorls of organs are distinguishable: sepals,

petals, stamens and carpels (the latter fused into a superior ovary). Cler-

odendrum minahassae adds ‘petalness’ to its sepals after anthesis in order

to attract birds for fruit dispersal. In Mussaenda and Warszewiczia (both

Rubiaceae) one out of five sepals is transformed into a showy, bract-

like organ, serving as an optical signal for the whole inflorescence

(Figure 11.1E).
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Figure 11.1 Flowers and their parts having identity crises. A, Nymphaea

tuberosa (Nymphaeaceae). Continuum of identities in floral organs.

Upper row seen from ventral (inner) side, lower row seen from dorsal (outer)

side. Outermost four perianthmembers as sepals green outside, followed by

several completely white petals. Innermost petals turning into yellowish

petaloid stamens, inner stamens yellowwith narrow filaments. B, Nymphaea

prolifera (Nymphaeaceae). Motherflower (F) branching into daughterflowers

(F’) and grand-daughter flowers (F”), acting as vegetative propagules.

(For anatomical and developmental details see Figure 11.2.) C, Jacquinia

pungens (Theophrastaceae). Two flowers, with male stage on the left, female

stage (ovary visible) on the right. There are two pentamerous whorls of red

‘petals’: the outer whorl equals the ‘true’ corolla, the inner whorl is

equivalent to five petaloid staminodes. D, Clerodendrum minahassae

(Verbenaceae). Temporal continuum of flower shape from anthesis to fruit

maturation. Anthetic flowers white, with long corolla tube and five petal

lobes. After anthesis the perianth is dropped. The five sepals (S, white

during anthesis) become firm and turn into a spreading red star surround-

ing the nearly black fleshy fruit. Thus, the calyx is adding ‘petalness’
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Geuten et al. (2006) used the term ‘floral organ identity crisis’ or,

more specifically, ‘petal identity crisis’while focusingon thedevelopmen-

tal genetics of petaloid sepals and the evolution of petaloidy in Impatiens

(Balsaminaceae) and related eudicots. In basal angiosperms such as Nym-

phaea there is a continuum of forms (a ‘morphocline’) bridging sepals,

petals and stamens. In, for example, N. tuberosa (Figure 11.1A) there are

intermediates between typical sepals (green outside), typical petals (com-

pletely white) and typical stamens (yellow, with anthers fixed to thread-

like filaments). Do these sepals and petals suffer from an identity crisis?

Endress (2006: 7) seems to agree for Nymphaea: ‘Therefore, it makes

more sense to speak of tepals and to use the modifiers sepaloid tepals

and petaloid tepals.’ Fuzziness of floral organ identity gene action in

various angiosperms is described by Soltis et al. (2005: 190). They

Figure 11.2 Nymphaea prolifera with meristem identity crisis of branching

flowers (see overview Figure 11.1B). A, Longitudinal section of mother

flower (F) with daughter flowers (F'). Note perianth (P) of mother flower.

Arrow points to obliquely cut young leaf primordium next to apical

meristem. Scale bar = 200 µm (reproduced from Grob et al. 2006). B, Top

view on central portion of mother flower (perianth removed). The flower

centre behaves like a shoot apical meristem, showing lateral primordia

(1–10) along an ontogenetic spiral (site 7 is out of the frame). Most sites

(4–6, 8–10) are occupied by floral primordia without any subtending leaves.

Dorsiventral shape of primordia 1 and 3 (next to apical meristem) reveals

their leaf identity. Hemispherical primordium 2 is the first stage of another

young flower. Scale bar = 200 µm (reproduced from Grob et al. 2006).

Caption for Figure 11.1 (Cont.) after anthesis. E, Warszewiczia coccinea

(Rubiaceae). The flower clusters along the twig are provided with flag-like

leaves (red, 6 cm long) which are modified sepals (S). Photograph by P. Peisl

(Zurich).
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concluded: ‘Morphology, developmental data and genetic data may

provide conflicting evidence of homology (organ identity) and yet ulti-

mately a more complete, and complex, view of a structure.’ This is in

agreement with a combinatorial notion of homology, such as suggested,

for example, by Minelli (1998). Developmental mosaics between sepals,

petals and stamens are acceptable because these kinds of floral appen-

dages are usually taken as modified leaves. Arber (1950: 55) summarised

the history of this idea: ‘We may indeed agree with Goethe and deCan-

dolle that petals and stamens show so much affinity that it is evidently

reasonable to group them together. The petals will then be regarded as

transitionmembers between the vegetative and the actively reproductive

parts of the floral shoot.’

Many angiosperms produce petaloid stamens, i.e. showy floral

organs which according to their relative position in the developing

flower are stamens and not petals. Jaramillo and Kramer (2007) call

this phenomenon ‘a decoupling of position from the morphological

similarity of the structures in question.’ For example, flowers of Jacquinia

pungens (Figure 11.1C) have two pentamerous whorls of petaloid struc-

tures, with ‘true’ petals forming the outer whorl and petaloid stami-

nodes forming the inner one (Walker-Larsen and Harder 2000). In

Costus (related to ginger), ‘true’ sepals and petals are rather inconspicu-

ous whereas the showy and broad lip (attractive for pollinators) is

formed by the fusion of five staminodes (i.e. sterile stamens)

(Figure 11.3A–D; Kirchoff 1991).

Although stamens and carpels are often said to be homologous

structures, both being sporophylls, they are basically different in some

respects. According to Endress (2006: 9) ‘an ovule can also be compared

with a stamen in some way, and the carpel is then more complex.’ Naga-

sawa et al. (2003) described double mutants of rice (Oryza) having ‘organs

with unknown identity’. They are ‘neither stamens nor carpels, but have

partial floral identity.’

Leaf identity crisis: leaf–shoot indistinction

Some vascular plants transcend the classical model with respect to

leaves and shoots (Cronk 2001, Hofer et al. 2001, Bharathan et al.

2002). For example, compound leaves of Chisocheton (Meliaceae) with

indeterminate apical growth and three-dimensional branching due to

epiphyllous shoots are developmental mosaics sharing growth processes

with whole shoots. ‘Indeterminate leaves’ in Chisocheton and Guarea

(Meliaceae) and examples of leaf–shoot indistinction in bladderworts
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(Utricularia, Lentibulariaceae) were presented by Rutishauser (1999),

Rutishauser and Isler (2001), Fisher (2002) and Fukuda et al. (2003). Epi-

phyllous flowers are also known from African Podostemaceae (river-

weeds) which are angiosperms adapted to waterfalls (Figure 11.5A;

Rutishauser and Moline 2005).

Induction of leaves directly from leaves occurs in maize mutants

(Schichnes et al. 1997), and induction of ectopic shoot meristems on

leaves is known from Arabidopsis mutants (Byrne et al. 2003).

Figure 11.3 Costus (Costaceae) with petaloid androecium having an

identity crisis. A, Costus sp.: frontal view of flower in anthesis, showing

prominent white petaloid lip resulting from fusion of five staminodes.

There is only one fertile stamen per flower. The ‘true’ sepals and petals are

inconspicuous and hidden. Photograph by P. Peisl (Zurich). B–D, Costus

cuspidatus. Flower development as shown by scanning electronmicrographs

before and after removal of sepals (S) and petals (P). The androecium arises

as a collar-like girdling primordium (labelled A). Its prominent dorsal

portion develops into the only fertile stamen (Af) with two anther halves

(asterisks). The less prominent lateral and ventral portions of the girdling

primordium have teeth equalling the five staminodal teeth (As) that will

form the showy androecial lip. G = stigma (gynoecium). Scale bars = 200 µm.
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A genetically well-understood example illustrating the switch from leaf

identity to shoot (or stem) identity is the Hooded mutant of Hordeum

vulgare, also called hooded barley (Yagil and Stebbins 1969): the subtend-

ing leaf (‘lemma’ = bract) produces one or more ectopic spikelets on the

awn. Molecular studies (e.g. Reiser et al. 2000) have elucidated that the

hooded phenotype of barley is caused by misexpression of a knox gene.

Williams-Carrier et al. (1997) suggested that the inverse polarity of the

ectopic spikelets seen in the Hooded mutant of barley and transgenic

KNOTTED1 plants of maize results from the homeotic transformation

(conversion) of the lemma awn into a reiterative inflorescence axis.

Hooded barley is therefore an example of conversion of organ identity.

In a phylogenetic context the above-mentioned cases of leaf–shoot indis-

tinction are consistent with the hypothesis that leaves are derived from

stem-like (or shoot-like) organs, at least in most ferns and seed-plants

(Cronk 2001, Friedman et al. 2004).

We should also consider the identity question for tiny, scale-like

leaves (1–2 mm long) of aquatic angiosperms such as Podostemaceae.

For example, the moss-like leaves of Tristicha and allies lack vascular

tissue completely (Rutishauser 1995). Thus, there are good reasons for

doubt about their leaf identity: where is the borderline between scale-

like hairs (trichomes) and rudimentary leaves?

Stipule identity crisis: stipule–leaf indistinction

Typical stipules are two lateral appendages of the leaf base. Leaf blade

and stipules usually arise from a common primordial bulge at the

shoot apex. Stipules occur in many dicot families (e.g. Fabaceae, Rosa-

ceae) whereas they are absent in most monocots. Charlton (1991)

found in Azara microphylla (Flacourtiaceae) a homeotic replacement of

the stipule by a leaf. The same phenomenon is observable in pea

(Pisum sativum) mutants such as cochleata (Yaxley et al. 2001). There are

tendrils forming the blades as well as tendrils arising from stipular pos-

itions, a situation not known from any wild-type member of Fabaceae

(Marx 1987, Hofer et al. 2001). In the afila (af) mutant all primary

pinnae are replaced by a bunch of tendrils, whereas the stipules are

not altered. A gene known to interact with the af gene is sinuate leaf

(sil ), which results in undulating margins of both leaflets and stipules.

When combined with af, sil plants have adventitious tendrils arising

from clefts in the distal portion of the stipule (Figure 11.4A, B; Marx

1987). Thus, pertinent characters of the leaf blade can be ectopically

expressed in stipular sites. Or, as said by Yaxley et al. (2001), these
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mutants ‘change stipules into a more “compound leaf-like” identity’.

More examples of ectopic expression of leaf identity in stipular position

are mentioned in Rutishauser and Sattler (1986), and Rutishauser (1999).

Stipules in flowering plants are, by definition, restricted to the leaf base.

However, a few mutants in Arabidopsis and pea are known to have

supernumerary stipules which are ectopically expressed as part of the

leaf blade or rachis (Tattersall et al. 2005). The so-called stipels at

the base of the lateral leaflets in the compound leaves of the garden

bean (Phaseolus vulgaris) may be understood as ectopically expressed

supernumerary stipules (Arber 1950, Rutishauser and Isler 2001).

Stem identity crisis

Stems are the carriers of leaves and flowers in seed plants. Stems and

roots are usually cylindrical and provided with apical meristems

Figure 11.4 Pisum sativum (Fabaceae) ‘afila’/‘sinuate leaf ’ (af/sil ) double

mutant, cultivated at the Botanical Garden Zürich from seeds received

from G. A. Marx B777-188-(4) (fixed 3.10.1985). Stipules are changed into

a more compound leaf-like identity. A, climbing shoot with compound

leaves (1–4), each one associated with two leafy stipules. All leaflets of the

blade are replaced by a bunch of tendrils (as typical for the af mutant).

Moreover, af/sil plants have adventitious tendrils (arrows) arising from a

cleft in the distal portion of each stipule. B, growing shoot tip of af/sil plant,

showing two young leaves (including stipules). The blade of leaf 4 (L4)

consists of primordial tendrils. The associated stipule (St4) gives rise to an

upper portion again forming tendrils and two lateral stipular lobes (St40).
Scale bar = 200 µm.
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whereas typical leaves are dorsiventrally flattened and lacking an apical

meristem. Stems and leaves result from the production of a chain of phy-

tomers as reiterative units, each unit consisting of the node with the

leaf attached, its axillary bud (if present) and a stem unit (internode)

(Sylvester et al. 1996, Jaramillo and Kramer 2007). Thus, a stem may be

understood as a composite structure (i. e. having ‘compound identity’),

consisting of the basal portions of the phytomers as developmental

units. Stems and roots are usually distinguished by the position of

outgrowing lateral shoots. In stems, lateral shoots (twigs) arise from

Figure 11.5 Endogenous flower formation along leafy stems of Lederman-

niella letouzeyi (Podostemaceae = river-weeds). Do they suffer from an

identity crisis? A, Elongate flowering shoot with forked leaves and many

flower buds arising along the stem. Arrow points to epiphyllous flowers in

cleft of forked leaf blade. Scale bar = 2 cm. B, Cross-section of stem cortex.

Arrow points to endogenous shoot bud, still surrounded by cortex of

mother stem. Several parenchyma cells of stem cortex start to divide up

into meristematic cells (as part of dedifferentiation). Scale bar = 200 µm.

C–D, Later developmental stages with endogenous flower buds penetrating

the stem periphery. Each flower is protected by a sac-like cover = spathella

(arrow), as typical for most Podostemaceae. Scale bars = 1 mm.
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exogenous buds along the stems, subtended by a leaf or bract in seed-

plants. Endogenous shoot buds (without a subtending leaf) usually

arise from roots and not from stems. There are, however, examples of

endogenous flower bud origin along the stems in African Podostemaceae

such as Ledermanniella letouzeyi (Figure 11.5A–D). Most flowers are

initiated inside the stem cortex (owing to dedifferentiation) and pene-

trate the stem periphery prior to anthesis. This is a peculiar solution

to increase flower numbers along stems ad infinitum. The flowers in

these aquatic angiosperms can be viewed as developmental modules

(i.e. quasi-autonomous parts, QAPs) induced out of their natural

context. They develop all their defining features in locations of the

body where they usually do not occur, demonstrating that development

of the QAPs is locally controlled (Wagner in Bock and Cardew 1999,

Rutishauser and Moline 2005). Thus, Ledermanniella letouzeyi and other

African podostemads have a natural capacity to regenerate flowers

from the adult stem cortex (see Xu et al. 2006).

Root identity crisis: root–shoot indistinction

Typical roots of vascular plants are non-photosynthetic, endogenously

branching organs with an apical meristem protected by a cap. Develop-

mental geneticists have pointed out that there are vascular plants that

do not always show a clear differentiation into root and shoot. They

have also stressed the fact that roots and shoots may have important

regulatory mechanisms (including CLAVATA signalling pathways) in

common (Scheres et al. 1996, Byrne et al. 2003, Birnbaum and Benfey

2004, Friedman et al. 2004, Stahl and Simon 2005). Lacking a better

term for ‘relevant organogenetic properties’, Barlow et al. (2001) have

spoken of properties of ‘rootiness’ guiding an uncommitted primordium

towards the ‘root’ developmental pathway whereas properties of ‘shoo-

tiness’ are needed for the primordial commitment towards ‘shoot’ (i.e.

leafy stem) development.

Root–shoot indistinction is consistent with the phylogenetic

hypothesis that in vascular plants the root evolved from an ancestral

shoot (Raven and Edwards 2001, Schneider et al. 2002). Thus, it

becomes understandable that various flowering plants such as the

river-weeds may suffer from a root identity crisis (Figure 11.6A–G;

Rutishauser and Moline 2005). The Podostemaceae are peculiar angios-

perms confined to tropical waterfalls and river-rapids. Their ‘roots’ (or

what are usually called ‘roots’) are fixed to submerged rocks mainly

with adhesive hairs (Figure 11.6A). Most podostemaceous roots are
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Figure 11.6 Podostemaceae (river-weeds) as flowering plants adapted to

tropical waterfalls. Their roots are green, flattened and fixed to the rock.

These roots are used to having an identity crisis. A–B, Griffithella hookeriana

(S India) with root polymorphism: Roots are 1 cm broad ribbons and

completely attached to the rock, or they are 2 cm high cups and fixed to

the rock with a foot only. Needle-like leaves arise from endogenous buds

along the root margins. C–D, Thelethylax minutiflora (Madagascar) with

ribbon-like root. C, Root tip with asymmetrical cap, seen from below. D,

Dorsiventral cross-section of ribbon-like root with concave lower side

(fixed to the rock) and convex upper side. Arrow-heads point to lens-

shaped vascular tissue replacing the central cylinder of typical roots.
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dorsiventrally flattened, forming ribbons or even broad crusts resem-

bling foliose lichens. They are green and photosynthetic. They

contain a lens-shaped vascular complex (Figure 11.6D) or a planar

network of inconspicuous vascular bundles (Figure 11.6G). In various

Podostemaceae the roots are provided with an asymmetrical cap

(Figure 11.6C). The ribbon-like roots of other podostemads even lack

such a cap and branch exogenously into daughter roots (Figures 11.6E,

11.6F). In the South Indian Griffithella, for example, the roots are highly

polymorphic; there are either broad ribbons (Figure 11.6A) or cup-like

structures with an anchoring foot (Figure 11.6B). Arber (1950: 134)

came to the conclusion: ‘The urge toward whole-shoot characters,

which we have recognised in the leaf, may be detected, though less fre-

quently, in the root. The root-thallus of the podostemads sometimes

shows remarkably shoot-like features . . .’. This ambiguity of root

organisation may explain why there are botanists who avoid the term

‘root’ for the flattened structures in Podostemaceae, using instead

more neutral terms such as ‘thallus’ or even seemingly contradictory

terms such as flattened ‘stem’ (Ota et al. 2001, Sehgal et al. 2002, Koi

and Kato 2003).

Difficulties in distinguishing ‘root identity’ and ‘shoot identity’

(leafy stolons) are also known from Lentibulariaceae such as bladder-

worts (Utricularia) and butterworts (Pinguicula). Usually it is said that

Pinguicula has roots and the sister genus Utricularia lacks them.

However, Utricularia stolons may have arisen from what are called

‘roots’ in Pinguicula just by adding exogenous leaves to the root

surface, as proposed by Rutishauser and Isler (2001). This would

explain the high degree of similarity of the stolons (stems) of various

bladderworts with the roots of some butterworts: lack of calyptra

(root-cap), positive geotropic growth and ‘awkward’ phyllotaxis patterns

found in bladderwort stolons, e.g. orthomonostichy with all leaves

arranged along a single stem sector. Genes homologous to WUSCHEL

in Arabidopsis may be involved in the ectopic induction of leaf develop-

ment when Pinguicula ‘roots’ turn into Utricularia ‘stolons’ (see Gallois

et al. 2004).

Caption for Figure 11.6 (Cont.) Scale bars = 250 µm and 500 µm,

respectively. E–G, Stonesia ghoguei (Cameroon) with narrow to broad

ribbons, lacking root caps. Roots (R) branch exogenously giving rise to

daughter roots (R0). Arrows point to shootlets arising from endogenous

buds along the root margin. Vascular root tissue (as shown in cross-section)

is divided up into a planar network. Scale bars = 1mm (E, F) and 300 µm (G).
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CON C L U D I N G R EMA R K S

An organ or structure is called heterotopic when it develops in an

unusual position within the body plan. Concepts such as ‘heterotopy’,

‘homeosis’, ‘homocracy’ and ‘ectopic expression of organ identity’

coincide with the concept of ‘quasi-autonomous parts’ which can be

induced out of their natural context (Sattler 1994, Shubin et al. 1997,

Wagner in Bock and Cardew 1999, Baum and Donoghue 2002, Svensson

2004, Rutishauser and Moline 2005, Jaramillo and Kramer 2007). All

these concepts describe the transformation of parts into structures nor-

mally found elsewhere according to the body plan. Developmental gen-

eticists are invited to study some of the abovementioned plants in order

to explain the decanalisation (relaxation) of their body plans as com-

pared with typical vascular plants. Which key regulatory genes (includ-

ing homeotic genes such as KNOX and MADS-box genes) are involved in

the identity crises of these plants?

Vergara-Silva (2003: 260) gave a preliminary explanation for the

frequently occurring identity crises of meristems and organs in vascular

plants: ‘Distinct groups of genes that in principle act in one categorical

structure, are actually also expressed in another, and . . . the conse-

quence that this overlapping pattern has on cell differentiation is an

effective blurring of the phenotypic boundary between the structures

themselves.’
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Part III Evolving diversity

IN T RODU C T I O N T O PA R T I I I

Are there cladeswhose particular origin or evolutionary history aremore

adequately explained when considering the possibilities offered by

changes at the level of developmental processes, instead of thinking in

terms of the unceasing interplay between gene mutation and natural

selection? Yes, this is exactly the field where evo-devo offers its best per-

formances. These are stories rooted deep in time, where one must also

consider the possibility that in due course even the ‘rules of the game’,

such as the role of Hox genes, ormore generally the genotype–phenotype

relationships, have evolved along with their products. Or, they may be

stories where adaptive explanations are unsatisfactory, and the course

of evolution can appear to be driven more by the nature of variation

that is produced at each generation than by adaptive necessities.

Jaume Baguñà, Pere Martinez, Jordi Paps and Marta Riutort

(Chapter 12) address the problem of early bilaterian evolution. Their

work is based on the most recent molecular phylogenies and on new

data on Hox/ParaHox and microRNA sets that identify acoelomorphs

as the earliest branching extant bilaterians. Evidence for axial hom-

ologies in gene expression between cnidarians and bilaterians and the

evidence that cnidarians were at their origin bilaterally symmetric all

point to an older last common ancestor for bilaterians. Thus, what

under different phylogenetic hypotheses appear to be a number of phy-

logenetically coincident character changes (the complex Urbilateria

hypothesis) turn into a series of nodes connected by stem ancestors

along which new characters were progressively acquired.

Staying with the problem of bilaterian origins and early evolution,

but at the level of molecular genetics, Jean Deutsch and Philippe Lopez

(Chapter 13) present a novel hypothesis that argues that the expansion

of the Hox complex at the base of the bilaterian clade was produced

by a series of transposition events, and that the Hox genes themselves
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originated from transposons. The authors support their hypothesis by a

discussion of the similarity between the homeodomain and the DNA-

binding domain of bacterial integrases and eukaryotic transposases,

and through the investigation of some rearrangements of the Hox

complex in the drosophilid lineage. This results in a scenario for the

evolution of the Hox complex from the basic complement of Hox

genes in the common ancestor of cnidarians and bilaterians that

accounts for several properties of the extant Hox genes.

Diversity in embryogenesis of nematode worms is much higher

than what would be expected on the basis of the degree of variation

among the juvenile phenotypes. The abundance of early developmental

variations appears somehow paradoxical, as these do not have any

obvious impact on the structure or performance of the resulting

worms. Einhard Schierenberg and Jens Schulze (Chapter 14) ask why

there are so many different developmental pathways to reach essentially

the same goal. Did the special body plan of nematodes prevent a degree

of morphological diversification like in arthropods or vertebrates? The

authors explore possible explanations, among which is the interplay

between the genetic program and external conditions (inside or

outside the organism) that determines the chance for deviations from

an original developmental pattern to arise and to succeed.

A demonstration that evo-devo does not reduce to comparative

developmental genetics is provided by Nigel Hughes, Joachim Haug

and Dieter Waloszek (Chapter 15) who offer a palaeo-evo-devo perspec-

tive on the evolution of basal euarthropod development based on the

fossil record. The chapter reviews the morphological development of

early arthropods as reflected by the ontogenetic series of several

species of trilobites and a basal crustacean lineage known as the

‘Orsten’-type fauna. Particular attention is paid to the segmentation

schedule. Patterns of segment generation shared by these primitive

groups may provide insights into the developmental mode of basal Euar-

thropoda, and thus into the evolution of arthropod ontogeny.

The origin and early evolution of land plants from aquatic ‘algae’

is discussed by Jane Langdale and Jill Harrison (Chapter 16). They review

a selection of major steps in land plant evolution from an evo-devo per-

spective. These steps include the passage from haplontic to haplodi-

plontic life cycle, the emergence of apical growth and branching

development, the evolution of vascular and root systems, the advances

in energy storage and reproduction strategies. Developmental

data, both at molecular-genetic and morphological level, concur to

reconstruct a scenario for these key evolutionary transitions.
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12

Unravelling body plan and axial evolution
in the Bilateria with molecular
phylogenetic markers
JAUM E B AGUÑÀ , P E R E MAR T I N E Z , J O R D I PA P S AND MAR TA R I U T O R T

S E T T I N G TH E P RO B L EM

The emergence of dramatic morphological differences (disparity) and

the ensuing bewildering increase in the number of species (diversity)

documented in the fossil record at key stages of animal and plant evol-

ution have defied, and still defy, the explanatory powers of Darwin’s

theory of evolution by natural selection. Among the best examples

that have captured the imagination of the layman and the interest of

scores of scientists for 150 years are the origins of land plants from

aquatic green plants, of flowering plants from seed plants, of chordates

from non-chordates and of tetrapod vertebrates from non-tetrapods; and

the conquest of the land by amphibians; the emergence of endotherms

from ectotherm animals; the recurrent invention of flight (e.g. in arthro-

pods, birds and mammals) from non-flying ancestors; and the origin of

aquatic mammals from four-legged terrestrial ancestors.

Key morphological transitions pose a basic difficulty: reconstruc-

tion of ancestral traits of derived clades is problematic because of a

lack of transitional forms in the fossil record and obscure homologies

between ‘ancestral’ and derived groups. Lack of transitional forms, in

other words gaps in the fossil record, brought into question one of the

basic tenets of Darwin’s theory, namely gradualism, as Darwin

himself acknowledged. Since Darwin, however, and especially in the

past 50 years, numerous examples that may reflect transitional stages

between major groups of organisms have accumulated. Good examples

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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are the numerous fossils that connect whales, sirenians, seals and sea

lions with different lineages of terrestrial mammals, the converse tran-

sitional series from swimming tetrapods to land tetrapods, the many

fossils showing the transition from dinosaurs to birds illuminating the

origin and early functions of feathers and flight, and those fossils illus-

trating the intermediate changes during the transition from aquatic

green plants to land plants and from these to vascular plants.

Back in geological time, the last and potentially crippling example

to the acceptance of the Darwinian theory is the advent of bilaterally

symmetrical animals and its coincidence with the abrupt appearance

of large-bodied skeletonised remains of most extant phyla. The event is

usually referred to as the Cambrian ‘explosion’. A great deal has been

written about it, namely the recent reviews by Budd (2003), Valentine

(2004), Conway Morris (2006) and Marshall (2006), to which readers are

referred. In the writings of Gould (1989) the Cambrian ‘explosion’ has

been considered the pivotal event in animal evolution for which special

mechanisms have been sought, e.g. in terms of macro-evolutionary

events. However, because the Cambrian ‘explosion’ mainly refers to

the ‘explosion’ of bilaterally symmetrical body plans, we will argue

that an understanding of the origin of bilateral organisms is even

more important than the so-called Cambrian ‘explosion’, as well as a

necessary step to explain it.

T R AC K I N G DOWN TH E E A R L I E S T E X TA N T B I L AT E R I A N S :

A S I M P L E O R A C OM P L E X L A S T C OMMON AN C E S T O R ( L C A ) ?

By any standard, the appearance of bilateral organisms is the most thril-

ling success in animal evolution: 34 out of the 38 living phyla and over

99% of described living animal species are bilaterians, far more complex

in structure and far more diverse in morphology and ecology than their

radial forebears. A brief glimpse at any bilaterian organism, however

simple, uncovers the main reasons for their evolutionary success: two

oriented body axes and directed locomotion. The main or primary axis

(antero-posterior, or A-P) distinguishes ‘front’ from ‘back’ of the body

and is associated with the direction of locomotion, with the mouth,

brain and sensory structures located at or near the anterior end, and

the anus and other structures located at or near the posterior end. The

second axis (dorso-ventral or D-V), orthogonal to the first, identifies

the ‘top’ from the ‘bottom’ of the body, the latter usually related to loco-

motion, while the ‘top’ or dorsal bears sensory and defensive structures

to avoid predation. Oriented locomotion was the key to the colonisation
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by the pre-Cambrian benthos and thereafter the plankton, and aided by

the development of sensory structures and feeding organs at the

anterior/ventral end that increased predatory and escape capabilities.

Another key feature of bilaterians is the presence of a third embryonic

layer, the mesoderm, between the ectoderm and endoderm. In combi-

nation with either the ecto- or endoderm, the mesoderm provides an

extraordinary variety of new tissues and organs not seen in any radial

organism. Finally, other features often considered to be present in the

first bilaterians are a true brain, a through-gut, excretory system,

body cavities (coelom), segments, and even appendages and simple

hearts and eyes (Table 12.1).

Current views suggest that the bilaterians arose from ancestors

that were radially symmetric instead of bilateral and, therefore, had a

single body axis (the oral-aboral, or O-AB) and nomesoderm (hence diplo-

blastic). In addition, they had a decentralised nerve net and a blind gut.

These features are maintained by the extant members of the phylum

Table 12.1 Character states of the main morphological and developmental

components at the dawn of bilaterians.

The simple Urbilateria scenario assumes a structurally simple organism. The

alternative complex Urbilateria scenario considers that most morphological and

developmental components of extant bilaterians were also functionally conserved

in the bilaterian ancestor.

Developmental and

morphological characters Simple Urbilateria Complex Urbilateria

1 – A-P axis Present Present

2 – D-V axis Present Present

3 – Mesoderm Present Present

4 – Nervous system Present (slightly

centralised)

Present (centralised;

CNS)

5 – Hox cluster Basic (3–4 genes) Expanded (7–9 genes)

6 – Brain Clumps of cells Present (true brain)

7 – Gut Blind gut Through-gut

8 – Excretory system Absent Present

9 – microRNAs ? ( few) ? (some)

10 – Body cavities (coelom) Absent Present

11 – Segmentation Absent Present

12 – Heart Absent Present

13 – Appendages Absent Present?

14 – Body size Small Large

15 – Life cycle Direct Indirect (+larvae)
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Cnidaria (corals, sea anemones, hydras and jellyfish) and Ctenophora

(comb jellies). However, whenever a hypothetical early bilaterian with

the first, second or third set of apomorphic (derived) characters

(Table 12.1) is compared with a radial organism bearing none of them,

and from which it is assumed to originate, one is left wondering how

this actually took place.

Since Haeckel’s Gastraea, scores of theories have tried to answer

this key evolutionary question (see Willmer 1990, for a historical

review, and Holland 2003, for details on the evolution of the nervous

system). In a first major set of hypotheses, ancestral bilaterian traits

such as body axes and mesoderm appeared concurrently with advanced

characters such as coelom and segments. Hence, non-segmented, non-

coelomate cnidarians with blind guts, either under larval or adult

appearance, were directly transformed to coelomate segmented bilate-

rians, bearing through-guts and complex nervous systems (Archicoelo-

mate Theories) (for a recent critical update, see Holland 2003). A

second major set of hypotheses (see Salvini-Plawen 1978 for a thorough

review) featured a more gradual scenario from sexually reproducing,

bottom-pelagic organisms (protoplanula or archiplanula), akin to

present cnidarian planula larva, already exhibiting bilateral symmetry.

From such organisms originated the cnidarian polyps, which settled

onto the substratum, as well as the early bilaterians which resembled

present day acoel and nemertodermatid flatworms (Planula-Acoeloid

Theory). Accordingly, the first bilaterians were non-segmented, non-

coelomate (acoelomate) organisms with a blind gut from which pseudo-

coelomate and coelomate, segmented and non-segmented protostomes

and deuterostomes evolved.

The phylogenetic consequences of these conflicting scenarios, in

terms of character changes necessary between ancestors and descen-

dants, are very different. Under the archicoelomate scenario, the

number of coincident characters clumping at the Last Common Ances-

tor (LCA) node of the bilaterians is large. This makes it difficult to

place them into any temporal order along the stem leading to the LCA

(Figure 12.1A). Also, it implies either a large number of extinctions of

intermediary taxa and, consequently, major gaps in our knowledge, or

a wholesale correlated transformation from one life form (radial) to

another (bilateral). Under this hypothesis, the LCA appears as a rather

complex organism (dubbed complex Urbilateria; Kimmel 1996). In con-

trast, the planuloid-acoeloid scenario posits a reduced number of charac-

ters at the stem leading to the LCA (Figure 12.1B), and features fewer and

simpler stem ancestors and a simple LCA. Under both scenarios,
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Figure 12.1 Conflicting phylogenies and scenarios on the nature and origin

of the Last Common Ancestor (LCA) of the Bilateria, also featuring the

extent of stem and crown groups. A, The complex Urbilateria scenario

features a large, complex ancestor bearing most characters of present-day

bilaterians (characters 1–9, and eventually characters 10–11 in Table 12.1).

This ancestor originated from either an adult (polyp) or a larval radial

cnidarian (archicoelomate theory, originally proposed by Sedgwick 1884).

From this LCA evolved the more complex protostomes and deuterostomes.

Note that all characters leading to the LCA are clumped at the stem. The

large triangle indicates the diversification of crown bilaterians and its

short height shows that its rate was fast (Cambrian ‘explosion’?). B, The

simple Urbilateria scenario features a small, simple LCA, similar to

present-day acoelomorph flatworms, bearing a reduced set of characters

(1–4 of Table 12.1) of extant bilaterians. This ancestor originated from

radial planuloid ancestors similar to the planula larva of extant cnidarians

(planuloid-acoeloid theory; for main references see Salvini-Plawen 1978

and Willmer 1990). From this ancestor evolved more complex bilaterians

to be followed by the most advanced protostomes and deuterostomes. Note

that the number of characters leading to the LCA are few, that time of

diversification of crown bilaterians was longer and its rate slower than in

the alternative scenario. A: anterior; AB: aboral; D: dorsal; O: oral; P:

posterior; V: ventral.
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however, phylogenetic advances may discover extinct (or hopefully

extant) clades that break coincident character changes at the stem.

The intercalation of these new clades will distribute inferred character

changes across a series of branches instead of having them distributed

solely at the LCA node (Donoghue 2005, Butterfield 2006).

In the 1990s, molecular phylogenies based on sequences of the

ribosomal gene 18S and the Hox gene clusters bolstered the Archicoelo-

mate scenario (and the complex Urbilateria). Both sets of data split the

Bilateria into three superclades, the classical Deuterostomia and the

protostomes divided into Ecdysozoa (Aguinaldo et al. 1997) and Lophotro-

chozoa (Halanych et al. 1995). The Ecdysozoa clustered several pseudo-

coelomate groups with arthropods, while the Lophotrochozoa joined

most acoelomates (e.g. Platyhelminthes) to coelomate spiralians and

lophophorates. Acoelomates and pseudocoelomates were displaced to

more derived positions inside the tree and, therefore, had to originate

by morphological simplification from complex coelomate segmented

ancestors. Moreover, the amazing conservation of the genetic toolkit

across the Bilateria, together with the apparently homologous expression

of keydevelopmental genes (e.g. segmentationandnervous systemgenes)

in disparate bilaterian clades (annelids, insects, vertebrates; De Robertis

and Sasai 1996, P. W. H. Holland 1998, L. Z. Holland 2000) were taken

as evidence for the existence of similar developmental programs and

their ensuing morphological characters in the Urbilateria ancestor.

Finally, the lack of resolution of branching phyla within the three super-

clades gave support to the Cambrian ‘explosion’ as a real, sudden, clado-

genetic event. In summary, hopes offinding extant ‘intermediates’ in the

bilaterian stem lineage were considered doomed (Adoutte et al. 1999), the

gradist interpretation of early bilaterian evolution dismissed, and the

complex Urbilateria enthroned (Carroll et al. 2001).

T H E AC O E L OMO R PHA , A L I K E L Y C AND I DAT E F O R T H E E A R L I E S T

B R AN CH I N G E X TA N T B I L AT E R I A N S

Whereas the splitting of the Bilateria into the three superclades was

corroborated by further data, other tenets of the new phylogeny

proved unfounded. First, most new phylogenies were heavily pruned,

leaving out several ‘minor’ phyla, namely ‘basal’ ecdysozoans and lopho-

trochozoans, to which most pseudocoelomates and acoelomates belong

( Jenner 2000). Phylogenies of both superclades which include these

‘minor’ phyla (e.g. Gastrotricha, Gnathostomulid, Rotifera, Priapulid,

Kinorhyncha, Rhabditophora, Chaetognatha) show them to branch at

or near the base of the tree (Glenner et al. 2004, Peterson et al. 2005,
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Mallatt and Giribet 2006). That makes untenable the proposal that most

pseudocoelomate and acoelomate groups are secondarily derived from

more complex ancestors. Second, similar expression patterns of key

developmental genes (De Robertis and Sasai 1996, P. W. H. Holland

1998, L. Z. Holland 2000), taken as evidence of deep ‘functional’ hom-

ologies across the Bilateria, were found to be rather variable and it

remained unclear whether they refer to cell-type specification or mor-

phogenetic processes (Erwin and Davidson 2002, Nielsen and Martinez

2003). Moreover, they were not coded as characters and tested in a

wide phylogenetic-cladistic analysis (Hübner 2006). Finally, molecular

trees of the phylum Platyhelminthes showed it to be polyphyletic

(Ruiz-Trillo et al. 1999, 2002). Indeed, the platyhelminth orders Acoela

and Nemertodermatida branched at the base of the bilaterians while

the rest of the phylum (Catenulida + Rhabditophora) fell at variable pos-

itions within the Lophotrochozoa (Ruiz-Trillo et al. 1999, Jondelius et al.

2002, Baguñà and Riutort 2004). Such a basal position was corroborated

from sequences of other nuclear genes (Ruiz-Trillo et al. 2002, Telford

et al. 2003) including Hox genes (Cook et al. 2004), mitochondrial genes

(Ruiz-Trillo et al. 2004), and from the first microRNA (miRNA) gene

tested in a large set of metazoans and found absent in diploblasts and

acoels (Pasquinelli et al. 2003) (see below).

The proposal of Acoelomorpha (Acoela + Nemertodermatida) as

the extant earliest branching bilaterians divides the Bilateria into two

inclusive groups: a broad Bilateria including acoelomorphs, and a

more derived Bilateria, named Eubilateria (Baguñà and Riutort 2004)

or Nephrozoa (Jondelius et al. 2002), excluding this clade. The new phy-

logenetic proposal is fairly close to the planuloid-acoeloid scenario of

Figure 12.1B. It puts back in time and reduces the number of character

states leading to the LCA of bilaterians, and suggests that the LCA was

small, acoelomate, unsegmented and a direct developer. However, it is

very important to stress that Acoelomorpha, and acoels in particular,

are by no means equivalent to the bilaterian LCA. They bear, among

others, several autapomorphic characters (e.g. duet-spiral cleavage, an

interconnecting ciliary rootlet system and bent cilia at terminal ends)

which makes them a rather specialised group (Ax 1996).

N EW MO L E C U L A R DATA : N U C L E A R G E N E S , HOX C L U S T E R G E N E S ,

E S T C O L L E C T I O N S , A ND M I C R O R N A S E T S

Nuclear genes

The 18S and 28S ribosomal genes and the myosin heavy chain gene,

together with 10 new nuclear genes from a large taxon sample
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(63 species belonging to 19 phyla) have been used to further test the basal

position of acoelomorphs. Combined 18S + 28S trees and concatenated

datasets totalling 13 genes gave similar results (Figure 12.2 for the 13

gene dataset; J. Paps, J. Baguñà and M. Riutort, unpublished data).

Acoels and nemertodermatids branch in sequence with high support

at the base of the bilaterians. Further, the three superclades are well

resolved and some interesting internal clusterings suggested (e.g.

Figure 12.2 Phylogeny of bilaterians determined by Bayesian inference

(MRBAYES using a GTRmodel and gamma distribution) from concatenated

sequences of 13 genes (18 and 28S rDNA and 11 nuclear genes, 8446

nucleotides) from 63 species belonging to 19 metazoan phyla. All nodes

show a maximum BPP (Bayesian Posterior Probability, obtained from

1000.000 replicates analysis) value of 1.00, except those at some specific

nodes. In brackets, number of species per phylum, except those with single

representatives. D: Deuterostomia; E: Ecdysozoa: L: Lophotrochozoa. Scale

bar indicates the number of substitutions per position (from J. Paps,

J. Baguñà and M. Riutort, unpublished data).
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Priapulida, Kynorhyncha and Nematoda at the base of the Ecdysozoa,

and Rotifera and Platyhelminthes (Catenulida + Rhabditophora) at the

base of the Lophotrochozoa).

EST (Expressed Sequence Tags) collections

Complete genomes of several model systems (e.g. yeasts, Drosophila, Cae-

norhabditis, Mus, Homo) have been used to gather large numbers (>100) of

homologous genes to examine the basic tenets of the newmolecular phy-

logeny. Surprisingly, the first phylogenies failed to recover the super-

clade Ecdysozoa (Blair et al. 2002, Dopazo et al. 2004). However, while a

large number of genes reduces the impact of stochastic errors of

single-gene phylogenies, it does not deal with systematic errors. Such

errors plagued early genome-derived phylogenies because sampling

was poor (four to six species) and species had high/very high rates of

nucleotide substitution (Jeffroy et al. 2006). To overcome these problems,

a large number of both genes and species was used, and the new animal

phylogeny and the clade Ecdysozoa were recovered again (Philippe et al.

2005). Rather than waiting for complete genomes of taxa from each

phylum, themost convenient and less expensive approach is to sequence

a small number of Expressed Sequence Tags (1000–5000 ESTs per

species) from as many taxa as possible (Philippe and Telford 2006).

EST collections from 60 metazoan species belonging to 13 phyla,

and an EST collection from the acoel Convoluta pulchra, have been used

to test the basal position of acoels (H. Philippe, J. Baguñà, M. Riutort

and P. Martinez, unpublished results). To avoid long-branch problems

caused by fast-evolving clades (Convoluta pulchra among them), we intro-

duced a site-heterogeneous mixture model (CAT; Lartillot et al. 2007)

instead of standard, site-homogeneous models. Preliminary trees run

under PhyloBayes (11 000 amino acid positions) resolve the bilaterians

into the three big superclades, with sponges and cnidarians branching

earlier, Platyhelminthes within the Lophotrochozoa, and acoels in an

unstable position as a basal clade to bilaterians, protostomes or deuter-

ostomes. Although the final position of acoels is unresolved (probably

because Convoluta pulchra is a very fast-evolving species), it confirms

clearly that acoels are not members of the Platyhelminthes.

Hox cluster genes

The Hox and ParaHox genes code for transcription factors that regulate

A-P patterning in many bilaterian phyla. Most bilaterians have a Hox
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cluster comprising at least seven to eight distinct genes, or paralogy

groups (PGs), and a ParaHox set bearing three genes usually not clus-

tered. Therefore, finding a full set of Hox cluster genes in acoelomorphs

would confirm they are not basal bilaterians; conversely, finding a

reduced gene set, intermediate between those of cnidarians and bilater-

ians, would support their position as early branching bilaterians.

Hox and ParaHox genes have been isolated and analysed from five

species of acoels and a single nemertodermatid (Cook et al. 2004,

Jiménez-Guri et al. 2006; M. Q. Martindale, personal communication; P.

Martinez and J. Baguñà, unpublished data). All acoels examined have a

reduced complement of Hox genes: one anterior gene (PG1; an additional

anterior gene exists in Convoluta pulchra; P. Martinez and J. Baguñà,

unpublished data), one central gene (G4-5; Cook et al. 2004), and one pos-

terior (PG9-10; a second posterior gene is present in Paratomella rubra;

Cook et al. 2004), and one posterior ParaHox gene (Cdx). The nemertoder-

matid Nemertoderma westbladi bears two central Hox genes (PG4-5 and

PG6-8) and one posterior (PG9-10), and two ParaHox: an Xlox-PG3 and a

Cdx (Jiménez-Guri et al. 2006). In summary, assuming that anterior and

posterior additional Hox genes are species-specific duplications, acoelo-

morphs do have one anterior, one or two central, and one posterior

Hox genes, and one representative each of the Xlox-PG3 and Cdx

ParaHox genes.

If a simple Hox gene cluster is substantiated in other acoelo-

morphs and found (or not) to be structurally collinear (E. Moreno, J.

Baguñà and P. Martínez, work in progress) it might represent a simple

Hox cluster intermediate between the simpler set of Hox/ParaHox

genes in cnidarians and the expanded set (at least 7/8 PGs) of most bila-

terians. Recent genome-wide analyses of two cnidarians (Nematostella vec-

tensis and Hydra magnipapillata; Chourrout et al. 2006, Kamm et al. 2006)

found anterior-like and extremely divergent ‘posterior’-like Hox genes,

no representatives of central genes, and a cluster of anterior and

central/posterior ParaHox. This contradicts early claims of a ProtoHox

cluster of four genes and a ParaHox cluster of three genes prior to cnidar-

ian branching from which two Hox and one ParaHox were subsequently

lost in the lineage leading to cnidarians (Brooke et al. 1998, Finnerty and

Martindale 1999).

MicroRNA (miRNA) sets

MicroRNAs (miRNAs) are non-coding RNAs that control gene expression

by decreasing the stability of translation of target mRNAs (reviewed by
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Wienholds and Plasterk 2005). MicroRNAs and their mRNA targets are

usually expressed inmutually exclusive domains; in other words, repres-

sion of mRNAs in cell types where the miRNA is expressed suggests that

miRNAs stabilises and confers robustness to cell differentiation (Stark et

al. 2005). From this, it follows that the diversity of miRNAs might be cor-

related with the number of cell types and, hence, with biological com-

plexity, both features having steadily increased along animal evolution.

Recently, it has been reported that the number of different

miRNAs roughly correlates with both the hierarchy of metazoan

relationships and with the origination of metazoan morphological inno-

vations through geological time (Sempere et al. 2006). The phylogenetic

history (presence/absence) of 243 human and 70 fruit fly non-paralogous

miRNAs was traced along a wide range of taxa from sponges to humans

using Northern blots. Twenty-one miRNAs were found common to pro-

tostomes and deuterostomes (Figure 12.3) of which none is present in

sponges and just two in cnidarians. Protostomes had 12 additional

specificmiRNAs and deuterostomes seven. Platyhelminthes, represented

Figure 12.3 An abbreviated phylogenetic tree depicting some metazoan

clades with, above the nodes, the number of new miRNAs appearing at

each cladogenetic event. The number of different miRNAs in Acoela is low

(7 miRNAs) whereas that of ‘Platyhelminthes’ (Catenulida + Rhabdito-

phora) is similar (33 miRNAs) to those of other lophotrochozoans like

annelids and molluscs. This supports previous work suggesting the poly-

phyly of Platyhelminthes and the basal position of Acoelomorpha

(Ruiz-Trillo et al. 1999, 2002). Redrawn in a very modified form from

Sempere et al. 2006.
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by a marine polyclad, had almost all protostome miRNAs excluding the

two ecdysozoan-specific miRNAs so far detected, confirming that they

are lophotrochozoan protostomes.

If acoels are early-branching bilaterians, they should bear a

reduced subset of the 21 miRNAs conserved across protostomes and deu-

terostomes. Consistently, only six miRNAs were found in the acoel

Childia sp. (Sempere et al. 2006). Additional species of Platyhelminthes

(including parasitic species) have most protostome-specific miRNAs as

well as those shared by protostomes and deuterostomes (L. F. Sempere,

P. Martinez, J. Baguñà and K. J. Peterson, unpublished data). Instead, a

second acoel examined, Symsagittifera roscoffensis, has the same six

miRNAs as Childia sp. Again, these data strongly support the idea that

acoels are early-branching bilaterians and not members of the

Platyhelminthes.

G E N E E X P R E S S I O N AND A X I A L HOMO L OG I E S B E T WE EN

CN I DA R I A N S AND B I L AT E R I A N S

Amajor breakthrough in biology during the second half of the twentieth

century has been the demonstration that, while animal phyla are mor-

phologically very disparate, they are fundamentally similar genetically.

While the genetic composition of extinct taxa (e.g. the LCA of bilaterians)

cannot be directly determined, we can use the phylogenetic distribution

of developmental genes in extant species to infer the ‘genetic toolkit’ of

the bilaterian LCA. Within the framework of the new molecular phylo-

geny (Figure 12.1A), the bilaterian LCA is seen as endowed with scores of

genes controlling, for example, body axiality, coelom formation and seg-

mentation, photoreception, circulation and body appendages (Carroll et

al. 2001). Such a constellation of genes had to be assembled at the dawn

of the Bilateria from radial ancestors not bearing them.

The way we look at the origin of bilaterality changed recently

when it was found that the morphologically simple and symmetrically

‘radial’ anthozoan cnidarians possess, besides genes involved in A-P

polarity (Hox/ParaHox, otx, ems, gsc), gastrulation (twist [twi], snail [sna], bra-

chyury [Bra], forkhead [fkh]), endodermal (GATA) and germ-cell (nanos [nos],

vasa [vas]) specification, orthologues to bilaterian gene families pre-

viously thought to be absent in ‘radial’ organisms. Prominent among

them are genes involved in mesoderm specification (Nk2, mef2, MyoD),

D-V axial polarity (Wnt-ß-catenin, dpp/bmp; Chordin/noggin [chd/nog], Gsh/

ind, Msh, vnd), nerve tissue and sensory-organ formation (Notch/Delta [N/

Dl], Achete/Scute [Ac/Sc], Netrin, Pax 3) as well as in other cell signalling
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pathways (hedgehog [hh]), Receptor tyrosine kinases (Egfr, Fgfr) and Jak/Stat

(for specific references, see Hayward et al. 2002, Finnerty et al. 2004,

Martindale et al. 2004, Extavour et al. 2005, Martindale 2005, Matus et al.

2006, Rentzsch et al. 2006). The presence and expression in cnidarians

of many of the genes involved in D-V patterning in bilaterians

matched ideas (going back to Stephenson 1926, and held by Hyman

1951 and Salvini-Plawen 1978) of a second or directive axis in cnidarians

(namely in anthozoans), perpendicular to the oral-aboral (O-AB) axis

(Finnerty et al. 2004). Therefore, both cnidarians and bilaterians

evolved from an ancestor already bilateral, putting the origin of the bila-

terian LCA even further back in time.

Figure 12.4 summarises in a simplified form the A-P and D-V

expression of selected developmental genes in cnidarians and bilaterians

(for specific details see references above). Despite highly dynamic

expressions, some A-P and D-V genes in cnidarians have patterns com-

parable to those of bilaterians. This seems so for gastrulation or ‘pos-

terior’ genes such as Wnt, bra, sna, twi, fkh, for ‘endodermal’ or

‘mesoendodermal’ genes such as GATA, for ‘mesodermal’ genes like

Figure 12.4 Comparative axial expression, in a simplified form, of key

developmental genes between cnidarians (planula larva, top left, and

polyp, bottom left) and bilaterians (right). In the planula larva genes

expressed asymmetrically along the directive axis (‘D-V’ axis) are also

depicted. A: anterior; AB: aboral; D: dorsal; O: oral; P: posterior; V: ventral.

‘D’ and ‘V’ imply the likely, but still undefined, DV character of the

directive axis in cnidarians. For gene names and further details, see text.
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NK2, mef2 and MyoD, and for germ-cell genes such as nos and vas.

However, the expression of key A-P genes such as Hox/ParaHox, emx,

otx, Nkx2.5, and especially of key D-V genes such as dpp/bmp and chd/

nog, throws doubt on the existence of simple relationships between

the A-P and D-V axes of bilaterians and the O-AB and directive axes of cni-

darians, respectively (Chourrout et al. 2006, de Jong et al. 2006, Kamm

et al. 2006). Patterns of expression of A-P genes differ dramatically

between different species and those of D-V genes are complex and over-

lapping (de Jong et al. 2006). In particular, the bilaterian antagonist

factors dpp/sog (or bmp/Chd in chordates) in Nematostella show asymmetric

expression along the directive axis but, unexpectedly, also along the

O-AB axis (Rentzsch et al. 2006).

A particularly vexing old problem, whichmay hold the key to axial

homologies, is the correspondence between the O-AB axis of planula

larva and polyp, and between these and the A-P axis of bilaterians.

Planula larvae swim with the aboral or apical poles in front and the

oral (bearing sometimes a transitorymouth) poles trailing. It is currently

assumed that the aboral/oral (AB-O) axis in a planula corresponds to the

A-P axis of bilaterians, and taking into account its directed locomotion,

then AB = A and O = P. After settling with the anterior pole, the larva

transforms into a polyp having the oral end up and the aboral end at

the bottom. If axiality between planula and polyp is conserved, the

oral (mouth) of the polyp would correspond to the P pole of bilaterians

while the aboral (basal disk and foot) would correspond to the A pole.

This interpretation is backed by traditional morphological arguments

and by the striking similarities between the oral region in cnidarians

and the organiser region of chordates and other gastrulation sites of bila-

terians which corresponds to either the posterior or ventral pole of

modern-day bilaterians (Arendt et al. 2001, Technau 2001). Alternatively,

the oral pole of the polyp may correspond to the bilaterian anterior pole

(Martindale 2005). This would entail, however, the inversion of the A-P

axis between planula and polyp.

Gene expression in planula larvae (Figure 12.4) does not provide a

definitive answer, but gives interesting clues. The best come from sets of

genes in the oral region of both planula and polyp. Wnt, ß-cat, Bra, sna,

twi, fkh, vas and nos are expressed in the posterior (oral) half of the

planula larva and (some) in the hypostome area (oral pole) of the

polyp. In bilaterians, such genes are expressed in posterior regions

(including the posterior endoderm and germ cells) of the embryo and

are involved in gastrulation and axial polarity. A second group of

genes, Dickkopf (Dkk) and Nkx2.1, are expressed in the anterior (aboral)
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half of the planula and in the peduncle and basal disk (aboral pole) of the

polyp. Dkk is particularly interesting because it antagonises the Wnt sig-

nalling pathway in both cnidarians and bilaterians. Activation of Wnt

signalling in bilaterians enlarges posterior structures and inhibits

anterior structures; in cnidarians, it results in extra heads and tentacles

(Guder et al. 2006). Conversely, depletion of Wnt activity in bilaterians

expands anterior structures, whereas in cnidarians it gives rise to

extra feet and basal discs. In vertebrates, Dkk1 is expressed in anterior

regions and, when ectopically expressed, induces secondary heads

(Glinka et al. 1997). In cnidarians, Dkk is expressed at the aboral end in

the planula and polyp (Lee et al. 2006). Wnt is expressed at the oral

end, and when Dkk is depleted, oral structures are expanded (Guder et

al. 2006). If Wnt is considered a posterior marker in bilaterians and its

antagonist Dkk an anterior marker, their expression in cnidarians and

the results of over-expression/inhibition suggest that the aboral end of

the planula (= foot of polyp) is homologous to the anterior region of bila-

terians (Meinhardt 2002), whereas the oral end of a planula (= hypostome

of polyp) is homologous to the posterior region of bilaterians. Under this

scenario, the postulated inversion of axial polarity between planula and

polyp is neither necessary nor tenable.

TH E P L ANU L A - A C O E L O I D TH E O RY R E V I S I T E D W I TH A C R I T I Q U E T O

AM PH I S T OM I C S C E N A R I O S O F B I L AT E R I A N E V O L U T I O N

New molecular phylogenies (Figure 12.2), new data on Hox/ParaHox and

microRNA sets confirming the acoelomorphs as earliest extant branch-

ing bilaterians (Figure 12.3), the finding that all animal phyla (sponges

included; Nichols et al. 2006) share a complex ‘genetic toolkit’, the evi-

dence for axial homologies in gene expression between cnidarians and

bilaterians (Figure 12.4), and the evidence that cnidarians are bilateral

in origin, all converge to an older LCA for bilaterians (Figure 12.5),

better named the CBA (Cnidarian-Bilaterian Ancestor). In turn this

resembled more closely the ancestor envisaged in the Planula-Acoeloid

Theory, with an axial and bilateral, bentho-pelagic sexual archiplanula

with directed locomotion, anterior sensory pole, posterior mouth and

a rudimentary gut. From this ancestor, both cnidarians and ‘true’ bilat-

erals emerged. This scenario has affinities with the early ideas of Metch-

nikoff, further elaborated by Hyman, Beklemishev, Ivanov and later on

by Salvini-Plawen (1978), to which readers are referred.

Leaving aside sponges and placozoans, the primitive mode of

feeding in metazoans appears to be grazing in and on the benthos,
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feeding upon organisms smaller than themselves such as bacteria, algae

and other animals (Peterson et al. 2005). In other words, suspension

feeding or active pelagic feeding, as in extant cnidarian polyps and cte-

nophores, was unlikely to be primitive. In both groups, it could only

have occurred after the evolution of cnidoblasts (cnidarians) and collo-

blasts (ctenophores) which are no older than the Cambrian. This was

concurrent with the appearance of appropriate food sources, namely
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Figure 12.5 Phylogenetic hypothesis for lower Metazoa, from biradial

ancestors (cross-section) up to the archiplanula or CBA (Cnidarian-

Bilaterian Ancestor) with loose ‘bilateral’ symmetry and ‘dorsoventral’

(‘D-V’) asymmetry and from the latter to both extant cnidarians via planula

forms and to the Last Common Ancestor (LCA) of bilaterians. The LCA

showed defined antero-posterior (A-P) and dorso-ventral (D-V) axes and

from them derived both the acoelomorphs (right) and the rest of the

bilaterians (centre). Drawn from concepts, ideas and phylogenetic schemes

of Salvini-Plawen (1978), Willmer (1990), Baguñà and Riutort (2004) and

Martindale (2005). For further details, see text.
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mesozooplankton (Peterson 2005). Earliest cnidarians were probably

small benthic grazers or burrowers with a main A-P axis (equivalent to

AB-O), the oral end (mouth/anus) at the rear, and a cryptic D-V axis.

Once planulas of stem cnidarians developed a rudimentary pair of tenta-

cles with primitive cnidocysts, and settled with the anterior pole to the

substrate, ancestral archipolyps emerged ready to penetrate into the

vacant ecological niche of sessile predators (Salvini-Plawen 1978).

Another group of bentho-pelagic sexual archiplanulas gave rise to

stem bilaterians (Figure 12.5). Given that A-P and ‘D-V’ axes were already

in place, key apomorphies leading to the LCA were the reinforcement of

the D-V axis, probably helped by the appearance or ‘segregation’ of

mesoderm from endomesoderm, and concentration at the anterior

end of clumps of nerve cells to form a first primitive brain. A further

or concurrent important development included the shift of the blasto-

pore/oral opening to different positions on the ventral side (one of the

most basal acoel genera, Diopisthoporus, has a posteriorly positioned

mouth/anus; Salvini-Plawen 1978). The evolution of bilaterians with

through gut (mouth + anus), which comprise all bilaterians except the

acoelomorphs, the Platyhelminthes and Xenoturbella spp., was another

key item in bilaterian evolution. According to van den Biggelaar and

Dictus (2005), this might have occurred from cnidarian-like organisms

in three different ways: (1) the blastopore maintained its posterior pos-

ition becoming the anus, and a mouth developed later (Deuterostomia);

(2) the posterior dorsal side of the blastopore extended (probably by pro-

liferation as in some extant molluscs) shifting the mouth anteriorly

towards the ventral side while the anus formed later (Protostomia);

and (3) the body axis extended only along the dorsal side associated

with the transformation of the blastopore into a longitudinal slit

whose margins later fused in the middle, giving a tube with an anterior

mouth opening and a posterior anal opening. This mode of blastopore

closure, called amphistomy, has been proposed several times as a way

to derive at a stroke the typical bilaterian body-plan features from a

radial Gastraea from cnidarian adults (enterocoel theory of Sedgwick

1884), from benthic bilaterogastreas (Jägersten 1955) or from

trochophora-type primary ciliary larvae (Arendt et al. 2001). In the last

case, the expression of otx and Bra was considered sufficient evidence

to derive both mouth and anus from blastoporal regions. There is a

general consensus, however, that primary larvae are not primitive but

derived, not truly homologous, and prone to convergence (Sly et al.

2003). Moreover, Bra and otx, besides their clear roles in gastrulation

and in specifying anterior body regions respectively, are also activated
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anew in any invagination movements (e.g. Bra in stomodeum formation)

and in all sorts of ciliary bands (Otx); therefore their expression in larvae

is probably due to convergence and needs to be reassessed. Further, in

most embryos of molluscs, the blastopore does not contribute to the for-

mation of the anus as required by the amphistomy concept (see van den

Biggelaar and Dictus 2005 for references). Finally, according to the

concept of amphistomy in its original formulation, head formation is

expected at one side of the blastopore, and the opposite side should be

posterior. Thus, the animal-vegetal axis of eggs and embryos which is

parallel to the A-P axis now becomes parallel to the D-V axis, whereas

the A-P axis is made orthogonal to it. The main consequence is that

the orientation of the expression domains of axial patterning genes is

not in register between ancestor and descendant. Altogether, whereas

amphistomic mechanisms may fit the specific developmental features

of some lophotrochozoans (e.g. annelids) it cannot be extrapolated as a

general mechanism, as in the original enterocoel theory (Sedgwick

1884) and variations thereof (Jägersten 1955, Arendt et al. 2001), to

explain bilaterian evolution.

C ON C L U S I O N S AN D P RO S P E C T S

New molecular phylogenies, in particular the proposal that acoelomorph

flatworms are the earliest extant bilaterians, and the realisation that

radial cnidarians have the axial features of bilaterians, are currently

helping to unravel the sequential evolution of what once appeared to be a

number of phylogenetically coincident character changes. Thus, key

changes in bilaterian evolution are spread along several steps, which allow

character states to be polarised. This argues against the complex Urbilateria

hypothesis andhelps us to see the evolution of the Bilateria as a series of suc-

cessive Last Common Ancestor (LCA) nodes connected by stem ancestors

along which new characters were acquired (Valentine 2006).

Refinements in data acquisition, evolution models, fossil record,

molecular phylogenies, gene expression data (in particular forthcoming

data on the expression of developmental genes in embryos and adults of

acoelomorphs) and functional evo-devo will in the next few years be

instrumental in unravelling the sequential evolution of clades at the

base of the Deuterostomia, the Ecdysozoa and the Lophotrochozoa.
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13

Are transposition events at the origin
of the bilaterian Hox complexes?
J E AN S . D E U T S C H AND PH I L I P P E L O P E Z

The genome sequences of two non-bilaterian animals, the

cnidarians Nematostella vectensis andHydra magnipapillata, have been recently

completed. These new data lead to the fascinating result that the comp-

lement of Hox genes in the cnidarian ancestor is considerably lower than

that in the bilaterians, although the complexity of their genome is other-

wise similar (Technau et al. 2005). Thus, there is a correlation between

the radiation of the Bilateria and the expansion of the Hox complex.

In the first part of this chapter, we shall present and discuss these

data. In the second part, we shall present a novel hypothesis accounting

for this phenomenon. In short, we surmise that the expansion of the Hox

complex at the base of the Bilateria was due to a series of transposition

events. Indeed, we hypothesise that the Hox genes themselves originate

from transposons. The main support for this hypothesis is provided by

the similarity between the homeodomain and the DNA-binding

domain of bacterial integrases and eukaryotic transposases. We also

examine some very precise rearrangements of the Hox complex in the

Drosophilidae lineage. In the third part, we propose a scenario for the

evolution of the Hox complex from the basic complement of Hox

genes in the common ancestor of cnidarian and bilaterian animals.

This scenario, based on our transposition hypothesis, accounts for

several properties of the extant Hox genes.

T O S E T T H E S C E N E : T H E HOX E X P L O S I O N

The homeobox is a conserved motif found in a huge variety of

eukaryotic genes, encoding a DNA-binding domain. Although

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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homeobox-containing genes are known from various branches of the

eukaryote tree, such as fungi and plants, ANTP-class genes, to which

Hox and paraHox genes belong, form a monophyletic group only known

from animals (Bharathan et al. 1997, Holland and Takahashi 2005).

The Metazoa (i.e. Animalia) comprise non-bilaterian and bilater-

ally symmetric animals. Four extant non-bilaterian phyla are known:

Porifera (sponges), Ctenophora (comb jellies), Cnidaria (corals, sea ane-

mones, jellyfish and their kin) and Placozoa. There are no nerve cells

in sponges, so that the presence of well-characterised nerve cells is a

clear synapomorphy unifying Ctenophora and Cnidaria with the Bila-

teria, in a clade called ‘Eumetazoa’. Placozoa is a problematic phylum,

comprising a single species, Trichoplax adhaerens, with a very simple mor-

phology. Schierwater (2005) strongly advocates for its origin from the

base of the Metazoa, before the emergence of the Porifera. However, it

shares certain synapomorphies, such as belt desmosomes and neuropep-

tides, with Eumetazoa (Schuchert 1993). We thus think that it is a

derived, secondarily simplified, eumetazoan.

The so-called ‘new phylogeny’ dispatched the bilaterian phyla into

three ‘super-phyla’, Deuterostomia, Lophotrochozoa and Ecdysozoa

(Aguinaldo et al. 1997). Two phyla may not fit in this classification: the

Chaetognatha and the Acoelomorpha. Chaetognatha have been long con-

sidered as ‘incertae sedis’ (Ball and Miller 2006). They are now either

regarded as a sister group to all Protostomes (Marletaz et al. 2006) or

included within the Lophotrochozoa (Matus et al. 2006). Acoelomorpha,

a phylum recently created following the exclusion of the Acoela and the

Nemertodermatida from the phylum Platyhelminthes, is assumed to

stem from the very base of the Bilateria, before the split into the three

super-phyla (Baguñá and Riutort 2004). For both these problematic

taxa, Chaetognatha and Acoelomorpha, more data are needed, on a

larger panel of genes and taxa, until a firm phylogenetic conclusion

can be drawn.

Almost all bilaterian phyla suddenly appear in the fossil record at

the base of the Cambrian within a short length of time, c. 540 to 550

million years (Myr) before present. This was called the ‘Cambrian

explosion’. In parallel, there was a sudden increase in the number of

Hox genes.

Indeed, there is no Hox gene in sponges (Manuel and Le Parco

2000). As for ctenophores, a single small fragment of a putative Hox

gene isolated from Beroe ovata has been withdrawn from the data

banks as a contaminant at the request of the authors. In contrast,

Hox and Hox-related genes have been studied from several cnidarian

240 Jean S. Deutsch and Philippe Lopez



species (Gauchat et al. 2000, Chourrout et al. 2006, Kamm et al. 2006,

Ryan et al. 2006). Summarising, we can draw the following con-

clusions: (1) the number of Hox genes in the repertoire of the ances-

tral cnidarian is low, not more than two or three; (2) these primitive

Hox genes are more similar to the Hox1–2, Hox3 and maybe the pos-

terior Hox9–14 of so-called ‘paralogy groups’ (PG) of bilaterian Hox

genes; (3) lineage-specific duplications have increased this primitive

number in several cnidarian taxa; (4) the cnidarian Hox complex, if

it ever existed primitively, has been disrupted and reorganised

during the evolution of the Cnidaria.

Since the work of de Rosa et al. (1999), who examined the reper-

toire of Hox genes in a diversity of bilaterian taxa, a number of data

have been added, all supporting the main conclusion of this pioneer

work: on a qualitative and quantitative basis (type and number of

Hox genes), the repertoire of Hox genes supports the classification

of the Bilateria into the three ‘super-phyla’ first proposed by Agui-

naldo et al. (1997). These data now allow confident conclusions to be

drawn about what the complement of Hox genes was in the ancestor

of several phyla and, in the best cases, what their genomic organis-

ation was.

In the Arthropoda, the Hox genes’ basic complement comprises 10

genes, the two sister genes lab and pb, orthologous to the paralogy

groups (PG) PG1 and PG2, respectively; a single zen gene orthologous to

PG3; six genes belonging to the ‘median’ group PG4–8, namely Dfd,

Scr, ftz, Antp, Ubx and abdA, and a single ‘posterior’ gene, AbdB, corre-

sponding to PG9–14 in deuterostomes. From all available genomic

data, we can infer that these ten Hox genes were primitively grouped

in a single cluster, despite some breaks and rearrangements that

occurred during the evolution of long germ-band insects.

Among the Ecdysozoa, the Onychophora, a phylum closely

related to the Arthropoda, and the Priapulida fit the arthropod

scheme (de Rosa et al. 1999), with the possible exception of a dupli-

cation of the posterior gene. In contrast, in various nematodes the

Hox complement appears quite reduced and derived: some genes are

missing, others are derived, mosaic or duplicated, and the Hox

complex is profoundly rearranged and disrupted (Aboobaker and

Blaxter 2003). This seems specific to the Nematoda, since a species

belonging to the Nematomorpha (probably the closest relatives to

the nematodes) has a full complement of arthropod-like Hox genes.

We can thus infer that the Hox complement present in the ecdy-

sozoan ancestor comprised ten different genes, or at least nine if
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the duplication leading to the sister genes Ubx/abdA were specific to

the Arthropoda. They were most probably arranged in a single

complex.

As for the Lophotrochozoa, data are less complete than those for

the Ecdysozoa, both in terms of the number of taxa studied and the

structure of the genes and complexes. Lophotrochozoan species

possess clear orthologues of the PG1/lab, PG2/pb, and PG3/zen. As

‘median’ genes, they share PG4/Dfd and PG5/Scr. Telford (2000) hypothe-

sised an orthology relationship between the lophotrochozoan median

gene Lox5, the arthropod ftz and PG6. They also possess clear orthologues

of Antp (possibly a member of PG7). Lox2 and Lox4 are two sister genes,

arising from a different duplication from the one that generated Ubx

and abdA in the arthropod lineage (Wong et al. 1995). This amounts to

six ‘median’ Hox genes. In addition, lophotrochozoans have two specific

‘posterior’ genes, Post1 and Post2 (de Rosa et al. 1999). The two latter

genes, together with the couple Lox2/Lox4, constitute characteristic sig-

natures of the lophotrochozoan lineage. Platyhelminths show a

disturbed panel of Hox genes with derived and duplicated genes. In

the parasite platyhelminth Schistosoma mansoni, the Hox complex is dis-

integrated and dispersed in the genome (Pierce et al. 2005). We can

derive a figure of 11 Hox genes as the complement of Hox genes in the

primitive lophotrochozoan. Whether they were clustered in a complex

is still an open issue.

The Deuterostomia includes two branches: the Ambulacraria,

uniting the Echinodermata and the Hemichordata, and the Chordata,

comprising the Cephalochordata, the Urochordata and the Vertebrata.

The vertebrates have undergone several whole genome duplications

during their evolution, leading to up to four paralogous Hox clusters

in the Tetrapoda and (primitively) up to eight in the Teleostei. From

sequence comparisons between the four Hox clusters in mammals, a

primitive complex of 13 Hox genes was derived (McGinnis and Krumlauf

1992). The discovery of a 14th Hox gene in the cephalochordate Bran-

chiostoma floridae (Ferrier et al. 2000), in the coelacanth Latimeria chalum-

nae and in the shark Heterodontus francisci (Powers and Amemiya 2004)

added one more posterior gene to the ancestral chordate Hox complex.

The grouping in a single cluster of the Hox genes in the amphioxus

and the tight clustering of the Hox genes in vertebrates led to the

hypothesis of a single complex of 14 Hox genes in the chordate ancestor.

In the Urochordata, losses and rearrangements yielded a disorganised

and derived Hox cluster, variable among taxa.
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Summing up data from a number of species belonging to diverse

classes among the hemichordates and the echinoderms, a Hox

complex orthologous to that of the chordates can be derived in the

common ancestor of the Ambulacraria, possibly with a smaller

number of posterior genes. The Hox cluster of the sea urchin Strongylo-

centrotus purpuratus is profoundly perturbed, maybe in line with the

huge modification of the echinoderm body plan (Cameron et al. 2006).

In total, a single cluster of 14 genes comprising at least six posterior

genes can reliably be postulated to have been present in the deuteros-

tome ancestor (Monteiro and Ferrier 2006).

In both Chaetognatha and Acoelomorpha, a reduced number of

Hox genes have been reported, with some of them showing no clear

orthology with known Hox genes from other bilaterian taxa (Papillon

et al. 2003, Cook et al. 2004). This has been attributed to the ‘primitive’

nature of these Hox genes and phyla. However, ‘mosaic’ homeodomain

sequences could result from divergent evolution after loss of some

Hox genes as well. This kind of evolution of remaining Hox genes is

exemplified in the case of echinoderms, such asHox4 and Hox5 from star-

fish compared with Hox genes from echinoid species that have lost one

median gene (Long et al. 2003).

The most parsimonious figure for the number of Hox genes

present in the common ancestor of the three bilaterian branches is

nine genes: two anterior genes, orthologous to PG1 and PG2, one

anterior-median (PG3), five median (PG4 to PG8) and one posterior

gene, to which we refer in the following as PG9*, being the ancestor

of PG9 to PG14. Hence, the number of Hox genes suddenly jumped

from two to three genes as present in the common ancestor of the Cni-

daria and the Bilateria (Ferrier and Holland 2001, Garcia-Fernàndez

2005, Chourrout et al. 2006) to nine in the common ancestor of

extant bilaterians, with a further increase to 10 in the Ecdysozoa

(duplication of PG8 to Ubx and abdA), to 11 in the Lophotrochozoa

(duplication of PG8 to Lox2 and Lox4 and of PG9* to Post1 and Post2)

and to 14 in the deuterostome ancestor (duplications of PG9* in PG9

to PG14). This sudden increase is what we call ‘the Hox explosion’

that paralleled the radiation of the Bilateria.

This observation needs an explanation. Here we hypothesise

that the ‘Hox explosion’ is due to a burst of transposition events

and that the Hox genes themselves are primitive transposons that

have been ‘domesticated’ during further evolution of the metazoan

genome.
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T H E HOM EO DOMA I N P RO T E I N A S A T R AN S P O S A S E

We shall now present the first piece of evidence supporting the transpo-

sition mechanism that, as we suggest, has operated at the origin of the

bilaterian Hox complex.We review the current literature presenting evi-

dence that the RAG1 gene, involved in the recombination events leading

to the diversity of the vertebrates’ immune response, is derived from a

transposon. We show that metazoan homeodomains are very similar

to the DNA-binding domain of the RAG1 protein, similarity being the

greatest for Hox homeodomains. Hence we surmise that the Hox

genes are also issued from a transfer of DNA by a transposon of a

similar kind.

Schatz et al. (1989) discovered the RAG1 protein as a main player

for V(D)J recombination of immunoglobin and receptor genes. RAG1

interacts with its partner RAG2, encoded by a neighbouring gene, and

with HMG proteins in a multimeric complex. In this complex, both

the DNA-binding domains and the critical DDE acidic residues active

in recombination are located within the RAG1 moiety (De and

Rodgers 2004).

Thompson (1995) first suggested that the RAG locus has evolved

from a transposase. Spanopolou et al. (1996) discussed the parallel

between V(D)J and bacterial recombination. Bernstein et al. (1996) under-

lined the structural similarity between RAG1 and bacterial integrases.

This ‘transposon hypothesis’ on the origin of the V(D)J system has

gained support from evidence provided by Hiom et al. (1998) and

Reddy et al. (2006) that the RAG proteins are able to generate transposi-

tions in vitro and in vivo. Last but not least, Kapitonov and Jurka (2005)

revealed sequence similarity between the RAG1 protein and the transpo-

sase and between the V(D)J recombination signals and the target of a new

DNA transposon, called ‘Transib’.

We aligned the DNA nonamer-binding domain of RAG1, highly

conserved throughout gnathostome evolution, to a sample of homeodo-

mains from metazoan proteins representative of the diversity of this

group of transcription factors. A part of this alignment is shown in

Figure 13.1, with homeodomains of Hox genes from Drosophila melanoga-

ster (fly) as an ecdysozoan representative, Nereis virens (polychaete worm)

for lophotrochozoans and Mus musculus (mouse) for deuterostomes. So-

called ‘posterior genes’, i.e. AbdB, Post1, Post2 and Hox9 to Hox13, have

been discarded because of rapid evolutionary rate (Chourrout et al.

2006). For the same reason, Drosophila genes corresponding to Hox3

(i.e. zen, zen2, bicoid) as well as ftz have not been taken into account.
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Figure 13.1 Comparison between the RAG1 DNA-binding domain and Hox

homeodomains. An alignment is shown between the RAG1 DNA-binding

domain and Hox homeodomains. Upper panel: RAG1 proteins of vertebrate

species, chosen to represent the diversity of gnathostomes. Cle: Carcharhi-

nus leucas, shark [U62645]; Dre: Danio rerio, teleost fish [NM_131389]; Pwa:

Pleurodeles waltl, newt [AJ010258]; Gga: Gallus gallus, chicken

[NM_001031188]; Mmu: Mus musculus, mouse [AY413840]; Hsa: Homo

sapiens, man [AY413838]. Only 11 sites out of 61 show changes, most often

for similar amino acids (open circles above the alignment). Other panels:

comparison between Hox homeodomains and RAG1 proteins. Species

representing the three bilaterian superphyla: Dme: Drosophila melanogaster,

fly, Mmu:mouse and Nvi: Nereis virens, polychaete worm. Only identical and

similar amino acids between Hox homeodomains and RAG1 have been

scored, not those between Hox homeodomains themselves. White letters,

black shadowed: identical amino acids. White letters, grey shadowed:

similar amino acids. Two amino acids are here taken as similar when they

show some similarity in structure and function (e.g. basic) and when the

corresponding codons differ by a single base. Stars below the alignment

correspond to residues conserved in all Hox genes and other homeobox-

containing genes analysed for similarity to RAG1 (see Table 13.1).

Transposition and the Origin of Hox Complexes 245



Table 13.1 Scores of identical and similar aminoacids between RAG1 and homeodomains.

Same alignment and same definition of similarity for amino acids as in Figure 13.1.

Identical Similar Total

Hox fly lab 9 18 27

pb 11 15 26

Dfd 11 17 28

Scr 14 15 29

Antp 15 14 29

Ubx 14 15 29

abdA 16 14 30

mouse Hox-b1 10 15 25

Hox-b2 10 15 25

Hox-b3 8 18 26

Hox-b4 11 17 28

Hox-b5 11 17 28

Hox-b6 13 14 27

Hox-b7 14 14 28

Hox-b8 12 15 27

paraHox fly caudal 7 15 22

ind 9 16 25

mouse Cdx1 8 14 22

Cdx2 7 16 23

Cdx4 6 17 23

Pdx1 11 14 25

Gsx1 8 16 24

Gsx2 8 16 24

Emx/ems fly ems 8 18 26

E5 9 17 26

mouse Emx1 9 16 25

Emx2 10 15 25

Evx/eve fly eve 9 15 24

mouse Evx1 9 15 24

Evx2 9 15 24

NK fly slou 11 12 23

ladybird-e 8 17 25

ladybird-l 6 17 23

msh 11 14 25

tinman 7 20 27

bagpipe 10 17 27

mouse Sax1 11 12 23

Lbx1 9 18 27

Lbx2 8 17 25
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Using a rather restrictive definition of amino acid similarity (see legend

of Figure 13.1), we scored aminoacids identical and similar to RAG1 for

every protein aligned (Table 13.1). Surprisingly, a relatively high score of

about 20 amino acids similar and identical to RAG1 was obtained for all

homeodomains, despite their diversity. In fact, as many as 8 out of 60

residues (stars in Figure 13.1) are conserved in all proteins examined

here and these are identical or similar to those of the RAG1 DNA-

binding domain. The other residues similar to RAG1 vary according to

the homeodomain family. Among all homeodomains scanned, the

median Hox proteins present the best score, up to 30 (Figure 13.1 and

Table 13.1). In particular, they are unique in presenting a (V/L)CL(T/S)

motif quite similar to the homologous VCLT motif of RAG1. This motif

is located at the loop between helix2 and helix3 of the homeodomain.

Table 13.1 (cont.)

Identical Similar Total

Msx1 11 14 25

Msx2 11 14 25

Msx3 11 14 25

NK2.5 8 18 26

NKx3.2 10 17 27

PAX fly gsb 11 13 24

gsb-n 10 13 23

mouse Pax3 10 13 23

POU fly vvl 9 13 22

mouse POU-III 9 11 20

TLX fly C15 9 15 24

mouse TLX1 10 16 26

TLX2 11 15 26

TLX3 11 16 27

LIM fly apterous 7 18 25

mouse Lhx2 7 18 25

Lhx1 7 12 19

Lhx3 8 10 18

TALE fly exd 6 17 23

mouse Pbx1 7 15 22

Pbx2 7 16 23

Pbx3 7 16 23

fly hth 6 13 19

mouse Meis1 8 12 20
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This location and the presence of the highly reactive cysteine residue are

indicative of a putative protein–protein interaction motif.

As expected from the similarity with RAG1, metazoan homeodo-

mains are also similar with Transib transposases (Figure 13.2). The

similarity-domain-1 defined by Kapitonov and Jurka (2005) corre-

sponds to the NH2 part of the RAG1 DNA-binding domain and to the

NH2 arm of metazoan homeodomains, which is known to make

contact with DNA.

Not all transposases belonging to DNA type II transposons present

a helix–loop–helix DNA-binding domain. Not all metazoan transcription

factors possess a homeodomain. Thus we find that the similarities

observed here are more likely to result from common descent, that is,

represent true homologies, rather than convergences. This means that

RAG1 and metazoan homeobox genes are issued from transposons of

the same family, not necessarily from the same and single lateral trans-

fer event. Their common ancestor, as ancestor of two different transpo-

sons, might be far more distant than the common ancestor of all

metazoans.

We know that certain homeobox genes are present outside the

metazoans, in particular in fungi and plants. When phylogenetic ana-

lyses include fungi and plant homeobox genes, animal homeobox

genes appear polyphyletic (Bharathan et al. 1997). Some clades are

metazoan-specific, such as the ‘ANTP super-class’ including Hox,

paraHox, NK, engrailed, BarH and related genes, others pre-date the diver-

gences between plants, animals and fungi, such as a clade comprising

Knotted from plants, Cup genes from fungi and exd/Pbx from animals. A

very ancient homeobox gene might have been present in an ancestor

eukaryote, giving rise to the present-day diversity of homeobox genes

in the three lineages by multiple duplications followed by

Figure 13.2 Similarity between the NH2 arm of the Transib transposase,

RAG1 and Hox proteins. Same grey tones as in Figure 13.1.
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diversification. This ‘classical’ scenario requires that a number of the

different gene families thus generated have been lost in each lineage

(Bharathan et al. 1997).

Alternatively, if homeobox genes are issued from transposons, a

scenario involving multiple transfers of related but not identical

transposons at different times reconciles the gene tree with the

species tree more parsimoniously. In particular, although a number

of homeobox genes belonging to different families, including the

ANTP-class, have been isolated from sponges, no Hox or paraHox

genes have been detected (Richelle-Maurer et al. 2006). We thus

suggest that an ‘ANTP-super’ transposon has invaded the common

ancestor of all metazoans, and that in a second event, after the diver-

gence between Porifera and Eumetazoa, the same or a related transpo-

son has invaded the eumetazoan ancestor, generating the ‘Hox-

extended’ family, comprising the Hox, paraHox, Mox and Evx/eve

genes. After transfer, these transposons would have been ‘domesti-

cated’ during evolution (Volff 2006). The role of transposable elements

as a source of genetic evolutionary novelties is now better acknowl-

edged (Biémont and Vieira 2006). Domestication must have involved

a reduction of transposase activity, but it does not need to be rapid.

Maintenance of some transposase activity may account for the high

numbers of duplications and rearrangements of the Hox-extended

family observed in the Cnidaria (Chourrout et al. 2006).

P O S S I B L E T R AN S P O S I T I O N E V E N T S I N T H E HOX COM P L E X I N T H E

D RO S O P H I L I DA E L I N E AG E

We can expect that during the course of transposon domestication, the

transposase/recombinase activity of metazoan homeodomains has been

progressively reduced or lost. Nevertheless, we wondered whether some

transposition events could have occurred. We focused on Hox genes

because, as they are not present in sponges, they might be the more

recent and less derived homeobox genes. However, we surmised that

transposition of Hox genes would have been lethal in organisms that

develop progressively by posterior addition (Hughes and Jacobs 2005),

because temporal collinearity would require the integrity of the Hox

complex (Duboule 1994, Deutsch and Le Guyader 1998, Monteiro and

Ferrier 2006).

Progressive development has been lost in certain bilaterian

taxa, among which long-germ band insects. In these animals the

Hox complex has a disturbed structure, as shown in the silk moth
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Bombyx mori (Lepidoptera) (Yasukochi et al. 2004) and in the Drosophi-

lidae (Negre et al. 2003). In Drosophila pseudoobscura, the Deformed Hox

gene is in the same orientation in the ANT complex as the other Hox

genes, whereas it is inverted in D. melanogaster (Randazzo et al. 1993).

Despite this rearrangement, expression and function of Dfd and those

of the neighbouring genes do not differ between the two Drosophila

species. We thus inferred that the inversion must involve a

segment larger than the mere Dfd transcript, including all relevant

cis-regulatory sequences. Figure 13.3 shows the inversion by plotting

the sequences of the Dfd region from these two species against

each other.

We have drawn the structure of the Hox cluster on a phylogenetic

tree of 12 Drosophila species whose complete genome sequence is cur-

rently available (Figure 13.4). It reveals that the Dfd gene has been

inverted twice independently: once during the evolution leading to the

melanogaster subgroup, once during the evolution to the willistoni group.
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Figure 13.3 Dot-plot of the sequences of the Dfd region of Drosophila

melanogaster (horizontal) vs. D. pseudoobscura (vertical). Solid bar: Dfd tran-

scribed segment. Scr: Sex combs reduced gene; bcd: bicoid gene.
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On each side of the inverted region, as close to the breakpoints

as we could determine, we found two segments of about 40 bp, here

called Dfd-up and Dfd-dn, highly conserved over 40 to 60 Myr of evol-

ution in all 12 species (Figure 13.5). An imperfect palindrome is

located within the Dfd-up sequence (noted in Figure 13.5A). This

kind of secondary structure is indicative of a putative target of a

DNA-binding molecule. At the centre of the Dfd-dn segment, we

found a perfectly conserved ATTA motif (underlined in Figure 13.5B),

known to be the core of the Hox target (Ekker et al. 1994). Yet the Dfd-

up and Dfd-dn segments are distinct from all previously known con-

served sequences located in this region, cis-regulatory enhancers

(Bergson and McGinnis 1990, Zeng et al. 1994, Lou et al. 1995), Poly-

comb Responsive Elements (Ringrose et al. 2003) and conserved repeti-

tive sequences (Quesneville et al. 2005). They may have been preserved

from random drift because they are targets of the certain proteins,

possibly including Hox proteins. The presence of these motifs may

have favoured the advent of two independent inversions of the Dfd

locus during the evolution of the Drosophilidae.

Figure 13.4 Conserved sequences close to the breakpoints of the

Dfd inversion. A, Dfd-up (50 to the transcript); B, Dfd-dn (30 to the

transcript). ANC: derived ancestral sequence. Small letters: bases

differing from the ancestral sequence. sim: Drosophila simulans; sec: D.

sechellia; mel: D. melanogaster; yak: D. yakuba; ere: D. erecta; ana: D. ananassae;

pse: D. pseudoobscura; per: D.persimilis; wil: D. willistoni; moj: D. mojavensis;

vir: D. virilis; gri: D. grimshavi. Below the Dfd-up sequences: ° (left

arm) and * (right arm) show the palindromic sequence.

Underlined on the Dfd-dn ancestral sequence: the ATTA motif, a putative

Hox target.
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I M P L I C AT I O N S O F T H I S H Y P O TH E S I S : A S C E N A R I O F O R TH E O R I G I N

A ND E A R L Y E V O L U T I ON O F B I L AT E R I A N HOX COM P L E X E S

The number of Hox genes in the common ancestor of Cnidaria and Bila-

teria was low, not more than two or three. It is not easy to derive the

precise relations between these ancestral Hox genes and present bilater-

ian PGs. There are several reasons for that: (1) phylogenetic analyses on

Hox-like genes depend on a low number of informative sites; (2) there

have been c. 1000 Myr of evolution between this ancestor and extant

species; (3) a more rapid rate of evolution is observed for the ‘posterior’

Hox genes (Chourrout et al. 2006); and (4) independent duplications

occurred in various cnidarian lineages. Consensus exists on the presence

of an ancestral Hox1-like gene, but disagreements are found about

whether a second ancestral Hox gene was related to Hox2 (Ryan et al.

Figure 13.5 Phylogenetic tree of the Drosophilidae and Dfd inversion

events. This phylogeny has been established by analysis of the complete

genome sequences of these 12 Drosophila species (from FlyBase@flybase.

bio.indiana.edu). The primitive 50 to 30 orientation of the Dfd gene is similar

to that of the other Hox genes of the complex. Species where Dfd is

inverted are underlined.
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2006) or Hox3 (Chourrout et al. 2006), and whether the ‘posterior type’

was present. Here we shall take as a start the more diversified hypoth-

esis, that is, a primitive complex of three Hox genes, Hox1/2, Hox3 and

Hox9*, the latter being the ancestor of all rapidly evolving ‘posterior’

Hox genes, PG9 to PG14. We can then draw a suite of steps in our scen-

ario (Figure 13.6). Note that these steps did not necessarily happen in the

Figure 13.6 A scenario for the birth and early evolution of bilaterian Hox

complexes. Starting point: one among several hypotheses of what might

have been the Hox complex in the common ancestor of Cnidaria and

Bilateria (note that the eve gene has a reversed orientation relative to the

Hox genes). First step: Duplication of Hox1/2 into Hox1 and Hox2. Second step:

Burst of transposition events leading to the formation of 5 ‘median’ Hox

genes. Third step: Repression of Hox expression due to repeat-induced gene

silencing. The Pc-G proteins could already play a role in this

heterochromatin-like repression. Fourth step: A cis-acting sequence ( )
participates in relieving heterochromatin repression, thus creating tem-

poral collinearity. Fifth step: Hox differentiation leading to posterior

prevalence and to the takeover of a quantitative mechanism by a quali-

tative mechanism. Final step: A few new transpositions/duplications,

specific to each superphylum, Ecdysozoa, Lophotrochozoa and Deuteros-

tomia generate the present-day Hox complexes. See text.
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order in which they are presented. Here they are drawn in a linear

sequence for sake of clarity. These events occurred during the evolution

from the common ancestor of the Cnidaria and Bilateria to the common

ancestor of extant Bilateria (Valentine 2006).

The first step is the duplication of Hox1/2 into Hox1 and Hox2.

The second step is the burst of transposition events leading to the

generation of Hox4 to Hox8, the so-called ‘median’ Hox. This Hox

explosion would generate a complex of nine genes, i.e. Hox1 to Hox9*.

Why should the transposed elements be close to one another?

There is a trend for DNA type II transposons to transpose close to pre-

viously located transposons, as shown for the Drosophila P-element

(Golic 1994). What might have initiated a sudden burst of transposition

events? Knoll and Carroll (1999) stressed the possible importance of the

increase in atmospheric oxygen in the generation of large animals at the

early Cambrian. The metabolic stress thus provoked might have trig-

gered the explosion of transpositions.

The then newborn Hox complex was poorly differentiated, with

at most four types: anterior (Hox1 and Hox2), anterior-median (Hox3),

median (a series of identical Hox4 to Hox8) and Hox9*. This lack of

differentiation between genes/transposons would result in partial

repression of such a complex. Indeed, it is known that series of trans-

posons repeated in tandem are prone to repression by heterochroma-

tin formation. This phenomenon, called repeat-induced gene silencing

(RIGS), has been observed in mammals and in other vertebrates

(Henikoff 1998). A related phenomenon, dependent on Polycomb-

group genes (Pc-G), is the so-called ‘co-suppression’ (Pal-Bhadra et al.

1997). The Polycomb gene and functionally related Pc-G genes are

well known for their activity as repressors of the Hox genes, leading

to poly-homeotic phenotypes that permitted their discovery (Lewis

1978). The mere formation of a poorly differentiated complex of

multiple Hox genes/transposons is thus at the origin of the Pc-G

mediated repression.

The third step is molecular evolution leading to a switch of Hox pro-

teins from transposases to transcription factors (domestication). The

primitive Hox coding frame and protein has likely encoded both func-

tions, as seen in other DNA transposons, such as the P-element

(Kaufman and Rio 1991). Selective pressure for preventing damage

caused by transpositions would have favoured the repressor side of the

protein’s function.

The fourth step is the innovation of a genetic mechanism able to

relieve Pc-G repression. Such an ‘open for transcription’ mechanism
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was first postulated by Peifer et al. (1987). Most bilaterians use the primi-

tive mode of growing by posterior addition. In those organisms, spatial

collinearity is the mere consequence of temporal collinearity. Chromatin

opening of the Hox complex is progressive through time, from the 30 end
(Hox1) to the 50 end (‘posterior’ genes). The opening device must rely on

trans-acting factors and cis-acting sequences. Chromatin remodelling

factors, such as the GAGA factor and other products of the trithorax-

group (Trx-G) genes, are able to counteract the repressing activity of Pc-

G proteins. Some of them are present throughout the eukaryotes and

could have been recruited for this new function in bilaterians. Zákány

et al. (2004) and Tarchini et al. (2006) in Duboule’s laboratory recently pro-

vided evidence in the mouse for a remote cis-sequence involved in the

progressive opening of the HoxD complex from the 30 end.
Once the third step (turning transposase into a transcription factor)

and fourth step (progressive opening of the chromatin) were completed,

the primitive, yet poorly differentiated, Hox complex was ready to

perform its present-day function, i.e. determining differentiation of the

bilaterian body along the A-P axis. Indeed, in this primitive bilaterian,

growing by terminal addition, the anterior head is set up at once, then

parts of the ‘trunk’ (in a broad sense) are progressively added. Progressive

Hox complex opening (temporal collinearity) would produce more Hox

proteins as the trunk is developing. The various parts of the trunk

would thus be genetically differentiated as a result of a Hox-dose effect.

Such a Hox-dose effect can still be seen between Hox paralogues in the

mouse: replacement of the original Hoxa3 and Hoxd3 genes by two

Hoxa3 or two Hoxd3 results in equally viable mice (Greer et al. 2000).

The fifth step is differentiation of the Hox genes and proteins. In the

primitive Hox complex, the ‘median’ genes PG4 to PG8 were identical.

Although all present-day Hox proteins possess a similar DNA-binding

homeodomain, they do not show identical transcriptional activity. This

differential activity depends in part on interaction with co-factors,

such as the so-called ‘PBC’ proteins, exd/PBX and hth/Meis1 (van Dijk

and Murre 1994). Hox proteins interact with PBC proteins through

their hexapeptide motif (Neuteboom et al. 1995). The difference in tran-

scriptional activity between Hox paralogous proteins is engraved in their

primary sequences, in part in the hexapeptide and in the N-terminal arm

of the homeodomain. In addition, the various paralogues present a strik-

ing differential property, called ‘phenotypic suppression’ or ‘posterior

prevalence’: when two Hox proteins are present in the same cell, the

‘posterior’ one prevails (Duboule and Morata 1994). Posterior prevalence

brings evidence that random drift during about 600 Myr of evolution

Transposition and the Origin of Hox Complexes 255



cannot account for Hox differentiation. Positive selection has driven Hox

molecular evolution in order to replace a quantitative mechanism for

trunk differentiation along the A-P axis based on Hox-dose effect with

a qualitative mechanism based on differentiated Hox proteins. The

latter would be more efficient, in terms of developmental accuracy

and fidelity. Posterior prevalence has been the device required for sup-

pressing quantitative effects.

The mechanisms underlying posterior prevalence are conserved

between Drosophila and mouse (Duboule and Morata 1994). We can

thus infer that Hox sequence differentiation, including important fea-

tures for posterior prevalence, was already completed in the common

ancestor of extant bilaterians.

The last step occurred during the length of time that lasted

between the common ancestor of all the Bilateria and the ancestors

of each of the three superphyla, i.e. Ecdysozoa, Lophotrochozoa,

Deuterostomia.

From a complex comprising nine differentiated Hox genes, a small

number of new duplication/transposition events occurred. In the ecdy-

sozoan lineage, the Hox8 gene duplicated into Ubx and abdA. Akam

et al. (1988), providing the first phylogenetic analysis of Hox genes,

showed that these two genes are younger than the other Hox genes of

Drosophila. In the lophotrochozoan lineage, Wong et al. (1995) demon-

strated that an independent duplication of Hox8 generated the Lox2

and Lox4 genes. De Rosa et al. (1999) showed that two posterior genes,

Post1 and Post2, were specific to this super-phylum. They clearly

belong to the ‘posterior’ Hox genes issued from the ancestral Hox9*. In

the deuterostome lineage, an explosion of duplications/transpositions

affected the likely unique ancestral gene Hox9*, leading to a basic

number of six (Hox9 to Hox14) ‘posterior’ Hox genes.

After this last burst of duplications/transpositions occurring in

parallel within the three super-phyla, the evolution of the Hox com-

plexes seems to have undergone a stasis. Indeed, from that point up to

present, the basic complement of Hox genes in a complex has been

stabilised. With rare exceptions, there was no further addition of Hox

genes. Evolution of the Hox complexes evolved almost exclusively by

duplications of entire complexes, probably owing to whole genome

duplications, and losses of Hox genes within a pre-existing complex.

Under our hypothesis, repression of the transposition mechanism,

directly by the activity of a repressor or indirectly by loss of the transpo-

sase function or both, provides an explanation to the stasis of the Hox

complexes after the split of the Bilateria in the three ‘super-phyla’.
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CON C L U S I O N

We present a novel hypothesis, i.e. Hox genes issuing from a transposon,

to account for the origin and formation of the bilaterian Hox complex.

We think that this is not a ‘just so story’. Indeed, it is based on facts

that are available in the scientific literature. In addition, it provides

explanations for some properties of the Hox complex and some

aspects of its evolution (and stasis) that remain obscure. We also

believe that some features of our hypothesis (e. g. transposase activity)

could be experimentally tested. And last, as more genomic data will be

available in the near future, they may vindicate or invalidate the

hypothesis.
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14

Many roads lead to Rome: different ways
to construct a nematode
E I NHA RD S CH I E R E N B E R G AND J E N S S C HU L Z E

It has been well established that considerable differences exist in

the developmental pattern among animal taxa, for instance with

respect to how blastomeres perform their early cleavages, how they

acquire different fates or how symmetry is formed (Gilbert and Raunio

1997). Even among relatively closely related species, for instance

within sea urchins or tunicates, impressive differences can be found in

the pattern of development ( Jeffery et al. 1999, Raff 1999).

Nematodes appear to be excellent candidates for a comparative

study of early embryogenesis (Schierenberg 2005a). The phylum Nema-

toda is very old, its origin dating back to the Cambrian (Douzery et al.

2004), and has many different species (estimates range from tens of

thousands to several millions); eggs can develop outside the mother

from the first cleavage onward, they are transparent (although to a vari-

able degree), the freshly hatched juveniles appear to have essentially

invariant species-specific cell numbers of around 600 cells (for those

species tested so far), many strains can be cultured in the laboratory

on simple agar plates, and, last but not least, one of them, Caenorhabditis

elegans, has become one of the best-studied model systems.

In this chapter, selected aspects of the early embryogenesis of five

representatives from different branches of the phylogenetic tree are

compared with C. elegans and the impact of the observed differences

for evolutionary considerations are discussed. Following a brief refer-

ence to phylogeny, basic features of early embryogenesis of C. elegans

will be summarised to aid in appreciating the data from other nema-

todes reported subsequently.

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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N EMAT OD E P H Y L OG E N Y

Basedmainly onmolecular sequence data, amodern nematode phylogeny

was suggested by Blaxter et al. (1998), extended andmodified byDe Ley and

Blaxter (2002), with five clades in three subclasses. Recently, from a larger

set of species, 339 nearly full-length small-subunit rDNA sequences were

analysed and revealed a backbone of 12 consecutive dichotomies that

subdivide the phylum Nematoda into 12 clades (Holterman et al. 2006;

Figure 14.1). The clade numbers used below refer to this work.

Figure 14.1 Simplified phylogenetic tree of nematodes. The tree is

subdivided into 12 clades (1–12) and one unresolved branch (*) based

primarily on DNA sequence data (Holterman et al. 2006). Branch lengths

reflect substitution rates. Affiliations of the six representatives discussed

here to individual clades and blastomere arrangements in four-cell stages

are shown. The latter illustrate primary cell positions resulting from the

orientation of cleavage spindles. Because of constraints of the egg envelope,

rearrangements lead to a diamond-shaped pattern in Caenorhabditis, Plectus

and Romanomermis. White, AB (S1 in Romanomermis; for nomenclature, see

legend to Figure 14.6) or AB daughters; grey, EMS (S2); dotted, C (S3); black,

germ line (P2; in Acrobeloides, P3); striped, apparently equal cells of

unknown fate. Connecting lines, sister cells.
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C A E N O R H A B D I T I S E L E G A N S EM B RYO G EN E S I S :

T H E R E F E R E N C E S Y S T EM

Caenorhabditis elegans is a small (about 1 mm long) hermaphroditic soil

nematode, which can be easily cultured in the laboratory on agar

plates. Development from first cleavage to hatching is very rapid (12 h

at 25°c) and eggs (size c. 55 × 35 μm) are remarkably transparent. The

fact that rare males occur that can be mated to the hermaphrodites

(male sperm is used preferentially) makes C. elegans a particularly amen-

able system for developmental geneticists (Brenner 1974; see also

www.wormbook.org). A number of scientific milestones have been

reached with C. elegans. It was the first metazoan whose genome was

completely sequenced (The C. elegans Genome Consortium 1998); the

complete wiring diagram of the nervous system has been described

(White et al. 1986); ground-breaking methods like gene silencing with

RNAi (Fire et al. 1998) and visualisation of gene expression in vivo with

the GFP technique (Chalfie et al. 1994) were originally established in

this system; and, finally, cell lineages of all 558 cells present at hatching

have been documented (Sulston et al. 1983).

Figure 14.2A depicts the generation of five somatic founder cells

via a series of unequal cleavages in the germ line and fates of their decen-

dants. Upon fertilisation, immediately after fusion of the two pronuclei,

the zygote divides into two unequal cells, a larger, anterior somatic cell

AB and a smaller, posterior germline cell P1. The AB cell divides with a

transverse spindle orientation into ABa and ABp (Figure 14.2A). Both

AB blastomeres are initially equipotent but nevertheless execute differ-

ent developmental programs owing to inductive signals that they (and at

least some of their descendants) receive from neighbouring cells (see

below). The P1 cell cleaves with a longitudinal spindle orientation

unequally into a somatic cell EMS and a new germline cell P2
(Figure 14.2B). Further unequal divisions of P2 and its daughter P3 gen-

erate the somatic founder cells C and D, respectively. Soon after the div-

ision of P3, leading to the 24-cell stage, the two daughters of the gut

precursor E initiate gastrulation by moving into the interior of the

embryo. This important process will be considered in more detail at

the end of this chapter.

From this brief synopsis the central role of the germ line with its

stem-cell-like character from the first division of the embryo onward

becomes obvious, leading to the stepwise generation of somatic founder

cells. Germline cells contain specific cytoplasmic granules (‘P granules’)

which can be visualized with antibodies (Strome and Wood 1983).
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Other important features of early C. elegans embryogenesis require

experimental interference (e.g. visualisation of gene expression with

green fluorescent protein [GFP] constructs, mutant analysis, laser micro-

manipulation or blastomere recombination) to become obvious. These

include inductive events between individual blastomeres, just two of

which will be mentioned here (for a more detailed description, see

reviews by Basham and Rose 2001, Edgar 2001). In the four-cell stage

(Figure 14.2B), the germline cell P2 induces both of its neighbouring

cells ABp and EMS via receptor–ligand interactions to execute specific

developmental programs. While in the former case (ABp) homologues

of Delta/Notch are involved, in the second case (EMS) genes of the

Wnt/Frizzled signal cascade are active (Kimble and Simpson 1997; Roche-

leau et al. 1997). Thus, in both cases mechanisms that are well conserved

in the animal kingdom play a central role in embryonic cell specifica-

tion. If the signalling source P2 is eliminated (Figure 14.2C), ABp and

EMS generate descendants with an altered fate and embryos arrest

without reaching a vermiform stage (Priess and Thomson 1987, Schier-

enberg 1987).

Figure 14.2 Cell lineages and inductive interactions in the early C. elegans

embryo. A, Early cell lineage showing generation of five somatic founder

cells (AB, MS, E, C, D) and the primordial germ cell P4. Predominant or

exclusive fates are given below individual lineage branches. Numbers in

parentheses indicate cell numbers at hatching. B, Four-cell embryo with

selected cell fates derived from ABp and EMS. C, After elimination of P2 the

developmental program of both neighbouring cells is altered because of

missing inductions.
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O TH E R N EMAT OD E S S E L E C T E D F O R EM B RY ON I C S T U D I E S :

A B R I E F D E S C R I P T I O N

Diploscapter coronatus is a close relative of C. elegans: both are members of

clade 9 (Figure 14.1). However, D. coronatus is only about half the size of C.

elegans and reproduces parthenogenetically. It lays its eggs prior to first

cleavage. Eggs are only slightly smaller than those of C. elegans but

embryogenesis takes about five times as long at room temperature.

Plectus sp. (strain ES 601; clade 6) and Acrobeloides nanus (clade 11)

are similar to D. coronatus with respect to the features listed above.

However, all three species can be easily distinguished on the basis of

behaviour, body shape and a variety of anatomical features.While Diplos-

capter and Acrobeloides are cultured like C. elegans, all Plectus species we

have studied require low-salt conditions and thus seem to occupy

specific ecological niches.

Romanomermis culicivorax (clade 2) is a gonochoristic (male/female)

parasitoid in mosquitos which leaves its host in the pre-reproductive

phase and can then be kept in distilled water without food, where the

animals copulate while forming prominent and permanent aggregates.

Females grow to more than 2 cm in length and can lay more than

2000 one-cell stage eggs with a diameter of 80–90 µm. Embryogenesis

takes about 10 times as long as in C. elegans.

Tobrilus diversipapillatus (clade 1) was found on the shores of lakes

and small river banks. Although specimens can be kept in the laboratory

for weeks, we are not yet able to culture them. Adults are about twice as

long as C. elegans but eggs only about 30% longer than those of C. elegans.

Compared with other representatives of this clade embryos are rather

transparent and develop fast, i.e. only about two times slower than

rate of C. elegans.

M OD E O F R E P RODU C T I O N AND E S TA B L I S HM EN T O F

TH E P R I MA RY EM B RY ON I C A X I S

Most higher organisms follow a gonochoristic mode of reproduction,

which is thought to give at least long-term advantages because of the

continuous recombination of alleles, resulting for instance in the loss

of lethal mutations (Maynard-Smith 1978) and a better resistance to

parasites (Hamilton et al. 1990). However, the advantages of sex are coun-

terbalanced by at least short-term advantages of parthenogenetic species

where each individual can reproduce and where the costs of mate

search, courtship, intraspecific competition etc. can be saved. It is
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generally agreed that the gonochoristic mode is original and other

variants like hermaphroditism and parthenogenesis are derived forms.

Parthenogenesis is frequently observed in certain free-living

nematode taxa. Several such species are being cultured and studied in

our laboratory (Skiba and Schierenberg 1992, Lahl et al. 2003, 2006),

including the Diploscapter, Acrobeloides and Plectus species introduced

above. This offers the opportunity to analyse in detail developmental

peculiarities that accompany the parthenogenetic type of reproduction.

During oogenesis in the internally self-fertilising hermaphrodite

C. elegans, oocytes arrest during meiosis and need to be induced by a

sperm-derived signal to resume their meiotic program (Miller et al.

2001, Hajnal and Berset 2002) in order to become haploid and be

ready for fertilisation. Egg cells lose their centrioles, and meiotic divi-

sions take place without them (Albertson and Thomson 1993). The

sperm then delivers the centriole necessary to generate embryonic clea-

vage spindles. In C. elegans it is also the sperm that induces formation of

the primary embryonic axis: the area of its entrance into the egg defines

the posterior pole (Goldstein and Hird 1996, Cowan and Hyman 2004).

These findings make clear that development of parthenogenetic

nematodes must require certain modifications during oogenesis and/or

early embryogenesis. These include: (1) establishment of egg polarity

without fertilisation, i.e. either by random chance processes or via

polarising cues acting in the mother; (2) preservation or restoration of

diploidy without paternal contribution, either through absent or incom-

plete meiosis or via compensating postmeiotic processes; and (3)

formation of cleavage spindles despite the absence of a sperm-derived

centriole requiring either survival of the original centriole, a de novo

synthesis in the egg cell, or formation of centrosomes without centrioles.

Here, we want to point out some peculiarities concerning aspects

(1) and (2). By experimentally inhibiting egg-laying we determined the

orientation of early-stage embryos within the uterus relative to the

vulva (Figure 14.3; Lahl et al. 2006). In C. elegans oocytes are fertilised

at the pole that enters the spermatheca first and thus embryos cleaving

in the uterus point with their posterior pole toward the vulva. In A. nanus

we found that embryos also showed a preferred orientation in the

gonadal tube, but with opposite orientation to C. elegans. Thus, it

appears that in A. nanus some external cue other than the one from

sperm induces the direction of egg polarity. In eggs of D. coronatus we

found that half of them point with their anterior pole and half with

their posterior pole toward the vulva. Here, the fixation of anterior–

posterior polarity seems to be independent of an external signal and

determined randomly by chance.
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Parthenogenetic species not only differ from C. eleganswith respect

to how diploidy is established but also differ among themselves. In A.

nanus only one polar body (PB) is formed because the products of the

second meiotic division fuse again. In D. coronatus two PBs are found,

but these result from a cleavage of the first PB while the second

meiotic divison is suppressed. In Plectus sp. two PBs are generated as

well, but here in conjunction with two regular meiotic divisions. Cir-

cumstantial evidence suggests that Plectus restores its diploid status via

an additional DNA replication round (Lahl et al. 2006).

Our preliminary studies on three Acrobeloides species with differ-

ent modes of reproduction indicate that embryonic variances beyond

meiosis and fertilisation are not correlated to parthenogenesis.

V A R I AT I O N S I N E A R L Y L I N E AG E AND PAT T E R N F O RMAT I ON

It is remarkable that the species considered here form a variety of differ-

ent spatial patterns already from the four-cell stage onwards. However,

even before or during gastrulation they all merge into a similar scheme

(Schierenberg 2001, 2005a).

Figure 14.3 Establishment of axis polarity in parthenogenetic nematodes.

Variations in the establishment of embryonic polarity. A, C. elegans, 98% of

all embryos point with their posterior pole toward the vulva; B, A. nanus,

98%of all embryos point with their anterior pole toward the vulva; C andD,

D. coronatus, equal proportions of embryos point with their anterior or

posterior pole toward the vulva; arrowheads, position of the vulva; asterisk,

germline cells P2 (A, B) or P3 (C, D). Scale bars, 10 µm. From Lahl et al. (2006).
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Diploscapter: a close relative of C. elegans with different early

cell patterning

Instead of a diamond-shaped blastomere arrangement in the four-celled

embryo, some nematode species show a linear grouping along the

anterior-posterior axis (Malakhov 1994; Dolinski et al. 2001). Such an

arrangement is also found in D. coronatus where not only P1 but also

the AB cell forms a longitudinally oriented cleavage spindle

(Figure 14.1). This means much more than just a minor variation of a

common pattern, as consequently P2 never contacts ABp and contacts

P3 in only 50% of all embryos. Thus, an induction as found in C.

elegans requiring cell–cell contacts (Priess and Thomson 1987) cannot

take place here. Physical removal of P1 through a laser-induced hole in

the eggshell reveals that the unusual spindle orientation in AB is cell-

autonomous. Cell lineage studies show that despite the absence of induc-

tion, like in C. elegans ABp descendants execute different fates from those

of ABa descendants (V. Lahl, J. Schulze and E. Schierenberg, manuscript

in preparation). Later, cells rearrange and reach a C. elegans-like pattern.

Cell ablation experiments show that it is the EMS cell that takes the

leading function in this process.

In conclusion, even close relatives of C. elegansmay show consider-

able deviations during early development. In the case of Diploscapter it

has been speculated that the differences may reflect a simplification of

the developmental program (reduction of cell–cell interactions) at the

cost of speed (necessary cell rearrangements). In addition, the linear

array of blastomeres accompanied by an elongated eggshell may allow

even a small species with a little vulva to produce relatively large eggs

with an increased amount of nutritive or other maternal gene products

(V. Lahl, J. Schulze and E. Schierenberg, manuscript in preparation).

Acrobeloides: an example for early embryonic plasticity

Developmental studies in A. nanus led to some unexpected findings

(Wiegner and Schierenberg 1998, 1999). Overall embryogenesis proceeds

about five times slower than in C. elegans, whereby initial cell cycles are

particularly long. Inhibiting transcription shows that early cleavage

requires zygotic gene activity while the C. elegans embryo reaches

more than 100 cells under these conditions because of a generous

maternal supply. Like in C. elegans, five somatic founder cells and a pri-

mordial germ cell are generated during early embryogenesis. However,

the sequence of cleavages is different in that divisions in the germ line

268 Einhard Schierenberg and Jens Schulze



occur prematurely relative to mitoses in somatic cells (Figure 14.1).

Thus, the primordial germ cell P4 is already present in the six-cell

stage while in C. elegans this occurs much later, at the 24-cell stage. In

contrast to C. elegans no indication of germline-induced induction was

found in A. nanus. For instance, any blastomere in the neighbourhood

of the gut precursor cell can be removed and the remainder of the

embryo will nevertheless form differentiated gut cells (Figure 14.4).

However, the story goes further. Even when the gut precursor itself is

eliminated the embryo compensates for this loss and partial embryos

can even develop into hatching juveniles. This demonstrates that A.

nanus carries a regulative potential absent in C. elegans.

Based on these data a model has been suggested according to

which early blastomeres in A. nanus are multipotent and compete for a

primary fate (Figure 14.5).

Plectus sp.: differences in symmetry formation and gastrulation

Although the four-cell stage of Plectus looks similar to that of C. elegans

(Figure 14.1), soon afterwards peculiarities arise that appear to be

typical for the whole family Plectidae.

In contrast to all other taxa mentioned here, gastrulation starts as

early as the eight-cell stage (Figure 14.8A–C). This can be interpreted as a

heterochronic shift giving the gut founder cell the premature ability to

ingress while in other nematodes only its daughters or even granddaugh-

ters can do so. Themigration of the EMS cell inDiploscapter (see above) can

be understood along the same lines: that is, even another cell generation

earlier the gut precursor cell becomes competent tomigrate and/or neigh-

bouring cells exhibit necessary cell surface molecules to do so. A second

characteristic feature of Plectus is its early prominent bilateral symmetry

which is formed within individual lineages via cell divisons with strict

left–right spindle orientations (Lahl et al. 2003; Figure 14.8b, c).

Romanomermis: visible cytoplasmic segregation and different

fate assignments

Embryonic cell lineage analyses have beenperformed ina variety of species

fromclades 6–12,while for the remaining clades only a few lineage studies

exist (Malakhov 1994, Voronov 1999). Reasons are that only some of the

latter are being cultured in the laboratory, development is slow and

embryosare insufficiently transparent.Oneexception isRomanomermis culi-

civorax (Figure 14.1), whose development proceeds reasonably rapidly and
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in which a moderate density of yolk granules allows detailed cell lineage

studies (J. Schulze and E. Schierenberg, unpublished data).

In several respects Romanomermis differs from the species

introduced above. The embryo contains – so far uniquely among nema-

todes – coloured cytoplasm segregated to the somatic founder cell S2
(Figure 14.6), reminiscent of coloured myoplasm in some ascidian

embryos (Jeffery 2001). However, here this blastomere appears to give

rise to the complete hypodermiswhich eventually overgrows the remain-

der of the embryo. This process with the repeated duplication of cell

groups (Figure 14.7) seems fundamentally different from the way in

which hypodermis is generated in C. elegans (see concluding remarks).

As another major difference to representatives of clades 6–12, we find

that in Romanomermis, another early blastomere generates the complete

alimentary tract, i.e. pharynx and gut. However, this is obviously true

for other members of clades 1 and 2 as well (Malakhov 1994). In

summary, our observations indicate that cell lineages and fate assign-

ment in Romanomermis follow a less complex scheme than in C. elegans.

Figure 14.4 Differences in regulative behaviour between early A. nanus and

C. elegans embryos. Top, intact two- and four-cell arrangements. Eliminated

cells are marked in grey. ‘+’, development of differentiated gut cells; ‘−’,

absence of differentiated gut cells at the terminal phenotype.
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Tobrilus: a nematode with unusual gastrulation

Gastrulation, the most dramatic process of reorganisation in the

embryo, results in the formation of distinct germ layers. The classical

type of gastrulation and probably the archaic one (Technau and Scholz

2003) starts with the formation of a hollow sphere (coeloblastula)

Figure 14.5 Model for cell specification in A. nanus. Early blastomeres can

execute two alternative developmental programs (1 + 2 or 2 + 3; 1 = AB,

2 = EMS, 3 = C). Competing for a primary fate, inhibiting interactions

(curved arrows) transmitted by specific cell surface molecules (stars and

circles) between neighbouring cells lead to the restriction of developmental

potential in a hierarchical manner. At least between AB and EMS,

reciprocal interactions take place (after Schierenberg 2005a, modified).
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and subsequent invagination of endo- and mesodermal precursors.

However, major variations exist even within the same phylum

(Gilbert and Raunio 1997).

The nematodes studied in the past show a unique pattern of

gastrulation not found elsewhere in the animal kingdom. Some key

features of C. elegans gastrulation (Bucher and Seydoux 1994, Nance

and Priess 2002) are briefly summarised here (Figure 14.8A–C). Soon

after the primordial germ cell P4 has been generated in the 24-cell

stage, the two daughters of the gut precursor cell E, lying at a

posterior-ventral position, start to ingress. Instead of a typical blastocoel,

only a few small extracellular spaces are present at any time (von Ehren-

stein and Schierenberg 1980, Nance and Priess 2002). Cells forming the

mesoderm (i.e. body muscles and part of the pharynx) are derived from

four different lineages. They immigrate in a piecemeal fashion at

different times and places (von Ehrenstein and Schierenberg 1980,

Sulston et al. 1983).

In contrast to all nematodes described so far, in Tobrilus a large

blastocoel surrounded by a single layer of blastomeres forms

Figure 14.6 Segregation of coloured cytoplasm in Romanomermis. Translo-

cation of brownish cytoplasm to the posterior pole prior to first cleavage (A)

and consequent segregation into P1 and later into S2 (B, C). With the next

division both daughter cells (S2l and S2r) receive the coloured components.

During further development S2 descendants expand from posterior to

anterior (E, F). Note that nomenclature differs from C. elegans because of

differences in cell position and fate. Formally, S1 corresponds to AB and S2
to EMS in C. elegans. A–C, F, Lateral view; D, E, dorsal view. Scale bar, 10 µm.
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(Figure 14.8a0), similar to blastula stages in other invertebrates (such as

sea urchins; Figure 14.8a0 0) and also vertebrates. Around the 64-cell stage

a small number of cells start to invaginate into the blastocoel (similar to

sea urchin; Figure 14.8b0, b00). Movement and division of the internalised

blastomeres result in their continuous extension and a corresponding

decrease in blastocoel size (Figure 14.8c0, c00). It seems that these invagi-

nated cells form not only intestine but also pharynx. From the 128-cell

stage onward, a third layer of blastomeres invaginates and extends

Figure 14.7 Hypodermis formation in R. culicivorax and C. elegans. Dorsal

view. A–E, Romanomermis; owing to repeated divisions with transverse

spindle orientation (B, C), descendants of S2 (carrying brownish cytoplasm,

see Figure 14.6), form a ring-like structure (C). As a result of consecutive

divisions with longitudinal spindle orientations, repetitive units form that

extend from posterior to anterior (D, E). F, C. elegans. Hypodermis is derived

from two different lineages, AB (eight anterior cells) and C (four posterior

cells). Colour code indicates to what extent the surviving descendants of

the blastomere shown differentiate into hypodermis (Sulston et al. 1983).

Grey, 100%; checkered, 70–80%; striped, 50–60%; dotted, 30–40%; white,

0–10%. Note that in reality 16 AB cells are already present when four C

cells are formed.
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between the compact mass of central cells and the surrounding

ectoderm (Schierenberg 2005b).

The observations reported here demonstrate that a change took

place within the phylum Nematoda in how three different germ layers

Figure 14.8 Gastrulation in nematodes and sea urchin. A–C, C. elegans,

immigration of two gut precursors and subsequent division into four cells;

blastocoel essentially absent. a–c, Plectus sp., immigration of one gut pre-

cursor and subsequent division into two cells, dorsal view. Note strict

bilateral symmetry (b, c). a0–c0, Tobrilus diversipapillatus, large blastocoel,

invagination of multiple cells. After formation of a large blastocoel (a″)

invagination of endoderm (b0, c0) takes place. a0 0–c0 0, Psammechinus miliaris

(sea urchin). Asterisks, gut precursors. Orientation: lateral view except

Plectus (dorsal view). Scale bars, 10 µm.
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are generated. It appears likely that gastrulation as seen in Tobrilus

represents the original (plesiomorphic) state and that the standard

nematode pattern is a derived condition.

C ON C L U D I N G R EMA R K S

The data summarised in this chapter document that embryogenesis in

nematodes is more variable than the final product, the hatching juven-

ile, would predict (for detailed lineage studies in addition to C. elegans, see

Houthoofd et al. 2003, 2006). It has been suggested that the unexpectedly

large genetic differences even between closely related nematode species

(Fitch and Thomas 1997) is due to a 2–3 times higher nucleotide substi-

tution rate compared withmost other Metazoa (Aguinaldo et al. 1997). In

addition, clades 8–12 (formerly indicated as Secernentea; including Cae-

norhabditis, Diploscapter and Acrobeloides) seem to have evolved consider-

ably faster than clades 1–7 (formerly indicated as Adenophorea;

including Tobrilus, Romanomermis and Plectus), possibly owing to higher

metabolic rates and shortened generation times (Holterman et al.

2006). The special body plan of nematodes apparently prevented a corre-

sponding degree of morphological diversification as found in other phyla

like arthropods or vertebrates.

The wealth of early developmental variations appears paradoxical

in a way, as these do not have any obvious impact on structure or per-

formance of the resulting worms. Why then are there different ways

to reach essentially the same goal? Two explanations can be offered. It

could either be a result of neutral evolution, in which variations are

due to system-inherent plasticity without any adaptive value, or the

different ways may reflect alternative developmental strategies to

increase fitness, for instance by making production faster or cheaper

(Schierenberg 2001). Furthermore, it remains to be determined how dra-

matic the changes in the underlying genetic control must be to achieve

apparently massive modifications on the cellular level. It appears rather

difficult to imagine in terms of lineage transformations how the two var-

iants of hypodermis formation as found in Caenorhabditis and Romano-

mermis (Figure 14.8) arose from a common pattern during evolution.

However, if cell specification involves a position-based mechanism (e.g.

‘all peripheral cells with no contact to the elementary tract shall form

hypodermis’) both species may only differ in the timing of when such

a decision is made.

In addition to the different timing of gastrulation specified above,

a number of other early embryonic peculiarities can be interpreted as
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heterochronic shifts (V. Lahl, J. Schulze and E. Schierenberg, manuscript

in preparation). As heterochrony is often considered the single most

important process of evolutionary change (Raff 1996) it would be

interesting to pinpoint which of the numerous developmental variances

among nematodes cannot be explained with such a mechanism.

The model of ‘cell focusing’ suggested by Schnabel et al. (2006) to

illuminate the movement of blastomeres to specific embryonic regions

in C. elegans according to their identity, and studies on the role of the

germline as a polarising centre (Bischoff and Schnabel 2006), may also

be helpful in imagining how species-specific modifications may have

arisen during evolution.

It is not immediately obvious why early embryogenesis should be

more variable than later phases. One argument has been that develop-

ment is modular and integration of the emerging modules increases

over time, putting fewer constraints on early development (Raff 1996).

This seems reasonable for organisms where cells are specified relatively

late, like vertebrates and possibly very slow-developing nematodes as

found in clades 1 and 2 (Voronov and Panchin 1998). However, for the

fast C. elegans-type of development, where essential decisions going

along with specific cell–cell interactions take place in a very early

phase, it must be questioned whether this argument is valid. Another

reason for extended early variability could be the different role of

maternal gene products during that period. As model systems have

usually been selected because of their rapid development (Bolker 1995)

maternal gene expression may be disproportionately high there. The

huge differences between C. elegans and A. nanuswith respect to maternal

contribution during the early cleavage phase (Wiegner and Schierenberg

1998) support such a view.

In order to correlate ontogeny and phylogeny, embryonic vari-

ations may be useful heuristically as independent phylogenetic

markers in addition to morphology and molecules. By looking at pro-

cesses such as axis specification (Goldstein et al. 1998), cleavage

pattern, arrangement of blastomeres (Dolinski et al. 2001, Houthoofd

et al. 2003), germline behaviour and gastrulation (Schierenberg and

Lahl 2004, Schierenberg 2005b), attempts have been made to trace the

evolution of embryonic diversity in nematodes.

According to the Ecdysozoa hypothesis, nematodes are a neigh-

bouring taxon to arthropods (Aguinaldo et al. 1997). Although we do

not know what a last common ancestor of nematodes and arthropods

might have looked like, it appears not unlikely that it was already seg-

mented (or at least possessed some repetitive body elements) and that
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this feature was secondarily lost in conjunction with the reduction in

cell numbers. It may therefore be attractive to look for potential rem-

nants (or precursors) of segmentation in representatives positioned

close to the basis of the nematode branch. Hypodermis formation in

Romanomermis via generation of repetitive ring structures (Figure 14.7)

is as close as we can come so far to something that is reminiscent of seg-

mentation (J. Schulze and E. Schierenberg, unpublished results). The

search for genes involved in segmentation (like engrailed) and their

expression pattern in archaic nematodes may be helpful in determining

whether such similarities are more than analogies and in general for the

ongoing dispute about the phylogenetic position of nematodes.

Our studies have shown that different roads lead to Rome, i.e. to a

juvenile ready to compete in the struggle for life. By extending compara-

tive studies to a larger number of species and by identifying relevant

genes, we should learn more about the intrinsic prerequisites for the

implementation of embryonic novelty. In addition, wemay better under-

stand to what extent the interplay between the genetic program and

external conditions (inside or outside the organism) determines the

chance for deviations from an original developmental pattern to arise

and to succeed. Finally, the question can be addressed of whether the

establishment of modified embryonic cell behaviour as described here

follows similar rules of variation and selection as assumed for so

many morphological and physiological traits.
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15

Basal euarthropod development:
a fossil-based perspective
N I G E L C . HU GH E S , J O A CH IM T. HAUG AND D I E T E R WA L O S Z E K

The morphological gap between Euarthropoda (the crown group

that contains all extant arthropods) and living arthropod-like animals

such as onychophorans, tardigrades and pentastomids is bridged by a

number of fossils known primarily from rocks some 520 to 490

million years old (e.g. Fuxianhuia, Chengjiangocaris, Shankouia, see

Figure 15.1; cf. Waloszek et al. 2005). These centimetre-scale fossil

animals illuminate critical steps in early arthropod evolution (particu-

larly head and limb development) but provide a limited amount of devel-

opmental information because of a lack of early ontogenetic stages.

Small individuals that might represent pre-mature stages are scarce or

absent, and the degree of allometry among the available individuals is

generally modest. A limited number of early arthropod taxa do show

more substantial ontogenetic information (Waloszek and Maas 2005).

This chapter reviews the morphological development of early arthro-

pods from two perspectives. The first is that provided by ontogenetic

series based on the well-preserved biomineralised exoskeletons of trilo-

bites, the best represented arthropod taxon in Palaeozoic rocks, but

one whose development is seldom considered in broader comparative

context. The second is that provided by ‘Orsten’-type preserved faunas,

in which the entire cuticle of numerous post-embryonic specimens of

various species, mainly representatives of the crustacean evolutionary

lineage (stem derivatives and Labrophora with phosphatocopines and

members of the Eucrustacea; see Maas andWaloszek 2005) was replaced

with spectacular fidelity by calcium phosphate in the absence of any

compaction (Müller 1985). Such preservation has permitted detailed

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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reconstruction of portions of the ontogeny of several late Cambrian

euarthropods normally absent from the fossil record. Patterns of

segment generation common to these different sources may provide

insight into the developmental mode of basal Euarthropoda, and thus

into the evolution of arthropod ontogeny.

T R I L O B I T E S T R U C T U R E AND D E V E L O PM EN T

This discussion of trilobite segmentation focuses on the development of

the segmentation of the biomineralised exoskeleton. Although appen-

dages are known in some 20 species (see Hughes 2003a, Table 1, for a

review) and there was a direct correlation between appendage pairs

and dorsal exoskeletal segments in the non-terminal regions of the

anterior–posterior (A-P) axis, ontogenetic information about trilobite

development is almost entirely restricted to the development of the bio-

mineralised exoskeleton. This was divided into two principal regions

along the A-P axis, the cephalon and the trunk (Figure 15.2). Within

Figure 15.1 Phylogenetic relationships among major groups of living and

fossil arthropod taxa (modified from Waloszek et al. 2005). We use the

informal term ‘allied taxa’ to refer to a group of euarthropods with slim,

long and feeler-like antennae and subsequent serial appendage pairs being

biramous with lamellae-bearing exopods in cephalon and trunk, with a

cephalic shield that covered basically three pairs of biramous limbs, and

a trunk composed of largely homonomous exoskeletal segments

commonly divided into an anterior region of freely articulating segments

and a pygidium-like structure posteriorly.
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the cephalon exoskeletal segmentation was most evident in the axial

region. The number of cephalic segments remained constant during

the ontogenies of individual species, although in some cases adjacent

segments differed markedly in shape. The number of segments within

the cephalon (at least four) also appears to have been approximately con-

stant throughout the Trilobita. It is not known whether these segments

were specified simultaneously or sequentially. In striking contrast, the

number of segments in the trunk region evidently varied both ontogen-

etically within species and phylogenetically among them. Trunk seg-

mentation was expressed in both axial and pleural (lateral) regions,

and displayed several different attributes whose variation was partially

independent of one another. Such attributes include: (1) the number of

trunk segments in the mature, segment invariant (epimorphic) phase

of postembryonic development; (2) the number and development

of functional articulations within the trunk region; (3) the form of

trunk segments.

Figure 15.2 Basic dorsal morphology of two trilobites. A is anterior, P

is posterior, Pyg. is the pygidium. Figure on the left, based on a generalised

olenelloid trilobite, had a boundary between two distinct batches

of segments located within the thorax, dividing the protrunk from the

opisthotrunk (Opi.). Aulacopleura konincki, on the right, displayed the

homonomous trunk condition in which all segments shared a

similar morphology.

Development of Fossil Basal Euarthropods 283



T H E NUMB E R AND G EN E R AT I O N O F T R UN K S E GM EN T S

The site at which new trunk segments were generated was a subterminal

generative zone. This was located by studies of segments that were indi-

vidualised from their first appearance, commonly by a unique axial or

pleural spine (e.g. Stubblefield 1926, Chatterton 1994), which first

appeared adjacent to the posterior end of the trunk, just as in the

greatmajority of those arthropods inwhich segment expression is sequen-

tial (including those classified as having ‘short germ-band’ embryonic

development). The development of trilobite trunk segmentation is also

comparable to that of many other (eu)arthropods in that new trunk

segments appeared sequentially through a series of postembryonic

instars, a pattern that is termed anamorphic development.

In all species of trilobite in which ontogeny is well known, ana-

morphic instars were succeeded by an ontogenetic phase during which

moulting and size increase continued, but which was invariant in the

number of segments expressed in the biomineralised exoskeleton. This

biphasic accretive-invariant segmentation pattern seen in trilobites,

some myriapods and some crustaceans is termed ‘hemianamorphic’

development (Enghoff et al. 1993). In trilobites, following the general

usage of specialists onmyriapod biology, the second, ‘segment invariant’

phase is known as the ‘epimorphic’ phase (Hughes 2003b, Hughes et al.

2006). Hemianamorphic development evidently characterised the vast

majority of the over 15 000 trilobite species known. It is not clear

whether those rare trilobites with over 100 trunk segments (Paterson

and Edgecombe 2006) achieved an epimorphic phase, and it is possible

that some trilobites continued to add segments throughout life. The

range in mature trunk segment number among trilobites varied

widely, from forms bearing fewer than 10 trunk segments to those

with over 100. Such a range of variation was evident even amongst

early Cambrian species.

The rate of production of segments during the anamorphic phase

was variable both ontogenetically within species and phylogenetically

among them, and phases in which successive instars maintained a

stable number of segments intercalated within other phases of ana-

morphic segment production have been reported (McNamara et al.

2003). Nevertheless, the number of segments expressed between succes-

sive instars was generally one or two segments, not the much larger

numbers seen between instars in some derived myriapods (Fusco 2005)

and crustaceans (Walossek 1993). Such a pattern of regular and

gradual segment generation greatly aids in the reconstruction of
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trilobite ontogenies which are based on sclerites derived from multiple

individuals and gives the impression that trilobite growth was ‘track-

like’ (Hughes and Chapman 1995), i.e. channelled along a trajectory of

progressive, modest change. Nevertheless, more striking ontogenetic

changes have been recognised between particular instars and have

been labelled as ‘metamorphosis’ in trilobites (Evitt 1961, but see

Hughes et al. 2006). There are also cases in which juveniles cannot be

linked with any co-occurrent mature forms, perhaps suggesting mor-

phological changes too extreme to permit such association in the

absence of the sequential instars of any individual (Chatterton and

Speyer 1997).

A R T I C U L AT I O N S B E T WE EN T R UN K S E GM EN T S

In later ontogenetic stages, the trilobite trunk was divided into the

thorax, an anterior set of segments each with a functioning joint

along its entire anterior and posterior margins, and the pygidium, a pos-

terior set of conjoined segments that did not functionally articulate with

one another. The similarity of form in thoracic and pygidial segments

partially reflected their common site of origin at the subterminal

growth zone. An important aspect of trilobite development is that at

first appearance all trunk segments were conjoined to segments immedi-

ately anterior to them. During early post-embryonic development all

segments, whether part of the cephalon or trunk, were dorsally con-

joined. The appearance of a functional joint between the rear of the

cephalon and the anterior of the trunk marked the transition from

the protaspid to the meraspid ontogenetic stages (Figure 15.3). At this

stage the dorsal exoskeleton was a two-part, hinge-like structure made

up of two units each comprising conjoined segments: the cephalon

and the trunk. New segments accreted anamorphically near the rear

of the trunk. New articulations between segments resulted in the pro-

gressive construction of the thorax, via the sequential release into it of

trunk segments previously conjoined in the meraspid pygidium.

Hence the construction of the trilobite thorax was a gradual and pro-

longed process with the thorax recognisable as a distinct region

several instars after the segments that came to constitute it first

appeared near the rear of the trunk.

Traditionally the trilobite pygidium has been considered homolo-

gous to the abdomen of other (eu)arthropods (Burmeister 1846, Cisne

et al. 1980), but this pattern of the exchange of segments between the

‘abdomen’ and thorax is unlike that in almost all other (eu)arthropods
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Figure 15.3 Generalised trilobite ontogeny showing the boundaries of

ontogenetic stages based on three aspects of the development of segments:

generation, articulation and morphology (see Hughes et al. 2006, fig. 3).

‘Gn’ refers to stages based on segment generation and contains a poorly

known initial stage that may have had a constant set of cephalic segments,

the anamorphic phase during which new segments appeared in the trunk,

and the epimorphic phase after which the segment number was constant

despite continued moulting. ‘Form’ refers to the morphology of newly

generated trunk segments that in some trilobites are divided into discrete
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(see below, and for distinction between limb-bearing thorax and limb-

less abdomen, see Walossek and Müller 1998). All trilobites in which

ontogenies are well known reached an instar in which segments

ceased to be released into the thorax. Attainment of that state marked

the transition from the meraspid stage to the holaspid stage. Like the

anamorphic generation of trunk segments, the construction of the trilo-

bite thorax was a gradual process, although it could depart from the

regular release of one segment per instar. Cases in which more than

one segment may have been released simultaneously, or two conjoined

segments were released into the thorax together, are known but are

rare. Other cases in which there may have been two or more instars

for every segment released are also known but are uncommon.

TH E F O RM O F T R UN K S E GM EN T S

Recognition of distinct body regions in arthropods is generally based on

the morphology of segments, rather than their pattern of articulation.

What little is known of trilobite trunk appendages does not indicate

major differences in appendage morphology along the trunk: changes,

where they do occur, tend to be mainly size differences, or relatively

minor morphological modifications (Hughes 2003a). Nevertheless, the

trilobite trunk exoskeleton did show marked differences in segment

morphology in some cases (Hughes 2005). Examples include individual

segments marked by unique features such as axial or pleural spines,

or the grouping of segments into batches, each of which had a broadly

uniform segment morphology that was distinct from that of other

batches. The latter case is more comparable to the traditional tagmatic

Fig. 15.3 (cont.) batches of anterior (protrunk) and posterior (opisthotrunk)

segments. ‘Art’ refers to developmental stages based on dorsal sclerite

articulation pattern and includes the stages previously applied in studies of

trilobite ontogeny. Site of the appearance of new trunk segments is shown

for the first trunk segment only. Solid grey triangle is the terminal piece,

darker grey segments are conjoined and part of the pygidium. Lighter grey

segments are thoracic. Individualised segments, such as those that bore

unusually large axial or pleural spines (i.e. a ‘macrospinous’ condition),

retained the same position relative to the cephalic margin following first

appearance, indicating that the site of appearance of new segments was

subterminal, and that the boundary between articulating and conjoined

segments migrated posteriorly during the meraspid phase (Stubblefield

1926). The functional significance of this segment was considered by

Hughes (2003a).
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boundaries recognised along the anterior–posterior axis of other arthro-

pods. Indeed, trilobites present an interesting case in which the evo-

lution of a morphologically distinct posterior tagma apparently

occurred independently several times within the group. In trilobites in

which all trunk segments, whether thoracic or pygidial, are homono-

mous, arguments for recognising the holaspid pygidium as a distinct

tagma are weak (Minelli et al. 2003). However, where the trunk is heter-

onomous, and divided into batches of distinct segments, it is more

reasonable to consider the trunk to comprise two tagmata, particularly

where the boundary in segment morphotype coincides with the mature

thoracic/pygidial boundary (Hughes 2003a,b, 2005).

The freedom to vary segment morphology within the trunk was

strongly constrained in the trilobite thorax because in that region seg-

ments were required to articulate with one another. This constraint

also apparently applied to the segments in the juvenile trunk that

would eventually become thoracic: ultimately they had to achieve a

form that permitted articulation. Trilobite trunk segments did not

apparently change radically in shape as they were released from the

pygidium into the trunk. This is evident in the early ontogenies of

those trilobites in which segments that would ultimately become thor-

acic and those ultimately part of the mature pygidium are differentiated

within the meraspid pygidium (Chatterton 1971, Hughes 2003a). Inter-

estingly, peripheral features, such as marginal spines, seem to vary onto-

genetically independently of their ultimate identity as thoracic or

pygidial segments. However, variation in axial features, such as the

courses of furrowsmarking segment boundaries, and in the relationship

between axial and pleural segmentation, could be markedly different in

the two regions, with tight covariation in these features in those seg-

ments that would become thoracic, and more independent variation in

those that would remain pygidial throughout life.

D I V E R S I T Y I N TH E S E GM EN TAT I O N P R O C E S S AMONG T R I L O B I T E S

Each of the three attributes of trunk segmentation discussed above

reached a mature phase after which, although growth via moulting con-

tinued, each state remained invariant (Figure 15.3) (Hughes et al. 2006).

In the case of segment generation this was the onset of a stable number

of segments (epimorphic phase); for articulation, it was the attainment

of a constant number of thoracic segments (holaspid stage); and with

respect to segment form, it was the onset of production of the distinct
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set of posterior trunk segments (the opisthotrunk) in those trilobites

with a heteronomous, two-batch trunk (Figures 15.2 and 15.3). Given

the rather regular and progressive development of the trunk segmenta-

tion, we might expect that transitions to the mature phases of each of

these attributes would be strongly coordinated. In some cases this was

so, and particularly in those trilobites in which the mature thorax and

pygidium represent distinctly different structures, each presumably

with a distinctly different function (Figure 15.4). Nevertheless, trilobites

showed a surprising diversity in the relative developmental timing of the

transitions to the mature phases of these attributes. Cases in which tran-

sition to a stable number of segments coincided with onset of the holas-

pid phase are termed synarthromeric, those in which segment generation

was completed prior to the termination of trunk articulation are proto-

meric, and those in which articulation was completed prior to onset of

a stable number of segments are protarthrous (Hughes et al. 2006).

A review of such cases shows a variety of patterns (Hughes et al.

2006). For example, the numbers of trunk segments in the Silurian aula-

copleurid trilobite Aulacopleura konincki varied, apparently intraspecifi-

cally, over a range of five segments, but each of the five morphs

apparently showed synarthromeric growth (Fusco et al. 2004). On the

other hand, two putative intraspecific morphs of the early Cambrian

eodiscid trilobite Neocobboldia chinlinica ultimately apparently achieved

the same total number of trunk segments. A suggested explanation for

this is that one may have developed synarthromerically, the other proto-

merically (Hughes et al. 2006). A comprehensive review of trunk trilobite

development has yet to be attempted, but it appears that variation in

developmental mode commonly occurred at low taxonomic levels,

although some taxa may be characterized by a particular mode. One

case is known in which the epimorphic stage was achieved prior to

the onset of trunk articulation: the late Cambrian Schmalenseeia fusilis

never developed joints in the trunk and thus remained a permanent pro-

taspid (Peng et al. 2005, Hughes et al. 2006).

The principal value of the developmental record of trilobites is the

ability to explore how these different aspects of the segmentation

process map onto the phylogeny of the group, and to consider the evo-

lutionary trade-offs between the flexibility to vary aspects of the trunk

independently, and the advantages of increasingly integrated covaria-

tion. Key to exploring this is the delay during development between

the appearance of segments and the attainment of their final functional

role in the thorax. Thorough exploration of the developmental record of
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trilobites will require a combination of careful phylogenetic and func-

tional analyses and detailed individual studies of growth mechanics,

and firm conclusions are not yet warranted. Nevertheless, those trilo-

bites that varied trunk segment numbers at low taxonomic levels do

appear to be those in which the trunk consisted of homonomous seg-

ments, while those with a highly tagmatised trunk were invariant in

segment numbers (Hughes 2005). The fact that the tendency toward a

more highly integrated, segment invariant trunk occurred indepen-

dently among several trilobite taxa (and possibly also some allied taxa

often referred to as ‘trilobitomorphs’) offers promise for exploring the

functional context of such a transition.

D E V E L O PM EN TA L PAT T E RN S AMONG ‘O R S T E N ’ A R TH RO P OD S

Several ‘Orsten’ (eu)arthropods are preserved with multiple develop-

mental stages, the ontogeny of the eucrustacean Rehbachiella kinnekul-

lensis being by far the best known (Walossek 1993) (Figure 15.5B).

The earliest larva of this possible stem branchiopod was a true nau-

plius, a short-headed larva that is autapomorphic for Eucrustacea.

This larva bore only three pairs of appendages, one pair of unira-

mous antennulae and two pairs of biramous limbs, the so-called

antenna and mandible. Altogether, four ‘naupliar’ and 26 ‘post-nau-

pliar’ stages have been distinguished in R. kinnekullensis. During this

phase, the trunk segments were added progressively at the rate of

one segment for every two moults. This sequence led to a trunk

with 13 limb-bearing segments, while the posteriormost trunk

Figure 15.5 Three crustaceans from the ‘Orsten’ fauna. Top row shows

early larvae, bottom row latest known stages. A, Bredocaris admirabilis

(lower picture composed of different specimens). B, Rehbachiella kinnekul-

lensis. C, Martinssonia elongata. All specimens illustrate the exceptional

three-dimensional preservation.
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limbs remained of larval shape and the hind body remained unseg-

mented (Walossek 1993).

The extant brine shrimp Artemia salina adds one trunk segment per

moult, and after that phase the abdominal segments are added succes-

sively, while the appendages are modified into adult shape. Comparison

with Rehbachiella indicates that even the latest stages of the fossil (size-

and developmentally correlated with that of the latest larva of the

first phase of Artemia) were still immature. Likewise, Rehbachiella

would have required additional moults to develop the segmentation of

the abdomen. Isolated limbs and body fragments also hint at older devel-

opmental stages, some being twice the size of the largest complete speci-

men. The 30-stage sequence of Rehbachiella is, therefore, far from

being complete.

The strictly anamorphic developmental pattern exhibited by

Rehbachiella has been used as a reference for the developmental patterns

of other Crustacea (Figure 15.6A, B), serving to highlight deviations from

such a regular system. It can even enable us to predict the size of a larva

of a taxon based on its segmental stage via the correlation between the

number of clearly expressed segments and overall size. This applies

between moults that show large developmental ‘jumps’ between

stages, with addition of several segments in one step (Figure 15.6C for

penaeid decapod malacostracans).

As compared to the regular developmental pattern in R. kinnekullen-

sis, the ‘Orsten’ eucrustacean, Bredocaris admirabilis (Figure 15.5A), exhib-

ited a derived mode of development. The first larva was already a

Figure 15.6 Schematic diagram of the developmental stages of various

fossil and recent crustaceans. Numbers denote successive stages: 1–4 for

early larvae, Ts 1 to n are for stages with developed postcephalic segments.

Bars indicate stages expressed in the ontogenies of each taxon. Ad: adult,

Ts: trunk segment. A, Rehbachiella kinnekullensis. B, Artemia salina. C,

Example of a penaeid decapod malacostracan. Rehbachiella shows the most

strictly anamorphic pattern. Deviation from the pattern is exemplified by

large ‘jumps’ (gaps comprising missing stages) in the development of

penaeid decapod malacostracans (cf. Walossek 1993).
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metanauplius having a vestigial maxillula in the form of a bifid lobe and

corresponding to a L3 Rehbachiella larva. In the four next stages, the seg-

ments of the second maxillae and the thorax were added anamorphi-

cally, but were not separated on the undivided hind body and can be

recognised only through five ventral and progressively appearing limb

buds, which remain as such during the entire phase (in a strict ana-

morphic sequence, limbs develop progressively and also add setae).

With the next known stage, presumably a single moult further, the

now fully developed trunk bore the developed maxilla and seven thora-

copods. Hence B. admirabilis deviated from the scheme of development

seen in R. kinnekullensis, still adding segments at eachmoult, but delaying

trunk and limb development until a final step toward another instar,

which might have been either a juvenile or the adult. This specific onto-

genetic pattern is represented by extant barnacles, identifying B. admir-

abilis as a stem-lineage member of the taxon Thecostraca (cf.

characterisation by Müller and Walossek 1988), which embraces cirri-

peds and a set of small-sized crustaceans such as ascothoracids and face-

totectans (Høeg and Kolbasov 2002).

‘Orsten’ larval evidence is also available for a few non-eucrusta-

cean taxa, including phosphatocopines, the sister taxon of Eucrustacea,

derivatives of the stem lineage of Labrophora = Eucrustacea and Phos-

phatocopina, taxa like Agnostus pisiformis and a stem representative of

the sea spiders, Pycnogonida (Müller and Walossek 1986a, Waloszek

and Dunlop 2002). Investigations of the developmental patterns of

more derivatives of the stem crustaceans are still in progress, but we

can state that all of them started their ontogenies with an early larva

with antennae and three pairs of functional head limbs, a condition

named the ‘head larva’ byWalossek andMüller (1990, 1998) that charac-

terised the ground pattern of the Euarthropoda.

Martinssonia elongata (Figure 15.5C) is the only species of the labro-

phoran stem-lineage derivatives with a larval series described in detail

although this series is incomplete (Müller and Walossek 1986b). The

first three stages were all head larvae, bearing three post-antennular bir-

amous limbs and not adding further segments but changing proportions

and developing a mouth and anus (they hatched as lecithotrophic

larvae). The next known stage already had a head with an additional

pair of limbs, a trunk with five ring-shaped segments and an elongate

caudal end bearing the anus ventral-subterminally. Further addition of

segments in the trunk region did not increase the number of limbs,

nor change their developmental status – at least in the next stage,

which bore seven trunk portions plus the caudal end.
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The ontogeny of Agnostus pisiformis is also well known from the

‘Orsten’ (Müller and Walossek 1987). The phylogenetic relationships

of A. pisiformis and the other agnostids traditionally assigned to trilo-

bites are still controversial (Walossek and Müller 1990, Stein et al.

2005; but see Cotton and Fortey 2005). Agnostids lack several trilobite

autapomorphies, such as the dorsal location of their compound eyes (A.

pisiformis may have had remains of ventral compound eyes in the form

of small soft humps in front of the hypostome; Müller and Walossek

1987, their Plate 11), or a multi-annulated, flagellum-like and possibly

sensorial antenna (antennula in crustaceans) (A. pisiformis bore a leg-like

antenna/antennula for food gathering; Müller and Walossek 1987). Fur-

thermore, A. pisiformis had two pairs of post-antennal/antennular limbs

that were specialised for swimming (Stein et al. 2005), a feature known

otherwise only in Crustacea. Yet, the dorsal shield features, such as the

glabellar lobes, may rather link agnostids with trilobites, and

agnostids showed a developmental pattern that is similar to trilobites –

the progressive release of trunk segments (Figure 15.7; see

paragraphs above).

Figure 15.7 Developmental stages of Agnostus pisiformis. Top row: dorsal,

outstretched view (probably not living position), bottom row: enrolled

lateral view. A, First meraspid stage 0.327–0.43 mm; B, second meraspid

stage 0.52–0.82 mm; C, first holaspid stage 0.9 mm; D, late holaspid stage

c. 2 mm (modified from Müller and Walossek 1987). Arrows indicate

future thoracic segments before being released. This developmental

pattern is similar to the one known from trilobites.
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T R I L O B I T E A ND ‘O R S T E N ’ A R TH RO P OD D E V E L O PM EN T COM PA R ED,

AND THAT O F O TH E R A R TH RO P OD S

The records of trilobite and ‘Orsten’ arthropod ontogenies contrast

markedly in preservational style. The value of phylogenetic and tem-

poral richness of the record of trilobite ontogeny is tempered by its limit-

ation to exoskeletal information alone. ‘Orsten’ preservation is

incomparably richer in morphological detail but, although occurring

in several sites worldwide, is currently restricted to a handful of taxa.

Given these differences, the fact that both data sources show broadly

consistent patterns is likely to be of some significance. Although the

appendages of unequivocal juvenile trilobites are unknown, those of

the cephalon of mature trilobites, which bore a pair of uniramous anten-

nae followed by three pairs of biramous appendages (Hughes 2003a)

support the idea that the ‘head larva’ was the basal euarthropod con-

dition. Furthermore, Waloszek’s hypothesis (Walossek 1993) that crus-

taceans, as exemplified by Rehbachiella, basically show an extended

phase of anamorphic development, with morphological change at each

moult limited in scope, is consistent with the pattern seen in the devel-

opment of the trilobite exoskeleton, in which change was generally pro-

gressive, track-like and incremental (Hughes et al. 2006). The degree of

allometric shape change between instars was comparatively modest

and generally gradual, especially at later phases of ontogeny. Even

when so-called ‘metamorphoses’ occurred in trilobites they were not

such radical reorganisations of the body as seen in the development of

some derived arthropods. It is notable that hemianamorphic develop-

ment is also basal condition in myriapods (Fusco 2005), raising the possi-

bility that gradual, anamorphic development characterised basal

mandibulates and their closest relatives (Hughes et al. 2006).

Interpretation of fossil ontogeny in functional terms is often diffi-

cult, but the fact that each trilobite instar had to function effectively in

the external environment (as opposed to those arthropods that attained

themature formwithin the egg) may have placed a functional constraint

on the ability to achieve dramatic morphological transitions between

instars (Hughes 2003a). However, other free-living arthropods have

been able to modify their life cycles (and accompanying morphologies)

radically and examples of this kind of development were already

present among the ‘Orsten’ arthropods discussed above, so this cannot

account completely for the relative conservatism of trilobite ontogeny.

Nevertheless, gradual, anamorphic development apparently occurred

widely among early euarthropods and so this pattern need not require
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a trilobite-specific explanation. Perhaps food sources in the early Palaeo-

zoic marine ecosystems were not partitioned into discrete, hetero-

geneous size classes, and this permitted early consumers to maintain a

similar form, and presumably also similar feeding mode, across a wide

range of absolute size.
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16

Developmental transitions during the
evolution of plant form
JAN E A . L ANGDA L E AND C . J I L L H A R R I S O N

TH E I N VA S I ON O F L AND

Land plants evolved from aquatic algal ancestors. The algae are a poly-

phyletic group from which the transition to land, and acquisition of

developmental features associated with land plants, have occurred

many times (Lewis and McCourt 2004). Recent phylogenetic evidence

points to the charophyte algal lineage as the sister group to the land

plants (Figure 16.1). Developmental features shared by charophytes

and land plants are cell cleavage by phragmoplasts, plasmodesmatal con-

nections between cells, and a placental link between haploid and diploid

phases of growth (Marchant and Pickett-Heaps 1973). These and other

features of derived charophytes, in particular growth from an apical

cell in the gametophyte (Graham 1996, Graham et al. 2000), suggest

that many of the cellular characteristics required for the development

of land plants may have evolved within their common stem group.

F R OM HA P L O I D T O D I P L O I D

The major character that distinguishes land plants from charophyte

algae is the development of a diploid embryo. In charophytes, the

majority of the life cycle is represented by the haploid gametophyte

and only the unicellular zygote is diploid, undergoing meiosis immedi-

ately after formation. Embryo development represents a major growth

transition in that meiotic division of the zygote is delayed and diploid

sporophytic cells divide by mitosis, giving rise to a multicellular body.

Although in the earliest land plants the gametophyte generation

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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remained dominant, this transition in growth pattern led to a dramatic

change in life history such that the sporophyte generation gradually

became the dominant form (Graham 1985, Kenrick 1994, Graham and

Wilcox 2000). Consequently, the dominant part of the life cycle became

diploid and thus was better protected against deleterious mutations.

The transition from growth in water to growth on land required

innovations that aided reproductive success in a new, drier environment

(see Figure 16.2 for a schematic sequence of character acquisitions). Most

land plants have waxy cuticles enclosing vegetative tissue and

sporopollenin-coated spores, both of which protect against desiccation.

Cuticle formation subsequently necessitated the development of

stomata to permit gaseous exchange with the environment. Cuticle for-

mation, and the re-localisation of sporopollenin deposition from the

zygote in charophytes to the spores in land plants, are shared ancestral

character states (plesiomorphies) of land plants. Possession of stomata

may also be a land-plant plesiomorphy but because liverworts do not

possess true stomata, this scenario would imply a loss in this group.

The alternative explanation is that stomatal formation is homoplastic.

Figure 16.1 Phylogenetic relationships between extant land plants. The

diagram has been compiled from phylogenies aimed at resolving particular

nodes of the plant tree (Pryer et al. 2001, Lewis and McCourt 2004),

although there is still conflict between topologies retrieved by different

researchers. Angiosperm species mentioned in the text are Arabidopsis

thaliana, Populus tremuloides, Zea mays, Antirrhinum majus, Nicotiana sylvestris

and Pisum sativum.
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Either way, cuticle, sporopollenin-coated spores and stomata are con-

sidered to be key innovations that conferred desiccation resistance on

vegetative and reproductive structures, and so assisted in the colonisa-

tion of land (reviewed in Cronk 2001).
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Figure 16.2 Phylogeny of selected extant and fossil land-plant taxa,

showing predicted character acquisitions on each branch (in grey, s: sporo-

phyte; g: gametophyte). Approximate timing of acquisition is given and is

reflected by the bar at the base of the figure (P: Permian; T: Triassic;

J: Jurassic; C: Cretaceous) using the time scales of Gradstein et al. (2005).

Numbers after taxon names indicate the number of extant species within

the taxon, taken from Palmer et al. (2004). Asterisks indicate groups that

are putatively paraphyletic. Protracheophytes refers to non-vascular poly-

sporangiates including Aglaophyton major, Horneophyton lignieri and some

non-vascular Cooksonia-like fossils; zosterophylls refers to Zosterophyllop-

sida and Lycophytina; trimerophytes refers to taxa such as Psilophyton and

Pertica (Crane et al. 2004). Cladoxylopsids refers to Cladoxylon, Hyenia, Pseudo-

sporochnus and Lorophyton goense (Fairon-Demaret and Li 1993). On the bar at

the right, dark boxes indicate extant taxa and light bars indicate fossil taxa.

A: angiosperms; P: progymnosperms (paraphyletic grade); G: gymnos-

perms; M: monilophytes; L: lycophytes; R: Rhyniaceae; B: bryophytes.

Bryophytes are depicted as paraphyletic in accordance with Qiu et al.

(2006); lycophyte relationships are in accordance with Bateman (1994) and

DiMichele and Bateman (1996); monilophyte and seed plant relationships

are in accordance with Palmer et al. (2004).
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The earliest land plants were bryophytes (mosses, liverworts and

hornworts), and extant bryophytes form a paraphyletic grade at the

base of land-plant phylogenies (Wellman et al. 2003, Qiu et al. 2006).

Recent evidence points to the hornworts as the vascular plant sister

group (Qiu et al. 2006). In bryophytes, as in the charophytes, the conspic-

uous phase of growth is gametophytic (haploid), and plants have

filamentous, thalloid and/or leafy form and bear egg-producing archego-

nia and sperm-producing antheridia. The diploid embryo remains

attached to the gametophyte and develops into a single naked sporophy-

tic axis that subtends a sporangium. In contrast, tracheophytes have

conspicuous sporophytes and reduced gametophytes. Such sporophyte

dominance is most pronounced in seed plants where the sporophyte

can be a large ancient tree, yet the gametophyte lives for at most

several months and can consist of just a few cells.

In the context of land-plant evolution, the significance of the tran-

sition from unicellular to multicellular growth in the sporophyte cannot

be disputed. One of the most important questions to address in plant

evo-devo is therefore how cell division is regulated following fertilisation

of the zygote. The plane of the first cell division in bryophytes is variable;

cleavage in mosses and liverworts is transverse, whereas cleavage in

most hornworts is longitudinal (Kato and Akiyama 2005). The import-

ance of such early divisions has recently been demonstrated by work

with the angiosperm Arabidopsis thaliana, where the zygotic cell is

usually cleaved unequally and transversely to give a small apical and

larger basal cell. In gnom mutant zygotes, division is symmetrical, and

as a consequence, embryos fail to develop a shoot or root. The GNOM

protein functions as an auxin response factor (Geldner et al. 2003,

2004) suggesting that recruitment of an auxin pathway may have been

pivotal in the transition to multicellular development in the sporophyte

(Cooke et al. 2003). However, without studying GNOM function in species

other than A. thaliana, this is wild speculation – particularly since early

cell division patterns in the A. thaliana embryo represent only one of six

patterns recognised in angiosperms (Johri 1984) andmay be unrelated to

patterns in other plants. It may be more relevant to study the basis of

multicellularity in bryophytes, particularly as the bryophyte sporophyte

presents a relatively simple morphology.

G ROW I N G F ROM TH E TO P

Although bryophyte sporophytes are united by having a single axis of

growth that terminates in sporangium formation, distinct growth
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patterns are seen in each of the main groups. Liverworts grow from cell

divisions throughout the structure, mosses grow from both an apical cell

and an intercalary meristem at the base of the sporophyte, and horn-

worts grow from the base (Kato and Akiyama 2005). In contrast, all tra-

cheophytes grow from one or more apical cells, and this mode of

sporophytic growth is a plesiomorphy of vascular plants that had

evolved by the mid Silurian (�420 million years ago [mya]).

Apical growth in most lycophytes, monilophytes and gymnos-

perms is thought to be restricted to one or few cells in the surface

layer of the meristem, but how these meristems function is poorly

understood. In contrast, angiospermmeristems are layered and have dis-

tinct zones of specialised function, and their development is reasonably

well understood. In the layered meristem of A. thaliana, apical growth is

sustained through activity of the WUSCHEL (WUS)/CLAVATA (CLV)

pathway (Mayer et al. 1998, Brand et al. 2000, Schoof et al. 2000). The

homeobox transcription factor WUS acts non-cell autonomously to

promote stem-cell activity in cells overlying the WUS expression

domain. In addition, WUS activity indirectly induces expression of the

CLV3 ligand in cells at the surface of the meristem. CLV3 itself acts

non-cell autonomously to activate the presumed CLV1 receptor in cells

surrounding the WUS domain. CLV activity then restricts WUS activity

to a small region of the meristem; in this way, a regulated population

of stem cells is maintained. Recent reports suggest that a WUS/CLV-

like feedback pathway also operates in meristems of other angiosperms

(Taguchi-Shiobara et al. 2001, Bommert et al. 2005, Kieffer et al. 2006).

Meristems in early diverging land-plant lineages are structurally

different from angiosperm meristems and arguably less complex. They

are more likely to resemble the ancestral growth form that existed in

the late Silurian (�400 mya). In this context, it will be interesting to

see whether components of the WUS/CLV pathway function to maintain

stem-cell activity in non-layered meristems that facilitate apical growth

or whether this pathway is a synapomorphy (acquired shared character

state) of angiosperms.

B R A N CH I N G OU T

Whereas bryophytes have unbranched sporophytes, protracheophyte

fossil sporophytes from the Silurian have multiple branches that termi-

nate in sporangia, and are therefore named polysporangiates (reviewed

in Crane et al. 2004). Unlike extant polysporangiates, the protracheo-

phyte fossils Aglaophyton major and Horneophyton lignieri are non-vascular.
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From a developmental perspective, this observation is important

because in combination with the phylogenetic position of these fossil

taxa, it implies that axial branching evolved before vascularisation.

The switch from unbranched to branched growth habit required at

least a transient switch from determinate to indeterminate shoot devel-

opment. In the absence of extant leafless polysporangiates, it is not poss-

ible to determine exactly how this was achieved at the molecular level.

Presumably, either the activity of apical cells was altered, or cells in

the stem were partitioned to form two distinct axes. Regardless of the

exact process, such sporophyte branching mechanisms evolved before

vascular tissue.

Branching occurs by different developmental mechanisms in

different plant groups. In lycophytes and some monilophytes, sporo-

phytes branch as a consequence of equal or unequal bifurcation of the

shoot apex. In contrast, angiosperms branch from axillary meristems

that are formed as part of what can be visualised as the phytomer unit

that also includes a leaf, node and internode (Galinat 1959). These dis-

tinct mechanisms of branching suggest that the developmental toolkit

adopted for branching may have been different in each case.

At least in A. thaliana, formation of the axillary meristem is associ-

ated with axis formation in the leaf. Transcription factors such as PHA-

BULOSA (PHB) and KANADI, which function to distinguish and maintain

adaxial (upper) and abaxial (lower) leaf domains thus play a role in axil-

lary meristem formation (Eshed et al. 2001, McConnell et al. 2001).

Specifically, adaxialisation promoted by PHB activity is required for axil-

lary meristem formation. Once formed, outgrowth from axillary meris-

tems is inhibited by the plant growth regulator auxin, and this

inhibition is mediated by a novel plant hormone that is regulated by

the MAX pathway (Booker et al. 2005, Bennett et al. 2006).

In contrast to our understanding of branching processes in angios-

perms, the mechanism of bifurcation in lycophyte meristems is poorly

understood with respect to the underlying genetic and physiological

mechanisms. In monilophytes the actual mechanism of generating

new axes of growth is disputed, with evidence of meristem bifurcation

in some species and branching from rhizomes in other species (Bierhorst

1977). Clearly, both developmental and genetic analyses need to be

carried out with carefully selected lycophyte and monilophyte species

to determine whether similar pathways are used to promote branching

in distinct plant lineages, and to provide insight into the developmental

module that was first recruited to facilitate branching.
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VA S C U L A R H I G HWAY S

Branching led to increasingly complex body plans and competition for

light, which then led to the evolution of taller plants. As a consequence,

the need for mechanical support and for transport of water intensified.

Coupled with the origin of lignin in vascular plants, these drivers led to

the evolution of lignified conducting cells (tracheids). Whereasmoss and

some liverwort gametophytes transport water through conducting

hydroids consisting of elongated cells with just primary cell walls, and

protracheophyte fossils show evidence of a similar system (Boyce et al.

2003), true tracheophytes transport water through xylem cells that

have lignified secondary walls.

Tracheophyte fossils indicate that tracheids first evolved in the

mid-Silurian (�420 mya) (Edwards et al. 1983). In fossils such as Rhynia

gwynnevaughnii, tracheids possess two layers of secondary cell wall – an

inner degradation-prone layer and an outer degradation-resistant layer

(Kenrick and Crane 1991). Because tracheids in well-studied extant

seed plants have a single lignified secondary cell wall, the singularity

of tracheid evolution has been questioned. However, tracheid secondary

walls in at least one lycophyte and at least onemonilophyte are bilayered

as in tracheophyte fossils, supporting the argument that tracheids per se

have a single origin (Cook and Friedman 1998, Friedman and Cook 2000).

The developmental mechanisms that specifically contribute to

tracheid (xylem) formation in extant plants include cell-wall pitting

and lignin deposition. Recent work in the angiosperms A. thaliana and

Populus tremuloides has shown that the activity of two transcription

factors – VASCULAR-RELATED NAC-DOMAIN6 (VND6) and VND7 – is

sufficient to induce trans-differentiation of various cells into protoxylem

or metaxylem vessel elements (Kubo et al. 2005). The relative simplicity

of this switching mechanism is consistent with the reported single

origin of xylem formation. However, developmental patterns vary in

different plant groups. Xylem differentiation in lycophytes is exarch,

in that the earliest maturing xylem (protoxylem) is at the periphery of

the vascular bundle and the later maturing metaxylem is at the

centre. In contrast, xylem formation in monilophytes is mesarch, with

metaxylem developing both inward and outward of protoxylem relative

to the centre of the bundle; and is endarch in seed plants, with protoxy-

lem at the centre of the bundle and metaxylem at the periphery.

Whether the VND system ubiquitously regulates xylem formation in

land plants remains to be determined.
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Although lignification is a defining characteristic of tracheids and

other water-conducting cells in seed plants, biochemical analyses suggest

that xylem lignification in late Silurian fossils (�400 mya) is minimal

compared with that seen in extant plants (Boyce et al. 2003). The inferred

increase of lignin deposition in xylem cells through evolutionary time

(Boyce et al. 2003) and the developmental mechanisms operating in

extant plants (McCann 1997) both suggest that cellulose secondary thick-

enings are a prerequisite for lignin deposition. Thus, the evolution of

xylem lignification most likely required the transfer of a pre-existing

lignin biosynthesis pathway to cellulose-thickened conducting cells and

the development of a mechanism for targeted cell wall deposition.

Lignified vasculature paved the way for plants to increase in

height. However, without an accompanying capacity for increased

girth, and hence support, an increase in height is biomechanically

untenable. Expansion in girth is facilitated by growth from a secondary

meristem known as the vascular cambium. Themost significant cambial

development is seen in the trees of extant seed plants and in fossil lyco-

phytes that evolved tree form independently (Phillips and DiMichele

1992, Bateman 1994). The developmental processes that regulate

cambial development are poorly understood, but genes that regulate

shoot meristem activity also play a role in regulating cambial activity

and lignin biosynthesis (Mele et al. 2003, Oh et al. 2003, McHale and

Koning 2004b, Groover and Robischon 2006). This suggests that

although cambial meristems arise de novo in growing tissue, the devel-

opmental mechanism used may be the same as that recruited during

embryogenesis to form the shoot apical meristem.

D I G G I N G D E E P

Whereas tracheids provided a conduit for water transport in aerial parts

of the plant, increasingly complex body plans and greater sporophyte

surface areas demanded greater water absorption from the environment

and additional mechanical support at the base of the plant. The ecologi-

cal driver was thus in place for the evolution of sporophyte roots.

Charophyte algae and free-living gametophytes develop root-like

structures, but ‘true’ roots are only found in tracheophyte sporophytes.

Gametophyte ‘roots’ are single-celled rhizoid-like structures that are

analogous to root hairs, multicellular rhizoid-like projections from a

subterranean rhizome, or mycorrhizas formed following a fungal associ-

ation (Raven and Edwards 2001). In these cases, the rhizoids provide con-

duits for water and nutrient transport but only the subterranean
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rhizomes enhance mechanical support. In contrast, true roots provide

both transport capability and mechanical support. By definition they

are multicellular, have a defined endodermis (with the exception of

extant Lycopodiaceae roots), produce lateral organs endogenously and

have a root cap.

Sporophyte roots first appear in the fossil record in the early

Devonian (�390 mya). Earlier rootless fossils are classified into two

groups, the zosterophylls and trimerophytes (Banks 1975), the xylem

arrangement and sporangial position of which are reflected in extant

lycophytes and euphyllophytes, respectively. These observations suggest

that the lycophyte and euphyllophyte lineages may have diverged before

roots evolved (Raven and Edwards 2001). This suggestion is further sup-

ported by evidence of lycophyte roots in Asteroxylon fossils found in the

early Devonian Rhynie Chert in Aberdeenshire (Kidston and Lang 1920),

in contrast to the earliest evidence of euphyllophyte roots from the mid-

Devonian cladoxylopsid fossil Lorophyton goense (Fairon-Demaret and

Li 1993).

To date, our understanding of genetic mechanisms regulating root

patterning is restricted to seed plants. In this case, work carried out

mainly with A. thaliana has shown that a stem-cell niche is established

during embryogenesis and that differentiation of cells produced from

that niche depends on positional signals (van den Berg et al. 1997). The

stem-cell niche consists of a small group of slowly dividing cells

known as the quiescent centre (QC) plus four sets of initials that give

rise to the cell types of the mature root (Dolan et al. 1993, Scheres

et al. 1994). Stem-cell activity is regulated by the activity of two related

transcription factors – SCARECROW (SCR) and SHORTROOT (SHR)

(Sabatini et al. 2003). SCR acts cell autonomously within the QC to regu-

late QC identity. The QC then acts in a non-cell autonomous manner to

maintain stem-cell activity of the surrounding initials. Derivatives of

the initials are physically separated from the stem-cell-inducing QC

and thus differentiate. SCR and SHR also play a role in regulating cell-

type differentiation in these derivatives and thus contribute to radial

patterning in the root (Helariutta et al. 2000, Nakajima et al. 2001). Super-

imposed upon the SCR/SHR system is the PLETHORA/auxin system

which regulates stem-cell activity and longitudinal patterning in the

root (Aida et al. 2004), and the WOX system (Kamiya et al. 2003). Signifi-

cantly with respect to understanding the evolution of root structures,

SCR and SHR play a role in radial patterning of the shoot (Wysocka-

Diller et al. 2000). WOX genes are related to WUSCHEL, and components

of a CLV-like pathway are involved inmaintaining root meristem activity
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(Casamitjana et al. 2003). Root evolution in the euphyllophytes may

therefore have involved co-option of mechanisms already functioning

in the shoot. Whether similar genetic mechanisms operate in lycophytes

awaits investigation but the developmental anatomy of lycophyte roots

suggests that they are derived from shoots.

H A RV E S T I N G E N E R G Y

The next significant phase of land-plant evolution could have been

driven by a large drop in atmospheric CO2 and temperature, or by com-

petition for light (Beerling et al. 2001, Beerling 2005). Whatever the

cause, lateral flattened photosynthetic organs (leaves) evolved. The evo-

lution of leaves followed a similar trajectory to that of roots in that

small leaf-like structures are present on some extant free-living gameto-

phytes, but ‘true’ leaves, exhibiting lignified vasculature and multiple

cell layers, are found only on tracheophyte sporophytes. Like roots, spor-

ophyte leaves have multiple origins.

Leaves evolved on at least two separate occasions in the Devonian,

once in the lycophytes and once in the euphyllophytes (monilophytes,

progymnosperms and seed plants). The independent origins and mor-

phological differences between extant lycophyte and euphyllophyte

leaves have led to several theories to explain how leaves evolved. Lyco-

phyte and euphyllophyte leaves are traditionally termed microphylls

and megaphylls, respectively. Most microphylls have a single vascular

trace and no leaf gap at the point of insertion in the stem whereas mega-

phylls have complex venation and stem leaf gaps. The utility of the

microphyll/megaphyll dichotomy is questionable, particularly since

microphylls are seen in some euphyllophytes and some lycophytes

have leaves with complex venation. However, the distinction fuelled

leaf evolution theories for many years. Bower (1935) first proposed that

microphyllous leaves arose as enations from the stem that later

became vascularised. Kenrick and Crane (1997) challenged this theory,

arguing instead that microphylls were derived from bracts subtending

sporangia and that sterilisation of one member of a sporangial pair

resulted in the leaf. Megaphylls, however, were proposed to derive as a

consequence of modified stem branching patterns. The proposed mech-

anism was first put forward in Zimmermann’s telome theory, which

invoked the idea that one branch in a dichotomously branched axis

became overtopped, and thenwent through a progressive series of plana-

tion, webbing and fusion events to form a complex flattened lateral

organ (Zimmermann 1965, Kenrick 2002). Notably, there is fossil
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evidence to support all of the intermediate stages but there are several

criticisms of the theory (see Stein and Boyer 2006 for discussion).

Despite conflicting theories of evolutionary mechanism, the separate

origin of lycophyte and euphyllophyte leaves has rarely been questioned.

As with most other developmental processes, leaf development is

best understood in a few model angiosperms. In this case, however, the

mechanism has been examined in several different species and a shared

process has been revealed. Determinate leaves are formed on the flanks

of indeterminate shoot apical meristems (SAM). Indeterminacy in the

SAM is maintained through the activity of KNOTTED1-like homeobox

(KNOX) transcription factors, whereas determinacy in the leaf is main-

tained by repressing KNOX activity (Smith et al. 1992, Jackson et al.

1994). In A. thaliana, Zea mays and Antirrhinum majus, the orthologous

myb transcription factors ASYMMETRIC LEAVES 1, ROUGH SHEATH 2

and PHANTASTICA (ARP) were found to mediate KNOX repression in

the leaf (Waites and Hudson 1995, Schneeberger et al. 1998, Timmermans

et al. 1999, Tsiantis et al. 1999, Byrne et al. 2000). Later studies showed that

similar mechanisms operate in Nicotiana sylvestris (McHale and Koning

2004a) and Pisum sativum (Tattersall et al. 2005), leading to the suggestion

that the KNOX/ARP module may be a fundamental requirement for leaf

development, at least in angiosperms.

Unlike many other developmental processes, the genetic basis of

leaf development has also been studied in non-seed plants, most

notably in the lycophyte Selaginella kraussiana. Despite S. kraussiana

having meristems and leaves that are morphologically distinct from

those seen in angiosperms, the KNOX/ARP pathway also regulates the

switch from indeterminate shoot to determinate leaf growth (Harrison

et al. 2005). As lycophyte and seed-plant leaves are thought to have

evolved independently, this observation implies that the same mechan-

ism was recruited twice in parallel, and thus suggests that there was a

developmental constraint on leaf evolution. In this context, it will be

interesting to determine the role of the KNOX/ARP pathway in monilo-

phytes. However, the observation that the same developmental mechan-

ism underpins leaf development in at least one lycophyte and in various

seed plants also supports the view that leaves per se, or at least the poten-

tial to produce leaves, is a plesiomorphy of tracheophytes.

R E P R ODU C T I V E T R AN S I T I O N

Before the late Devonian, plants reproduced via spores, with most

lineages being homosporous and some heterosporous (Bateman and
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DiMichele 1994). Fertilisation required water, or at least moist con-

ditions, because sperm swim. The evolution of seed plants, the oldest

fossils of which date from the late Devonian (�360 mya) (Gillespie

et al. 1981), changed both the developmental and environmental land-

scape. In seed plants the female gametophyte develops inside a modified

and protected megasporangium (the nucellus). The male gametophyte is

the pollen grain that develops within the microsporangium (the pollen

sac). Female and male reproductive organs are borne on condensed

and modified branching systems that are flowers or cones in gymnos-

perms, and flowers in angiosperms (reviewed in Bateman et al. 2006).

These modifications permitted radiation of the seed plants by allowing

dispersal of pollen and seed, and specialisation to attract animal pollina-

tors. Genetic events that led to specialised functions on reproductive

shoots in angiosperms, such as reproductive fate, modified organ fate

and enclosure of floral organs, are reasonably well characterised in

model angiosperm species. This work has been extensively reviewed in

recent literature and will not be discussed here (Endress 2001, Albert

et al. 2002, Theißen et al. 2002, Frohlich 2003, Irish 2003, Irish and Litt

2005, Bateman et al. 2006). Suffice to say that the data obtained have pro-

vided a foundation for exciting advances in species that represent transi-

tional evolutionary stages, and have provided a framework for

addressing questions about floral evolution and development.

F U T U R E CH A L L E N G E S

As can be seen from the overview provided, the field of plant evo-devo

currently offers more questions than answers. This is particularly true

in relation to macro-evolutionary questions. So what are the major chal-

lenges for the future? Most noteworthy is the conflict between phyloge-

netic hypotheses suggesting which bryophyte lineage is sister group to

tracheophytes. Until this is known, hypotheses of character state tran-

sitions within the bryophytes, and between bryophytes and vascular

plants, cannot be critically examined. Elsewhere, the phylogeny is well

resolved at deep nodes and the major limitations are those concerning

the ease with which non-flowering plant species can be grown in the lab-

oratory and can be experimentallymanipulated. Owing to the amount of

time needed to establish different species as experimental organisms,

this is an area that needs wide consultation and agreement. Despite

these limitations, the field is expanding, not only to ask questions of

how developmental mechanisms evolved but also to look at the variety

of mechanisms operating in extant plant lineages, particularly in
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response to changing environments. With genomes currently being

sequenced in selected mosses, lycophytes and gymnosperms, and RNAi

technologies being developed in several relevant species, the future is

both exciting and unpredictable. Furthermore, there are plenty of

empty niches available for young investigators who are not afraid to

work with non-model systems.
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Part IV Evolving body features

IN T RODU C T I O N T O PA R T I V

‘Distinctive features’, ‘key apomorphies’, ‘novelties’, ‘innovations’. All

these terms point to the fact that some characters in an organism are

‘special’ in some respect, and these have attracted the most interest

from biologists and challenged the explanatory capacity of evolutionary

theories. These are characters that emerged as new features during the

evolution of a lineage, or that are believed to be the principal cause of a

successful phyletic radiation. ‘Evolution is tinkering’ and in any such

feature there are both new and conserved components, even if it is

not always obvious what is new and what is not. By taking development

into the picture, can evo-devo provide deeper insight into the origin,

evolution and diversification of such characters? The answer seems to

be yes.

An initial example is offered by Cassandra Extavour (Chapter 17),

who addresses the evolution of bilaterian reproductive systems by

examining comparative data on somatic gonad and germ cell specifica-

tion during development. Surprisingly enough, although reproduction

is possibly the most important quality for a living being, the evolution

of bilaterian reproductive systems and strategies has received compar-

ably little attention. Was the last common ancestor of bilaterians (the

so-called Urbilateria) hermaphroditic? Did it possess a sequestered

germ line, or distinctive gonads? The data presented here can tell us

what kinds of general features, or basic pattern, Urbilateria’s reproduc-

tive system was likely to have had, thus accounting for the systems

found in extant bilaterian lineages.

Although segmentation is not an apomorphy for the (eu)arthro-

pods, as it was inherited (at least) from a pan-arthropodan ancestor, it

is certainly one of the most distinctive features of the arthropod body

plan, and a key element of arthropod evolution and diversification.
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Ariel Chipman (Chapter 18) performs a comparative analysis of various

aspects of the arthropod trunk segmentation process, searching for

those components of the process that may have been present in the

last common ancestor of all modern arthropods. The author elaborates

on the hypothesis that the ancestral arthropod segmentation process

consisted in the patterning of a posterior population of undifferentiated

cells through a periodic signal during axis elongation. In particular, he

examines the evidence for a mechanism that generates a segmental

pattern through the transduction of a temporal pattern of cell state oscil-

lation into a spatially periodic pattern of gene expression.

Digging deeper into the arthropod body, Angelika Stollewerk

(Chapter 19) addresses a fundamental question on arthropod segmenta-

tion, i.e. the origin and evolution of a segmented central nervous system.

The author reviews data on early neurogenesis in all main arthropod

lineages to uncover ancestral states and possibly derived homologies.

Considering both the morphological processes of neural precursor for-

mation and the genetic network involved in neural precursor specifi-

cation, she attempts a reconstruction of the ground pattern of

neurogenesis in arthropods, and speculates on how neurogenesis

evolved in this group.

Moving from segment production to segment differentiation,

Nikola Prpric and Wim Damen (Chapter 20) confront the problem of

evolution of arthropod appendage diversity. Which was the ‘ground

state’ of the appendage that served as the basis for the evolution of

this unique diversity? What are the underlying genetic mechanisms

and how did they change during evolution? Searching for an answer

to these fundamental questions, they observe that what is valid for an

animal as a whole seems also to be valid for individual parts of it. The

same ‘hour-glass model’ used to describe the high diversity of early

embryonic and adult body plans with respect to the limited diversity

of phenotypes manifested at the so-called ‘phylotypic stage’ might also

be applied for the walking legs of arthropods. These in fact present a

high diversity in early development and adult morphology that con-

trasts with an intermediate ‘podotypic stage’ characterised by conserved

developmental gene interactions.

Abandoning the ecdysozoans, Claus Nielsen (Chapter 21) brings us

to the evolution of development of the brain of some lophotrochozoans.

Several lophotrochozoan groups with spiral cleavage are sometimes

grouped within a taxon Spiralia, although the composition and

the monophyletic status of this assembly are still matters for debate.

The author reviews available evidence from descriptive embryology,
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corroborated by new data from studies of Hox gene expression.

Considering cleavage pattern, cell lineage, developmental origin of

ganglia and nerve cords, the ontogeny of the brain would support a

clade including Annelida, Mollusca, Sipuncula, Entoprocta, Nemertini

and Platyhelminthes s.str., deriving from a common ancestor whose

post-embryonic development included a trochophora larva.
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17

Urbisexuality: the evolution of bilaterian
germ cell specification and reproductive
systems
CA S S A ND RA G . M . E X TAVOU R

A key focus of evolutionary developmental biology (evo-devo) in

recent years has been to elucidate the evolution of developmental mech-

anisms as a means to reconstructing the hypothetical last common

ancestors of various clades. Prominent among such reconstructions

have been proposals as to the nature of the mysterious Urbilateria, orig-

inally defined as the last common ancestor (LCA) of the extant Bilateria

(Ecdysozoa, Lophotrochozoa and Deuterostomia) (De Robertis and Sasai

1996, Kimmel 1996). Indeed, drawings of this animal can now be

found, as well as detailed information on the genetics andmorphological

processes that it used to construct its gut, heart, eyes, appendages, seg-

ments and body region identities (Gilbert and Singer 2006). Perhaps sur-

prisingly, however, no explanations have yet been offered of how it

might have achieved the successful reproduction that must have been

necessary for it to give rise to still surviving lineages. This chapter will

examine the comparative data available on the specification of bilaterian

reproductive systems during development, with special emphasis on the

cells containing the genetic hereditary material, the germ cells, and

speculate on the possible gonad structure and reproductive strategy of

Urbilateria.

Before proceeding, we should clarify our expectations as to what

the study of extant species can tell us about Urbilateria. In this

chapter, I wish to avoid suggesting that extant reproductive systems

are simply variations on a defined metazoan reproductive ‘Bauplan’

theme; the great weakness of the current evo-devo approach stems

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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from dilution of explanatory force with inappropriate fixations on strict,

confining definitions of this kind (Scholtz 2004, 2005, Hübner 2005). I

will review the current and historical literature on germ-cell and

somatic gonad anatomy, embryonic specification and development,

studies obviously all carried out on extant species, but will not infer

from these data that Urbilateria must have had specific, archetypical

genetic or developmental characteristics of its reproductive system

anatomy or reproductive strategies; rather, I will suggest that these

data can tell us what kinds of general features, or basic pattern, its repro-

ductive systemwas likely to have had, in order for it to have given rise to

these systems as manifest in extant bilaterian lineages.

Over the past couple of decades, comparative gene expression pat-

terns, and, to a lesser extent, comparative morphology, have been used

as tools in the dig for LCAs. The result has been a rather detailed descrip-

tion of the genetic networks, or at least major genetic players, which are

proposed to have been active in Urbilateria to give it various features,

including axial polarity, body regionalisation, light-sensing cells, a

heart or circulatory system, and a regionalised nervous system.

However, no suggestions have been forthcoming as to how this animal

might have made gametes, ensured their fertilisation if necessary, and

given rise to the first generation of bilaterian LCAs. Several questions

about this aspect of Urbilateria come to mind. Was it hermaphroditic

or parthenogenetic, or did separate sexes exist? Did it have a dedicated

germ-cell population? If so, how was it specified? Did it have a discrete

gonad? If so, from which germ layer did it originate? How was fertilisa-

tion achieved? To begin to examine some of these questions, we first

need to define the components of functional reproductive systems.

C OM PON EN T S O F B I L AT E R I A N R E P RODU C T I V E S Y S T EM S

There is a minimum of two aspects to successful sexual reproduction: (1)

cells to make gametes, and (2) a fertilisation strategy. Most bilaterian

reproductive systems possess a third critical element, which is a dedi-

cated group of somatic cells to enclose, support, and extrude the game-

togenic cells.

The germ line

Our starting point is the bilaterian LCA, a multicellular animal with

multiple cell types and a division of labour, albeit of unknown extent,

among different cell populations. Bilaterian outgroups do show a
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distinction between germline and soma: although a dedicated and

exclusive gametogenic cell population may not exist (reviewed in Exta-

vour and Akam 2003), most of the cells of these animals are not

capable of producing gametes. The true innovation in the evolution of

the germ line was not therefore the generation of a gametogenic

lineage, but rather the loss of gametogenic potential from the majority

of cells of the organism. Here, I do not consider this evolutionary inno-

vation in detail; such explanation lies beyond the scope of this paper, and

has been dealt with extensively by several researchers. Nonetheless, it is

appropriate to briefly review current ideas as to the evolution of a germ-

cell lineage.

Even general developmental biology textbooks that do not expli-

citly include evolutionary biology in their remit often recognise that

‘development from more than one cell presents problems, as mutations

could occur in some of the cells’ (Wolpert et al. 2007: 521). More expli-

citly, ‘The only way for the genome to be fully tested is to have only

one line of germ cells’ (Gerhart and Kirschner 1997: 249). Sequestration

of a dedicated germ line early in development circumvents this problem,

as the organism can thus develop from only one cell, but in its final form

be composed of millions. We could reasonably expect that, in order to

effectively confer the advantage of protection from somatic mutation,

such a lineage might show reduction of mitotic activity (since more

rounds of DNA replication give more opportunity for mutation

through copy error; Sweasy et al. 2006), reduced transcriptional activity

(because genes may be more subject to mutation when actively tran-

scribed; Medvedev 1981) and reduced transposable element mobility

(which, although it can be a ‘positive’ force in adaptive evolution, indis-

putably leads to increased mutation rates; McDonald 1993, Fedoroff

1999, Deragon and Capy 2000). In fact, the germ line displays all of

these features. Germ cells are typically mitotically quiescent from the

time of their specification during embryogenesis, until the time that

gametogenesis begins, usually during larval or adult life. They are rela-

tively transcriptionally quiescent during most of embryonic develop-

ment, as revealed by diagnostic histone modifications and single-cell

transcription analysis (Schaner et al. 2003). Finally, RNA-mediated silen-

cing of transposable elements has recently been documented in the germ

lines of Caenorhabditis elegans and Drosophila melanogaster (Aravin et al.

2004, Robert et al. 2004, Vagin et al. 2006).

It has further been suggested that the invention of a gametogenic

lineage was not just an added bonus, but in fact a sine qua non of the evo-

lution of multicellular organisms that acted, and were acted on by
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natural selection, as true individuals (Michod 1999). This is because as

long as all cells retain the possibility to contribute to future generations,

intra-individual competition among cell lineages is predicted to prevent

the fitness gains of the group (that is, the multicellular organism) from

exceeding the fitness gains of the component cells. In summary, Urbila-

teria, as a bona fidemetazoan, can be assumed to have possessed at least a

majority of truly somatic cells, so that it depended for its reproductive

success on the successful specification and protection throughout devel-

opment of a germ line.

The soma

What all somatic reproductive systems have in common is that they

comprise a network of non-gametogenic cells whose role is to support,

enclose, transport and expel the gametic products of the individual. Bek-

lemishev (1969) defined five components of the somatic reproductive

system as follows: (1) gonads (where gametogenesis takes place); (2)

genital ducts (for storing, transporting or extruding gametic products);

(3) copulatory organs (for transferring gametes between individuals of

the opposite sex); (4) adaptations for creating envelopes for ova; (5) adap-

tations for bearing live young. We shall use these five categories to

characterise the reproductive systems of the metazoan phyla, and as

will become evident, a successful reproductive strategy may involve all

or none of these elements.

Fertilisation strategies

Urbilateria, by definition, must have used some kind of reproductive

strategy, but we have no way of knowing what it was. Once gametes

have been made, if fertilisation is necessary then this needs to take

place. Fertilisation can be wholly external (gametes of both sexes

released without copulation), wholly internal (gametes of one sex depos-

ited into the individual of the opposite sex, via copulation) or external–

internal (gametes of one sex are released without copulation, then taken

up by the opposite sex, so that fertilisation is internal). The type of ferti-

lisation strategy used depends on the anatomy of the somatic reproduc-

tive system. For example, genital ducts and copulatory organs are

prerequisites for wholly internal fertilisation. For this reason, we will

only be able to begin speculation on an urbilaterian reproductive strat-

egy once we have identified some patterns of comparative metazoan

somatic gonad structures.
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COM PA R AT I V E DATA ON SOMAT I C GONAD S P E C I F I C AT I ON

Anatomical studies of members of most extant bilaterian phyla provide

data on the structure of the somatic reproductive system. More difficult

to obtain are data on the developmental origin of the system, and on its

functioning during reproduction, as these depend on availability of

reliably staged developmental intermediates, and direct observations

of copulation and/or fertilisation, respectively. What is immediately

apparent even from the data available, however, is that on a bilaterian

scale, a strictly phylogenetic consideration of reproductive system

anatomy makes no sense without also considering life history and

environmental factors.

We will use Beklemishev’s (1969) five categories of reproductive

system components to characterise the complexity of these systems

across the Bilateria. We observe here the full range of complexities of

reproductive systems, from free-floating gametes within the body

cavity, which are extruded by epidermal rupture to engage in external

fertilisation, to gametes confined within elaborate gonads, which can

only be exposed to gametes of the opposite sex through copulation,

and eventually travel through dedicated ducts to uteri specialised for

viviparity (Table 17.1).

Among the protostomes, reproductive system structure can vary

not only between phyla, but also within a single phylum. For example,

within the Annelida, leeches have true gonads and gonoducts, as do oli-

gochaetes and some polychaetes. However, many polychaete species lack

discrete gonads; instead, their gametes mature in coelomic cavities from

free-floating gametogonia, are released by body wall rupture and

undergo external fertilisation in the water column (Beklemishev

1969). Some onychophorans have not only complex gonad structures

but also uteri; fertilisation is internal, embryos develop in uteri, and

animals give birth to live young (Manton 1949). As in many other seg-

mented protostomes, somatic gonad components are formed frommeso-

dermal cells of the splanchnic dorsal coelomic wall (Manton 1949,

Anderson 1973).

Among the deuterostomes, Xenoturbella has the simplest known

reproductive system: as in many sponges, cnidarians and flatworms,

gametes develop freely in the coelom and are extruded through the

mouth upon maturity (Beklemishev 1969). Many marine invertebrate

deuterostomes have discrete gonads and gonoducts, but lack copulatory

organs, and fertilisation takes place in the water column. Mammals have

of course developed specialised copulatory organs, as well as adaptations
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for internal fertilisation, embryonic development and viviparity. The

mammalian somatic gonad probably derives from the mesonephros

and the adjacent coelomic epithelium (McLaren 2000).

For many studied metazoans, it is clear that the somatic and germ-

line components of the reproductive system are specified or ‘seques-

tered’ separately during development; that is, they share limited or no

lineage. The huge diversity in somatic reproductive systems should

therefore not be surprising, given that independently sequestered

lineages may display a certain modular independence in morphological

evolution. West-Eberhard summarises this by saying that ‘an increase in

modularity . . . sometimes appears to have contributed to increased

diversification of that aspect of the phenotype during the history of a

taxon’ (West-Eberhard 2003: 87 [italics original]).

Jury still out on urbilaterian gonads

Beyond a mesodermal origin for the somatic structures of the reproduc-

tive system, no general pattern emerges from a phylogenetic consider-

ation of these systems across the Bilateria. Convergent evolution of

every aspect of the system is apparent not only between phyla, but

also within phyla. Most bilaterian outgroups lack true gonads, but

while some acoels similarly lack gonads, others display compact,

paired, ovaries, andmany havemale copulatory organs. Data on themol-

ecular mechanisms specifying somatic gonad fate are largely limited to

mice (McLaren 2000), nematodes (Hubbard and Greenstein 2000) and

fruit flies (Moore et al. 1998, DeFalco et al. 2004). To date, the evidence

for conservation of gene function in somatic gonad cells is limited to

the protein product of a single gene (Li et al. 2003). We therefore

cannot suggest homology of molecular pathways involved, consistent

with repeated convergent evolution. In summary, while it is likely

that Urbilateria lacked a complex somatic reproductive system, it is at

present impossible to speculate on whether it possessed a true gonad,

let alone any other somatic adaptations for reproduction.

C OM PA RAT I V E DATA ON G E RM - C E L L S P E C I F I C AT I O N

Germ cells are one of the most extensively studied metazoan cell

lineages. They represent a crucial link between developmental biology

and evolutionary biology, being responsible for both reproduction

of the individual and genetic continuity of the species. Although

germ-cell migration, polarity and differentiation are all fascinating

328 Cassandra G. M. Extavour



developmental problems in their own right, I propose that the most

crucial aspect of germ-cell development for understanding the evolution

of the germ line is the first specification event of the lineage, that is, the

mechanism that separates germ line from soma.

Over the past two centuries, a battery of tools for germ-cell iden-

tification and study has become available to researchers (reviewed in

Extavour and Akam 2003). Germ cells can almost always be unambigu-

ously distinguished from somatic cells by one or a combination of the

following four criteria: (1) characteristic morphology under transmitted

white light, including organelle-free cytoplasm, large nuclear:cyto-

plasmic ratio, rounded nuclei with prominent nucleoli and diffuse chro-

matin, and granular cytoplasmic inclusions usually localised in the

perinuclear cytoplasm associated with nuclear pores; (2) electron-dense

cytoplasmic granules (nuage) identifiable by transmission electron mis-

croscopy; (3) high levels of alkaline phosphatase activity (this criterion

has been useful only in vertebrates); (4) localisation of mRNA or

protein products of germ-cell-specific genes, notably the vasa and nanos

gene family products. Some combination of these criteria always holds

for germ cells at all stages of development, from their initial embryonic

specification as primordial germ cells (PGCs), until their differentiation

as male and female gametes.

Identifying germ cells at some stage of development is therefore

feasible for any animal one wishes to study, given access to embryos

or adults or both. Much more difficult, however, is discerning the

time, place and mechanism responsible for the initial specification

event giving rise to the germ line. This is because, as Balfour (1885) cor-

rectly noted, ‘Since it is usually only possible to recognise generative

elements after they have advanced considerably in development, the

mere position of a generative cell, when first observed, can afford . . .

no absolute proof of its origin’.

Specification and origin of extant metazoan PGCs: epigenesis

and preformation

In 1979 and 1981, Nieuwkoop and Sutasurya published two excellent

volumes summarising all available literature on PGCs across the metazo-

ans, including, but not limited to, their initial specification (Nieuwkoop

and Sutasurya 1979, 1981). More focused survey studies dealing specifi-

cally with the first embryological sequestration of the germline in both

vertebrates and invertebrates are limited to three: two classic mono-

graphs of the last century (Bounoure 1939, Wolff 1964), and a modern
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review incorporating the last quarter of a century of genetic and exper-

imental data (Extavour and Akam 2003). The results of these studies will

be briefly summarised here.

Modern developmental genetic model systems have indicated that

two basic types of molecular mechanisms are responsible for germ-cell

specification; I will call these two types ‘preformation’ and ‘epigenesis’

(Extavour and Akam 2003). It is important to note that the two mechan-

isms are not necessarily mutually exclusive, but rather are better viewed

as two extremes of the continuum along which germ-cell development

can be mapped, since at some stage of germ-cell development, both

types of mechanism are inevitably used.

Preformation refers to cell-autonomous acquisition of germ-cell

fate through localised, inherited cytoplasmic determinants, which are

both necessary and sufficient to confer germ-cell fate upon the cell con-

taining them. The molecules composing these determinants are both

mRNA and protein products of genes that are widely conserved across

all metazoans. Dipterans and nematodes are well-known, long-standing

examples of animals showing this mode of PGC specification.

Epigenesis refers to acquisition of germ-cell fate by reception of

cell non-autonomous signals from germ layers adjacent to future

PGCs. In this case, the signals are themselves necessary and sufficient

to induce receiving cells to adopt PGC fate. Mice and axolotls clearly

exhibit this mode of PGC specification, and while in the axolotl the

inductive signals have not yet been identified (but see Johnson et al.

2003), in mice they are members of the BMP2/4 and 8b families.

Until very recently, it was widely held among most developmental

biologists that since preformation was prevalent among model labora-

tory organisms, it was probably the most widespread and ancestral

mechanism of PGC formation (contrast the second edition of the influen-

tial text Wolpert et al. 2002, with the most recent edition, Wolpert et al.

2007). However, closer examination of the available data demonstrates

that this is unlikely to be the case (for details and comprehensive refer-

ence lists, see Extavour and Akam 2003).

For most ecdysozoans and lophotrochozoans, all studied members

of a given phylum appear to use epigenesis to specify PGCs, while a few

phyla (Platyhelminthes, Annelida, Mollusca and Arthropoda) contain

both members showing epigenesis, and members displaying preforma-

tion (Figure 17.1). Only in the Nematoda, Rotifera and Chaetognatha

do all studied members exhibit preformation. In other words, across

both the Ecdysozoa and the Lophotrochozoa, epigenesis is the most

common mechanism of PGC specification.
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Figure 17.1 Distribution of PGC specification mechanisms across the

Metazoa. Epigenesis (black boxes), preformation (white boxes), or both

mechanisms (black and white boxes) are indicated only in phyla for which

at least two independent primary data sources provide morphological, cell

lineage, experimental or molecular evidence; phyla for which the data on

germ-cell specification mechanisms are insufficient have been omitted.

Dashed lines indicate phyla for which phylogenetic relationships are still

unclear. Details of source data are as described in Extavour and Akam

(2003). Adapted from Extavour and Akam (2003) with modifications as

follows: assignation of Xenoturbella to its own phylum within the

deuterostomes (Bourlat et al. 2003, 2006); evidence for epigenetic PGC
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Within the deuterostomes, all studied members of these phyla,

including all non-chordates, probably use epigenesis to specify PGCs

(Figure 17.1). Of the chordates, only Urochordata, Chondrichthyes and

Actinopterygii contain some members that use epigenesis and others

that use preformation as a PGC specification mode. Finally, in only

two clades (anuran amphibians and archosaurs) do all studied

members exhibit preformation. To summarise, with the exception of

some elasmobranchs, the only deuterostome clades containing prefor-

mistic members are those containing chordate model laboratory organ-

isms other than mice: the solitary ascidians Ciona intestinalis and

Halocynthia roretzi (but note that recent data on colonial ascidians are con-

sistent with epigenesis; Sunanaga et al. 2006a,b); the frog Xenopus laevis;

the teleost Danio rerio; and the chicken Gallus gallus. All other studied deu-

terostomes, including the Ambulacraria and Xenoturbella, show evidence

for epigenesis as the mode of PGC specification.

A stem-cell origin of urbilaterian PGCs

The acoelomorph, protostome and deuterostome data summarised

above, taken together with the observation that there are no data sup-

porting preformation of the germ line in any of the bilaterian outgroups

(Extavour and Akam 2003, Figure 17.1), strongly suggest that epigenetic

establishment of the germ line was present in Urbilateria. Sponges, cni-

darians and acoel flatworms use very similar strategies to obtain game-

togenic cells. They all contain a population of endodermally derived

pluripotent stem cells (sponge archaeocytes, cnidarian interstitial cells

and acoel neoblasts) that acquire their fate in early to mid-embryogene-

sis, and can give rise to both somatic cell types and gametes. These cells

are scattered throughout the gastral cavity and/or intercalated between

other somatic cells. As we will see below from the basic patterns of

somatic gonad structure, Urbilateria was unlikely to have had all of its

gametogenic cells clustered together in one region, but rather might

have had them scattered throughout the body. These potential PGCs

would have been pluripotent stem cells: some of them would have

been capable of creating or regenerating adult somatic tissue as well,

throughout the lifetime of the animal.

Fig. 17.1 (cont.) specification in a colonial ascidian (Sunanaga et al. 2006,

2007); changed phylogenetic relationship of Urochordata and Cephalo-

chordata within the Chordata (Bourlat et al. 2006, Delsuc et al. 2006, Vienne

and Pontarotti 2006) and affiliation of Chaetognatha with the protostomes

(Marletaz et al. 2006, Matus et al. 2006).
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As well as using the general pattern of metazoan germ-cell speci-

fication modes to infer that Urbilateria’s germ cells were a subpopu-

lation of stem cells, we can also obtain evidence from modern

molecular and functional comparisons between stem cells and germ

cells. The electron-dense nuage material invariably found in germ cells

using transmission electron microscopy has also been found in stem-

cell lineages (Eddy 1975). Pluripotent cells often display all of the mor-

phological features commonly used to identify germ cells, such as a

large round nucleus with diffuse chromatin and a prominent nucleolus.

This can lead to an inability to distinguish between germ cells and other

types of stem cells (see for example Potswald 1969, 1972). Similarly,

when using molecular markers to identify germ-cells, unless careful

phylogenetic analysis of the gene homologues is carried out, researchers

have run the risk of isolating genes that will not distinguish between

germ cells and other pluripotent cells. For example, the products of

vasa gene family members are nearly always exclusive to the germ-cell

lineage (Raz 2000, Extavour and Akam 2003). The vasa gene family is

thought to have evolved from the PL10 family of helicases, which

share significant structural similarity with vasa genes (Mochizuki et al.

2001). PL10 products are usually localised to both germ cells and other

pluripotent cell types. If PL10 homologues are isolated and incorrectly

assigned vasa homology because of insufficient analysis, using them to

identify germ cells can give rise to ambiguous or inaccurate lineage

assignation (see for example Shibata et al. 1999). On the morphological

and gene expression levels, then, germ cells and stem cells are very

similar.

Another level of similarity between germ cells and stem cells has

been revealed by functional analysis in both vertebrate and invertebrate

systems. Mammalian germ cells grown in culture and treated with fibro-

blast growth factor (FGF) can be induced to become pluripotent stem

cells, called embryonic germ (EG) cells, that are very similar in differen-

tiation potential to embryonic stem (ES) cells derived from the inner cell

mass (ICM) of the blastocyst (Matsui et al. 1992, Resnick et al. 1992,

Rohwedel et al. 1996, Shamblott et al. 1998). Drosophila germ cells

already en route towards oogenic differentiation can be induced to

revert back to a germline stem-cell state (Kai and Spradling 2004).

Similar dedifferentiation and redifferentiation is seen in cells from terato-

carcinomas. These are malignant tumours probably formed from ectopic

or aberrant primordial germ cells, which contain multiple differentiated

tissues as well as undifferentiated stem cells called embryonal carcinoma

(EC) cells. Cultures of EC cells, used as in vitro models of mammalian
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differentiation and development, have demonstrated that PGCs may be

able, after ‘dedifferentiation’ into EC cells, to ‘redifferentiate’ as mul-

tiple somatic cell types (Kleinsmith and Pierce 1964, Kahan and Ephrussi

1970). Even more strikingly, when transplanted into blastocysts, which

are then implanted into host female uteri, mouse teratocarcinoma

cells can contribute not only to many somatic tissues, but also to the

germ line, of the resulting progeny (Stewart and Mintz 1981).

Because ES cells are usually derived from blastocyst ICM cells, they

are generally assumed to be equivalent to ICM cells. Observed differ-

ences between ES cells and ICM cells might simply be the result of ES

culture conditions. However, Zwaka and Thomson (2005) have hypoth-

esised that EG, ES and EC cells may all have their closest in vivo equival-

ent not in ICM cells but rather in germ cells. This hypothesis is sufficient

to explain the developmental origins of ES cells, but to explain the evol-

utionary origins of germ cells, we need to invert the hypothesis. I

propose that PGCs may have their closest evolutionary equivalent in

the pluripotent stem cells that are found in extant non-bilateria and

basal bilaterians, and that almost certainly existed in Urbilateria.

Convergent evolution of preformation

If epigenesis was used by Urbilateria to specify the germ line, then pre-

formationmust have evolved convergently several times during the bila-

terian radiation. We therefore require a feasible framework for

conceiving the following: urbilaterian germ cells were a subpopulation

of somatic cells, and repeatedly, in several descendant lineages of Urbila-

teria, germ cells acquired a cell-autonomous specification mechanism,

and became a lineage independent of somatic cells, with the obvious

caveat that somatic support structures are almost always required for

successful gamete production, even in preformistic species. To demon-

strate how this proposal represents a modification of previous models

of germline continuity, I will compare it with the three major previous

models of pangenesis, continuity, and modified continuity with

somatic selection.

Darwin’s (1859) pangenesis theory provided a biological expla-

nation for Lamarck’s ideas about inheritance of acquired characteristics

(Lamarck 1809): all somatic cells produce invisible particles called gem-

mules, which travel through the body and lodge in the germ cells. Since

germ cells do not initially contain all of the information necessary to

reproduce the adult form in successive generations, including acquired

characteristics, they need to receive this information from the
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gemmules. The germ line is neither immortal nor continuous, as it pro-

duces only the soma of the next generation, and that soma would

produce the next germ line (Figure 17.2A). Weismann, on the other

hand, was sure that germ cells are autonomously totipotent from the

moment of their formation, and that their nuclear information is both

impervious to somatic influence and sufficient for reproduction of the

adult form (Weismann 1892). In other words, the germ line is both

immortal and continuous, and the source of both soma and germ line

of subsequent generations (Figure 17.2B). Since at least the 1920s,

however, it has become increasingly clear that Weismann’s hypothesis

is in need of serious revision, given the existence of epigenesis in germ-

line specification in many species (Hargitt 1919, Heys 1931, Berrill and

Liu 1948). Buss (1983) has proposed an elegant revision to Weismann’s

hypothesis that takes into account both epigenetic germline origin and

intra-individual cellular selection. In this model, while germline conti-

nuity may exist in some species (Figure 17.2C, bottom series), somatic

Figure 17.2 Models for the evolution of the relationship between germ line

and soma. A, Pangenesis: the soma (white) informs and specifies the germ

line (black), which in turn gives rise only to the soma. B, Immortality/

continuity: the germ line is the sole progenitor of both germ line and soma,

receiving no somatic input. C, Continuity allowing for somatic selection:

somatic mutation (gradient) may allow specification of germ line (grey)

from somatic cells (top series), representing a deviation (large arrow) from

the usual continuity of the germ line (bottom series). D, Evolution of pre-

formation from epigenesis: germline mutation (grey) may confer conti-

nuity on the germ line (top series), representing a deviation (large arrow)

from its usual somatic stem-cell origin (bottom series).
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mutation may sometimes allow a subpopulation of the soma to produce

gametes (Figure 17.2C, top series).

To explain repeated evolution of preformation from epigenesis,

it suffices to invert Buss’s model (Figure 17.2D). Urbilateria would

have segregated germ cells epigenetically, as a subpopulation of

somatic cells: soma therefore gave rise to both germ line and soma

(Figure 17.2D, bottom series). Where Buss’s model suggests that

mutations affecting the soma could allow somatic cells to produce

gametes, I suggest that mutations affecting the germ line could allow

cell-autonomous segregation of germ cells in a subsequent generation

(Figure 17.2D, top series). This mechanism of preformation would then

be inherited in subsequent generations. In order to understand what

kind of germline mutation could have had this effect, in the next

section we will consider known examples of germ cells that segregate

by preformation.

Evolving preformation from epigenesis: a transitional model

All known molecular mechanisms of preformation rely on localisation

of germ-cell-specific molecules (germ plasm components) to a particular

place in the oocyte, either before or after fertilisation (see for example

Illmensee et al. 1976, Ressom and Dixon 1988, Carré et al. 2002). In

several cases, notably the vasa and nanos gene families, the genes encod-

ing these molecules, and their germline expression, are conserved across

all bilaterian species for which data are available (Extavour and Akam

2003). Many germ plasm components are expressed and required not

only in primordial germ cells but also during gametogenesis (see for

example Styhler et al. 1998, Tanaka et al. 2000, Extavour et al. 2005).

The major difference between epigenesis and preformation is thus

the relative expression timing and gene product localisation of germ-

cell-specific genes: in epigenesis, these genes are downregulated and/or

their products are eliminated from the oocyte, after gametogenesis.

Their products are not present in the cytoplasm of the fertilised egg

and cannot therefore be inherited cell-autonomously by PGCs; instead

the genes must be zygotically activated in PGCs through epigenetic

signalling (Figure 17.3A). In preformation, germ-cell-specific gene

products persist through completion of oogenesis in the zygotic

cytoplasm, and are therefore available for inclusion into PGCs before

the initiation of zygotic transcription (Figure 17.3B). In this context,

we can now see that in order to make the transition from epigenesis

to preformation, only two things are necessary: (1) persistence (and
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possibly, through further refinement of the mechanism, cytoplasmic

localisation within the oocyte) of germ-cell-specific gene products

through the end of gametogenesis; and (2) inheritance of these products,

which would now constitute germ plasm components, by future PGCs

(Figure 17.3C).

Mutations arising in the germ line that affected oocyte cytoskeletal

dynamics or mRNA or protein localisation of germ cell molecules could

allow persistence and/or localisation of these molecules in mature

oocytes. Once preformation had arisen in a heritable way through such

mutation(s), signals from somatic tissues to induce germline fate would

no longer be necessary to ensure species survival. We would therefore

expect gradual loss of these signalling mechanisms, since ‘unnecessary

but costly structures or activities should be lost in evolution’ (Michod

1999: 55). This model can explain why we see the repeated evolution of

autonomous germline determinants in several groups (Figure 17.1), but

never observe examples of epigenesis in phyla where preformation is ple-

siomorphic (e.g. Rotifera, Chaetognatha, Nematoda).

Figure 17.3 A transitional model for the evolution of preformation from

epigenesis. A, Epigenesis: germ-cell-specific molecules expressed during

gametogenesis are not present in oocytes at the time of fertilisation.

During embryogenesis, inductive signals (black) specify PGCs, which begin

zygotic expression of germ-cell-specific molecules (dark grey). Germ cells

produce gametes to complete the cycle. B, Preformation: maternal germ-

cell determinants (light grey) are localised to oocyte cytoplasm and inher-

ited cell-autonomously by PGCs forming in early embryogenesis. Germ

cells produce gametes to complete the cycle. C, Transition from epigenesis

to preformation: germ-cell-specific molecules expressed during gameto-

genesis are retained in oocytes through to the time of fertilisation. They are

inherited cell-autonomously by PGCs forming in early embryogenesis.

Inductive signals (black) produced during embryogenesis are now redun-

dant with respect to PGC formation. Germ cells produce gametes to com-

plete the cycle. Loss of inductive signals is predicted over evolutionary

time, so that this system comes to be like that shown in B.
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One prediction of the model is the existence at some time of

species in which both preformation and epigenesis were operative, or

at least operable. In most preformistic model organisms, however,

when PGCs or their precursors are eliminated through physical ablation

or genetic manipulation, the resulting animals are sterile, presumably

unable to replace the ablated germ line through epigenetic mechanisms

(reviewed in Saffman and Lasko 1999). These animals may belong to

lineages in which preformation evolved so long ago that epigenetic

signalling mechanisms have become unusable through lack of positive

selection. Given that all currently used developmental genetic model

organisms are derived with respect to many other aspects of embryogen-

esis, this explanation is not unreasonable. Alternatively, our failure

thus far to observe widespread coexistence of both PGC specification

mechanisms may simply be reflective of poor taxon sampling. Intrigu-

ingly, in the solitary ascidian C. intestinalis, although convincing embry-

ological and molecular genetic data indicate that preformation specifies

PGCs, when the PGCs are ablated in larval stages the resulting adults

are still fertile (Takamura et al. 2002). The mechanism responsible for

this germ line replacement is currently unknown. I suggest that as

more species from the diversity of the Bilateria become amenable to

molecular analysis of embryogenesis and development, further

examples of species able to use both epigenetic and preformation to

specify germ cells will emerge.

C ON C L U S I O N S

Urbilateria was unlikely to have had a complex somatic reproductive

system, but whatever somatic support it did have for gametogenic

cells was almost certainly of mesodermal origin. The changes in life his-

tories undergone by urbilaterian descendant lineages, as they occupied

different ecological niches, led to morphogenetic modification of these

mesodermal derivatives, resulting in convergent evolution of different

elements of somatic reproductive systems, including gonads, gonoducts

and gonopores, copulatory organs and adaptations for viviparity. Urbila-

terian germ cells were likely probably specified as a subpopulation of

pre-existing somatic pluripotent stem cells, through inductive signals

of unknown molecular identity. Its germ cells expressed vasa gene

family members and possibly also nanos gene(s). Changes in the

expression timing (heterochrony) and ooplasmic localisation (hetero-

topy/heterotypy) of germ-cell differentiation genes led to early embryo-

nic cytoplasmic inheritance of germ-cell determinants that was both
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heritable and independent of somatic epigenetic signalling later in

embryonic development, resulting in convergent evolution of preforma-

tion. In descendant lineages that had evolved preformation, epigenetic

germ-cell specification mechanisms would have gradually deteriorated

owing to lack of positive selection.
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18

Thoughts and speculations on the
ancestral arthropod segmentation
pathway
AR I E L D . C H I PMAN

In the past decade or so, there has been a significant increase in the

available data on the developmental mechanisms underlying the process

of segmentation in a wide range of arthropod taxa. This large body of

data makes it possible to attempt, albeit cautiously, a comparative analy-

sis of the various aspects of the segmentation process, and to try to find

which of its features and components may have been present in the

arthropod common ancestor. A recent review (Peel et al. 2005) covers

much of what is known about the diversity of segmentation processes

in arthropods, although even at the time of this writing, less than a

year later, there is already a substantial amount of newly published

data not covered therein. My aim in this chapter is not to repeat the

review and synthesis presented in Peel et al. (2005), but to build on it,

adding the most recent data, and expand the discussion into the more

speculative domain of evolutionary reconstructions. The reader is

encouraged to refer to that review for more details of the currently avail-

able data and for a more complete bibliography.

When addressing a large-scale evolutionary question, such as that

suggested in the title of this chapter, it is important to define the bound-

aries of the problem discussed. In this review, I will focus only on the

mechanisms of trunk segmentation, ignoring the differentiation and

segmentation of the head region, and the posterior unsegmented

region. Although it is difficult to think of the trunk as a distinct com-

partment that stands on its own, and many of the relevant developmen-

tal processes are continuous between the trunk and the areas

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
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immediately anterior and posterior to it, not enough is known about

how these areas are defined in a range of arthropods. For the purpose

of the discussion, trunk segmentation will be thought of as a continuing

process, without any consideration of where it begins or ends.

The phylogenetic scope of the analysis will include the Euarthro-

poda only, excluding tardigrades and onychophorans. In fact, because

of the almost complete lack of data on segmentation in pycnogonids,

these are also excluded from the discussion, leaving us with an evo-

lutionary reconstruction of the last common ancestor of the Cormogo-

nida (arthropods excluding pycnogonids; Zrzavy et al. 1997, Dunlop

and Arango 2005). For simplicity, I will continue talking about ‘arthro-

pods’, even though I will, in fact, be covering a somewhat smaller

group. For it to be possible to reconstruct the common ancestor of

such a diverse clade, we need a sample that covers as much of its diver-

sity as possible. There are good data about many species of insects;

mostly, but not exclusively, holometabolous insects. Outside the

insects, information is more limited, but segmentation has been

studied extensively in the spider Cupiennius salei, as a representative che-

licerate; and in two centipedes, Strigamia maritima and Lithobius forficatus,

and a millipede Glomeris marginata representing the myriapods. Within

the crustaceans most of the available data come from the Malacostraca,

mainly Parhyale hawaiiensis, but also others.

As mentioned above, there is a wealth of data about segmentation

mechanisms in diverse arthropods. One must be cautious when dealing

with such a large amount of information to differentiate between char-

acters that are specific to one system or taxon and characters that can be

considered generalities and can be used for ancestral reconstruction. I

will attempt to concentrate only on the latter, and try to avoid being

bogged down with too many bits of specific information. It is worth

pointing out that many arthropods do not generate all of the trunk seg-

ments during embryogenesis, but continue adding segments during

larval stages, a phenomenon known as anamorphic development (see

Fusco 2005 for a discussion). A further complication is that in a few

cases, the segmentation process is not necessarily generating a single

series of segments along the trunk, but a number of distinct serial struc-

tures as in the dissociation of dorsal and ventral segmentation in the pill

millipede (Janssen et al. 2004). For simplicity, I will not consider these

two exceptions, but will stay with the case of a single series of segmental

structures formed as part of a single process. A final pitfall I hope to

avoid is getting entrenched in the so-called ‘Drosophila paradigm’.

Although I will use what is known about segmentation in Drosophila
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melanogaster as a reference, it will be made clear that Drosophila is but one

example, and an unusual one at that, so no general conclusions can be

drawn from information on Drosophila alone.

The reconstruction of the segmentation process in the arthropod

common ancestor will use both available molecular data and cellular/

morphological data. The latter data type is, in general, much poorer

for diverse arthropods, and necessarily reconstruction of cellular and

morphological processes relies more on deduction from basic principles

and extrapolation from the little that is known. For molecular data, the

approach I will take is essentially one of ancestral character reconstruc-

tion using parsimony, although the number of data points for any given

molecular player or interaction is usually much too small for a formal or

mathematical analysis. Of course, the ever-present spectre of conver-

gence is a problem for parsimony-based reconstructions. Nonetheless,

I will assume that the expression of homologous genes in comparable

domains during similar processes is sufficient for assuming common

ancestry. In many cases, homologous genes are apparently performing

the same function in very different cellular environments, so gene

expression patterns alone tell us little about cellular processes. Thus,

molecular data and cellular/morphological data will be considered separ-

ately, to be joined only at the end when I go to the ancestral reconstruc-

tion itself.

Finally, what I will present is my own interpretation of the data.

The data, despite their wealth, are still very partial, and are open to

many alternative interpretations. Some readers may prefer different

evolutionary scenarios, and I agree that many are possible. Nonetheless,

the evolutionary scenario I will present is consistent with the data and

addresses the key questions about the ancestral condition of the arthro-

pod segmentation mechanism.

WAY S O F MA K I N G S E GM EN T S

Making a segmented body involves defining a main body axis and genera-

ting a repeated pattern along that axis during ontogeny. The main

source of information about segmentation in arthropods is the fruit

fly Drosophila melanogaster. In Drosophila, the repeated pattern is genera-

ted by a progressive subdivision of the blastoderm – a thin layer of

tissue surrounding a yolky egg, which will ultimately give rise to the

embryo itself. This is possible in the Drosophila embryo because almost

the entire anterior-posterior extent of the blastoderm will give rise to

the segmented germ band (so-called ‘long germ’ embryos). In most
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arthropods, this is not the case, and the initial embryonic rudiment is

much shorter than the ultimate extent of the germ band. In embryos

with this kind of short rudiment (often referred to as ‘short germ’), an

additional step is required before a reiterated pattern can be generated,

namely axial elongation, in which the initial short rudiment is extended

to give the full length of the germ band. These three processes – axis

determination, axial elongation (in non-long-germ embryos) and gener-

ation of a repeated pattern – are central to the creation of segmented

body plan during embryogenesis. I will start by going through these

three and examining how they are manifested in diverse arthropod

embryos. In what follows, I will use the term ‘germ band’ to refer to

axially polarised tissue that has undergone a certain amount of differen-

tiation and arrangement to distinguish it from the initial undifferen-

tiated field of cells. The germ band includes both tissue that is overtly

segmented, and tissue that is still unsegmented but may have already

undergone some of the molecular processes that precede segmentation.

S E T T I N G U P AN AN T E R I O R– P O S T E R I O R A X I S

The anterior–posterior axis in the best-studied model, Drosophila melano-

gaster, is set up by maternal determinants deposited in the egg during

oogenesis. As with many Drosophila characters, it is difficult to extrap-

olate from this to other arthropods, because the existence of nurse

cells, which are responsible for the loading of these maternal determi-

nants, is not universal within arthropods. However, many of the genes

and gene products that are active in axis determination in Drosophila

can be found in other arthropods as well. First and foremost among

these is the homeobox-containing transcription factor Caudal.

Expression of caudal in the posterior of early embryos has been found

in all arthropods where it has been looked for (Peel et al. 2005, Olesnicky

et al. 2006), and indeed in other metazoans as well (Epstein et al. 1997,

Holland 2002, de Rosa et al. 2005, Shimizu et al. 2005). This posterior

expression pattern, together with functional studies in Drosophila,

suggests a role in determining the posterior pole. The widespread

appearance of posterior caudal in arthropods and in outgroups indicates

that it probably had a similar role in the arthropod common ancestor.

A second gene that may have a conserved ancestral role is nanos. In

Drosophila, it is expressed posteriorly, and represses translation of the

maternally deposited transcription factor hunchback (Irish et al. 1989).

Homologues of nanos can be found in most metazoans, indicating that

the gene itself existed in the arthropod ancestor. Most of what is
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known about its role is limited to insects. The translational repression of

hunchback is conserved in dipterans (Curtis et al. 1995), as well as in grass-

hoppers (Lall et al. 2003) and possibly in the jewel wasp Nasonia vitripennis

(Pultz et al. 2005). Nothing is known about nanos in other arthropods, but

in the very distantly related Cnidaria, it also has a posterior expression

pattern in the developing embryo (Torras et al. 2004, Torras and

González-Crespo 2005). Another homeobox-containing transcription

factor that is involved in axis formation in some insects is Orthodenticle.

In N. vitripennis, orthodenticle patterns both the anterior and the posterior

poles of the embryo (Lynch et al. 2006), whereas in the beetle Tribolium

castaneum it has a role in defining the anterior pole (Schröder 2003).

However, studies in non-insect arthropods do not support such a role

outside of the insects (Browne et al. 2006), so its involvement in axis

determination in an arthropod ancestor cannot be confirmed.

A X I A L E L O NG AT I ON

Drosophila melanogaster cannot provide any clues about the evolutionary

history of axial elongation mechanisms in arthropods, since as a long-

germ insect it already has the entire anterior–posterior extent of the

germ band present at very early developmental stages. Looking at

expression patterns and functional studies in other arthropods can

give some hints as to the ancestral players in this process.

I have already mentioned caudal as a key player in the determi-

nation of the posterior pole during axial specification in many arthro-

pods. In addition to this role, it also has a central role in axial

elongation. Experimental knock-down of caudal expression results in a

complete disruption of the segmentation process and a truncation of

the growth of the embryo posterior to the gnathal segments (Copf

et al. 2003, Shinmyo et al. 2005).

A similar phenotype to the caudal knock-down is seen when knock-

ing down even-skipped in Oncopeltus fasciatus (Liu and Kaufman 2005a). In

several insects even-skipped is expressed in a broad posterior domain

(reviewed in Liu and Kaufman 2005b). In the brine shrimp Artemia fran-

ciscana it is also expressed broadly in the posterior (Copf et al. 2003), and

in the centipede Strigamia maritima an even-skipped homologue, eve2, is

one of a group of genes expressed very early in the segmentation

process (A. Chipman and M. Akam, unpublished data). These results

suggest an early role and possible involvement in axial elongation for

even-skipped, a surprising suggestion, given that in Drosophila, even-

skipped is generally thought of as a gene that is involved in the
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segmentation cascade at a relatively late stage. However, looking outside

of arthropods, it has been suggested that even-skipped and caudal are

jointly involved in axial elongation even in the annelid Platynereis dumer-

ilii (de Rosa et al. 2005).

At the cellular level, there are two possible mechanisms of axial

elongation. Elongation can be done either through the activity of a

growth zone, in which cell proliferation contributes new tissue through-

out the elongation process as seen in many malacostracan crustaceans

(Scholtz et al. 1994, Wolff and Scholtz 2002), or through rearrangement

and recruitment of existing tissue to the elongating germ band as seen in

the centipede Strigamia maritima (Chipman et al. 2004a). These two possi-

bilities represent two extremes of a continuum, and in most cases, axial

elongation is probably achieved through an intermediate process incor-

porating contributions by both mechanisms. It should be pointed out

that the details of axial elongation in most arthropods are very poorly

known, and have not been studied extensively (Liu and Kaufman

2005b). Keller (2006) discusses, in a much wider phylogenetic scope,

the many different types of cellular mechanisms that are involved in

elongation processes in development. Although he does not give much

information about arthropods, he provides possible clues to the types

of processes we could look for in axial elongation. What seems clear is

that in probably all cases, the elongation zone is subterminal, that is,

there is a terminal zone, which remains constant and does not partici-

pate in the elongation process.

G E N E R AT I N G A R E P E AT ED PAT T E RN

Once again, the mechanism for generating a repeated pattern in Droso-

phila melanogaster cannot give us information about other arthropods,

since in higher Diptera – unusually – all segments are formed almost

simultaneously through a stepwise subdivision of the germ band. Gene-

rating a repeated pattern in an elongating embryo, as ismore common in

arthropods, can be accomplished in two ways, dependent in part on the

mode of axial elongation. One possibility is that one end of the rudiment

is made of a population of cells that is constantly proliferating. As new

cells are formed, each is given an identity – based on the timing of its

birth – that corresponds to a specific role or position within the

forming segment, and thus a reiterated pattern is created simul-

taneously with the generation of new tissue. The alternative possibility

is that tissue addition is independent of generating a repeated pattern,

and the pattern is generated through a periodic input acting on
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unsegmented tissue that has already been recruited to the germ band.

The first alternative is only possible in embryos where the process of

elongation is tied to the generation of new cells, as seen in the

extreme case of malacostracan crustaceans. Since this type of elongation

is probably a malacostracan apomorphy (Scholtz et al. 1994, Scholtz

1998), the ancestral arthropod pattern is more likely to be one of pattern-

ing an undifferentiated population of cells through a periodic signal.

The models that best predict the appearance of a periodic pattern

in an undifferentiated field of cells are models including a cellular oscil-

lator or clock, in which cells oscillate between a series of cell states with

a fixed periodicity. The cell states can be thought of as specific expression

levels of a set of genes or their products. The first formulation of such a

model was the clock and wavefront model (Cooke and Zeeman 1976), in

which all the cells of the pre-segmented tissue oscillate with a linked

phase (i.e. they are all simultaneously at the same phase of the cycle)

at a relatively high frequency. A slow moving wave of cell states, or

expression of a different set of genes and gene products, passes over

the oscillating tissue in an anterior–posterior direction, with the front

of the wave including a rapid change of cell state (i.e. a steep gradient

of expression). Each cell in the pre-segmented tissue gets fixed in a

specific state, depending on when it meets the wavefront. More recent

models are based on a cell-autonomous oscillator, in which cells

emerge from a growth zone or progress zone and continue oscillating

between states. In this model the cells are not locked in the same

phase, but each cell communicates with cells anterior and posterior to

it, creating a travelling wave of oscillating states that moves in an

anterior direction. These oscillations slow and eventually stop in a

specific state based on the time since they emerged from the growth

zone (Jaeger and Goodwin 2001).

The existence of a somitogenesis clock in vertebrates has been

demonstrated by a number of workers on different vertebrate systems

(Palmeirim et al. 1997, Pourquié 2003, Dubrulle and Pourquié 2004, Giu-

dicelli and Lewis 2004), and vertebrate segmentation seems to conform

to the aforementioned theoretical models (Aulehla and Herrmann

2004). The main components of the vertebrate clock are genes in the

Notch signalling pathway that are expressed in a cycling fashion

through a negative feedback loop (Collier et al. 1996, Rida et al. 2004).

The discovery that Notch and its ligand Delta are involved in seg-

mentation in the spider Cupiennius salei (Stollewerk et al. 2003) set off a

flurry of interest in the similarities between vertebrate somitogenesis

and arthropod segmentation. Involvement of Notch pathway genes in
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segmentation has since been found in centipedes (Chipman et al. 2004b;

A. Chipman and M. Akam, unpublished data) and in the cockroach Peri-

planeta americana ( J.-P. Couso, unpublished data). Although several

attempts have been made to find similar genes in other insects, there

have been no additional conclusive data. In the case of the centipede Stri-

gamia maritima the Notch-ligand gene Delta and the Notch target odd-

skipped are expressed in what looks like an oscillating pattern of travel-

ling waves (Chipman et al. 2004b; A. Chipman and M. Akam, unpub-

lished data), as would be expected if the segmentation clock models

were true for centipede development. There is no current evidence to

indicate the existence of a gradient or wavefront that would interact

with an oscillator in arthropod segmentation, nor a clear indication as

to its identity. Jaeger and Goodwin’s (2001) cellular oscillator model

does not require a specific gradient, and in the case of S. maritima it

may be sufficient for the oscillating signal to become fixed when it

reaches the germ band after travelling through the undifferentiated pos-

terior zone. However, if we were to speculate about such a gradient, a

possible candidate would be caudal, which is present in a graded

pattern at the correct place and time. Circumstantial support for this

hypothesis is provided by the fact that caudal is expressed in periodic

stripes at exactly the point where the oscillating pattern of S. maritima

is fixed (Chipman et al. 2004b), possibly through some feedback from

the oscillator.

T R AN S L AT I N G A R E P E AT ED PAT T E RN I N T O S E GM EN T S

The segmented germ band is a highly conserved stage in arthropod

development, and has even been called the arthropod ‘phylotypic

stage’ (Raff 1996, Galis et al. 2002). This conservation of a morphological

stage is also represented at the molecular level (Peel et al. 2005), and

unlike earlier stages in the process, information from Drosophila segmen-

tation is applicable to other arthropods as well. The involvement of a

series of segment polarity genes, namely engrailed, hedgehog, wingless

and others in generation of segmental boundaries (von Dassow et al.

2000, Larsen et al. 2003), is conserved in all arthropods where it has

been studied (Peel et al. 2005). Indeed, engrailed is so ubiquitously con-

served that it is the standard marker for segmental boundaries in

almost all studies of arthropod segmentation. Directly upstream of the

segment polarity genes are a group of genes that in Drosophila are

referred to as pair-rule genes. This group includes even-skipped, odd-

skipped, hairy, runt and several others. In Drosophila, they are initially
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expressed in a two-segment periodicity, which is then split to give the

single segment periodicity of the segmented germ band. Homologues

of pair-rule genes have also been found wherever they have been

looked for within the arthropods (Peel et al. 2005, Choe et al. 2006).

However, their expression in a two-segment periodicity is not universal.

In most insects, at least some of these genes are involved in generating a

two-segment repeat. In non-insect arthropods, with the exception of the

geophilomorph centipede S. maritima, they are expressed segmentally

(Peel et al. 2005). The highly conserved involvement of pair-rule gene

homologues in the final stages of arthropod segmentation suggests

they may represent the primary output of the oscillator. Furthermore,

in many arthropods there is a functional division within the pair-rule

genes between primary and secondary genes (Coulter and Wieschaus

1988, Damen et al. 2005, Choe and Brown 2007), in which the primary

pair-rule genes are upstream of the secondary ones, and hence possibly

the immediate output of the oscillator. The exact members of each of

these subgroups vary from species to species. It may be that such a func-

tional division existed in the common ancestor of arthropods, but that

individual genes have moved between primary and secondary roles

with relative ease throughout evolution (Choe and Brown 2007).

WHAT A B OU T GA P G E N E S ?

Readers who are familiar with Drosophila segmentation will have noticed

the conspicuous absence of gap genes in my discussion up to this point.

In the conceptual sequence of events leading to a segmented body plan,

such as I have outlined in this chapter, the gap gene phase, which forms

the crucial early pattern in Drosophila segmentation, is not necessary.

However, gap gene homologues have been found in insects other than

Drosophila and they are claimed to have a role in the generation of the

segmented body plan (Peel et al. 2005). The changing role of gap genes

in different insects has been discussed in Peel et al. (2005), and I will

not repeat that discussion here. Suffice it to say that the evidence

suggests that the gap genes in sequentially segmenting insects are not

involved in segment generation per se, but rather in generating segmen-

tal identity. The only data on gap gene homologues outside of insects

come from the centipede S. maritima, and for hunchback only, from the

brine shrimp Artemia franciscana. In the centipede, two of the gap

genes, Krüppel and hunchback, are suggested to have a role in neural pre-

cursor identity, long after the segments have formed (Chipman and

Stollewerk 2006) – a role that is conserved in Drosophila as well (Isshiki
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et al. 2001). Both of these genes, as well as knirps and giant, have no

relevant expression during segmentation stages (A. Chipman and

M. Akam, unpublished results). In the brine shrimp, hunchback is

expressed in already segmented mesoderm (as is also seen transiently

in the centipede) but has no gap-like pattern, or obvious role in the seg-

mentation process (Kontarakis et al. 2006). With this rather sketchy evi-

dence, it is difficult to draw firm conclusions about the ancestral role of

gap genes. I would suggest, however, that whatever this role was, gap

genes were not significant players in the sequential segmentation

process itself, although gap genes could have had a role in patterning

the anterior part of the embryo, including the head segments.

R E CON S T R U C T I N G TH E AN C E S T O R

Having pointed out the conserved aspects in each of the stages of the seg-

mentation process in arthropods, I now move on to reconstructing a

series of hypothetical segmentation events that may be similar to the

process in the common ancestor of all arthropods (Figure 18.1).

Virtually nothing is known about what embryos of early arthro-

pods looked like, and the fossil record has been silent on this question

to date. Many aspects of the earliest phases of the segmentation

process are dependent on the size, shape and yolk content of the egg

and on the extent of the embryonic rudiment relative to the egg.

Leaving these considerations aside, for lack of information, I will stay

with the most simplistic generalities based on what we do know.

Initially, the embryo would include a uniform, unpatterned field

of cells. One end of the field would have to be slightly different, either

through an inherent asymmetry in the egg, or because of the point of

sperm entry, or by random gravitational orientation. This end would

form one of the poles of the anterior–posterior axis. The posterior pole

would be defined by the expression of caudal and possibly nanos, as is

probably the case in all extant arthropods. The target of one or both of

these genes might be hunchback, which may have been initially distribu-

ted uniformly.

Once the anterior–posterior axis had been set up, a germ band

would form along this axis. At the time of the beginning of axial

elongation, it is likely that a head or head rudiment would already be

in existence, but as mentioned at the beginning of the chapter, I will

not discuss how this could have been accomplished. Tissue would be

recruited to the posterior of the embryo by cell rearrangements with

cells moving from a pool of undifferentiated tissue, which would be
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Figure 18.1 A schematic representation of the three main stages in the

segmentation process of the hypothetical arthropod common ancestor.

Cells are represented as ovals with a dot. Undifferentiated cells are drawn

as larger than germ-band cells, but this is only for illustrative purposes

and is not meant to imply that such a difference existed. Shades of grey

represent gene expression levels. Captions referring to cellular events or

domains are in bold while captions referring to molecular events are in

italics. A, A gradient of nanos and/or caudal with a higher concentration at

the posterior defines the posterior pole in an undifferentiated field of

sparsely packed cells. B, The germ band has formed in the anterior (left)

side of the embryo, and cells from the undifferentiated field are recruited

for its elongation. Cell divisions are scattered throughout the undifferen-

tiated area. Expression of caudal and/or even-skipped in the posterior is

involved in the elongation of the germ band. C, Oscillating expression of

Notch pathway genes and their downstream targets moves through the

undifferentiated field, with the progress of the wave slowing as it moves

towards the germ band, and eventually becoming fixed in the germ band.
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replenished by unordered cell proliferation. The movement of cells and

their addition to the growing germ band would be orchestrated by the

activity of Caudal and Even-skipped. Exactly how these two would inter-

act and what their targets would be remains unclear. It is possible that

one or both of these would maintain posterior cells in an undifferen-

tiated state, and as cells moved out of the control of these genes they

would gain germ-band properties.

As the germ band is extending a series of genes would start

expression in an oscillating pattern that overlays the process of germ-

band extension. The primary oscillation would probably be through a

Notch-Delta mediated negative feedback loop, with several other genes

and gene-products oscillating with these two at different phases. These

additional genes could either be direct components of the clock or

immediate targets of some component of the clock. It is likely that the

focus of the oscillating pattern would be in the very posterior of the

embryo, which does not participate in the elongation process. The

cycling expression patterns would move as a wave through the undiffer-

entiated tissue, slowing as they entered the germ band and becoming

fixed at different phases in different cells. The different phases of the

cycle would be manifested by different combinations of pair-rule gene

homologues – some activated directly by the main components of the

Notch pathway and others secondarily by the earlier group of pair-rule

homologues. The question of whether each cycle of the Notch-Delta

oscillator and the downstream pair-rule homologues would represent

one or two segments in the segmented germ band cannot be answered

conclusively, since examples of both are found in different arthropod

classes. I tend towards a single-segment periodicity as the output of

the initial cycler, since a two-segment periodicity seems to be a

derived feature, appearing convergently in specialised groups (the holo-

metabolous insects and geophilomorph centipedes).

The combinations of pair-rule homologues would be read by

segment polarity genes, such as engrailed and wingless, the products of

which would activate the cellular components involved in morphologi-

cal differentiation of the segments and the establishment of segmental

boundaries.

Although the process has been described as including a series of

discrete and separable steps, in reality all these steps are linked and dif-

ficult to tease apart. This is true both in the hypothetical ancestor and in

real extant arthropods. Axis specification is closely tied to axial

elongation (as is evident by the involvement of caudal in both processes).

Axial elongation is closely linked to the generation of a repeated pattern.
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Translating a repeated pattern into segments is a gradual process and

not a series of leaps from stage to stage. Nonetheless, these are concep-

tually different process, and could probably vary independently

throughout evolution.

It may be true that my description of the hypothetical arthropod

ancestor reflects my own personal biases. The process presented above

bears striking similarities to the segmentation process in the geophilo-

morph centipede Strigamia maritima. My favourite animal has much to

recommend it, and was chosen as a research organism for unrelated

reasons (Arthur and Chipman 2005). However, it turns out to have

many features that make it useful for speculations about ancestry. The

simplicity of its overall morphology – a large number of homonomous

trunk segments, which are all generated during embryogenesis –

makes it possible to draw generalities from the specifics of S. maritima

development. Still, the general reconstruction I have presented is

based on a wide comparison, and not just from my own work on centi-

pede development. No feature of S. maritima development can be

assumed (or has been assumed) to be ancestral, without corroborating

comparisons with distantly related arthropods.

C ON C L U S I O N S

The ancestral reconstruction I have presented above might seem just an

entertaining exercise in scenario building. However, it is more than that.

First, by setting out the available data and building upon them, it clari-

fies exactly where there are gaps in our knowledge and points out inter-

esting and potentially useful avenues of research. Second, it provides a

testable hypothesis about what features in the arthropod segmentation

process can be deemed as generalities. As the evo-devo community

expands and we learn more about the development of different arthro-

pod taxa, this scenario will be corrected and refined to give a more

reliable picture of how the distant ancestors of the arthropods made

segments.

A C KN OWL E DG EM EN T S

This chapter has benefited from discussions over the past few years with

many people working on arthropod segmentation. I would like to thank

Nipam Patel, Diethard Tautz, Ernst Wimmer, Giuseppe Fusco, Graham

Budd, Nick Monk, Juan-Pablo Couso and Nigel Hughes for sharing

ideas and preliminary data. I am indebted to the members of the

Museum Molecular Lab at the University Museum of Zoology,

Arthropod Segmentation 355



Cambridge, UK, for creating a stimulating research environment and for

challenging every piece of data or idea I have presented there. Specifi-

cally I would like to thank the laboratory head, Michael Akam, and

my former colleagues, Johannes (Yogi) Jaeger, Andrew Peel and Joakim

Eriksson. Wallace Arthur has been a collaborator on all the Strigamia

work and always open to discussion and exchange of ideas. Andrew

Peel and Johannes Jaeger commented on an earlier version of the manu-

script. My work was funded by a grant from the BBSRC.

R E F E R E N C E S

Arthur, W. & Chipman, A. D. 2005. The centipede Strigamia maritima: what it can
tell us about the development and evolution of segmentation. BioEssays 27,
653–660.

Aulehla, A. & Herrmann, B. G. 2004. Segmentation in vertebrates: clock and gra-
dient finally joined. Genes & Development 18, 2060–2067.

Browne, W. E., Schmid, B. G. M., Wimmer, E. A. & Martindale, M. Q. 2006.
Expression of otd orthologs in the amphipod crustacean, Parhyale hawaiensis.
Development Genes & Evolution 216, 581–595.

Chipman, A. D., Arthur, W. & Akam, M. 2004a. Early development and segment
formation in the centipede Strigamia maritima (Geophilomorpha). Evolution
& Development 6, 78–89.

Chipman, A. D., Arthur, W. & Akam, M. 2004b. A double segment periodicity
underlies segment generation in centipede development. Current Biology 14,
1250–1255.

Chipman, A. D. & Stollewerk, A. 2006. Specification of neural precursor identity in
the geophilomorph centipede Strigamia maritima. Developmental Biology 290,
337–350.

Choe, C. P. & Brown, S. J. 2007. Evolutionary flexibility of pair-rule patterning
revealed by functional analysis of secondary pair-rule genes, paired and
sloppy-paired in the short-germ insect, Tribolium castaneum. Developmental
Biology 302, 281–294.

Choe, C. P., Miller, S. C. & Brown, S. J. 2006. A pair-rule gene circuit defines seg-
ments sequentially in the short-germ insect Tribolium castaneum. Proceedings
of the National Academy of Sciences of the USA 103, 6560–6564.

Collier, J. R., Monk, N. A. M., Maini, P. K. & Lewis, J. H. 1996. Pattern formation by
lateral inhibition with feedback: a mathematical model of Delta-Notch inter-
cellular signalling. Journal of Theoretical Biology 183, 429–446.

Cooke, J. & Zeeman, E. C. 1976. Clock and wavefront model for control of number
of repeated structures during animal morphogenesis. Journal of Theoretical
Biology 58, 455–476.

Copf, T., Rabet, N., Celniker, S. E. & Averof, M. 2003. Posterior patterning genes
and the identification of a unique body region in the brine shrimp Artemia
franciscana. Development 130, 5915–5927.

Coulter, D. E. & Wieschaus, E. 1988. Gene activities and segmental patterning in
Drosophila: analysis of odd-skipped and pair-rule double mutants. Genes & Devel-
opment 2, 1812–1823.

Curtis, D., Apfeld, J. & Lehmann, R. 1995. nanos is an evolutionarily conserved
organizer of anterior–posterior polarity. Development 121, 1899–1910.

Damen, W. G., Janssen, R. & Prpic, N. M. 2005. Pair rule gene orthologs in spider
segmentation. Evolution & Development 7, 618–628.

356 Ariel D. Chipman



de Rosa, R., Prud’homme, B. & Balavoine, G. 2005. caudal and even-skipped in the
annelid Platynereis dumerilii and the ancestry of posterior growth. Evolution &
Development 7, 574–587.

Dubrulle, J. & Pourquié, O. 2004. Coupling segmentation to axis formation. Devel-
opment 131, 5783–5793.

Dunlop, J. A. & Arango, C. P. 2005. Pycnogonid affinities: a review. Journal of Zool-
ogical Systematics and Evolutionary Research 43, 8–21.

Epstein, M., Pillemer, G., Yelin, R., Yisraeli, J. K. & Fainsod, A. 1997. Patterning of
the embryo along the anterior–posterior axis: the role of the caudal genes.
Development 124, 3805–3814.

Fusco, G. 2005. Trunk segment numbers and sequential segmentation in myria-
pods. Evolution & Development 7, 608–617.

Galis, F., van Dooren, T. J. M. & Metz, J. A. 2002. Conservation of the segmented
germband stage: robustness or pleiotropy? Trends in Genetics 18, 504–509.

Giudicelli, F. & Lewis, J. 2004. The vertebrate segmentation clock. Current Opinion
in Genetics and Development 14, 407–414.

Holland, L. Z. 2002. Heads or tails? Amphioxus and the evolution of anterior–
posterior patterning in deuterostomes. Developmental Biology 241, 209–228.

Irish, V., Lehmann, R. & Akam,M. 1989. The Drosophila posterior-group gene nanos
functions by repressing hunchback activity. Nature 338, 646–648.

Isshiki, T., Pearson, B., Holbrook, S. & Doe, C. Q. 2001. Drosophila neuroblasts
sequentially express transcription factors which specify the temporal iden-
tity of their neuronal progeny. Cell 106, 511–521.

Jaeger, J. & Goodwin, B. C. 2001. A cellular oscillator model for periodic pattern
formation. Journal of Theoretical Biology 213, 171–181.

Janssen, R., Prpic, N. M. & Damen, W. G. M. 2004. Gene expression suggests
decoupled dorsal and ventral segmentation in the millipede Glomeris margin-
ata (Myriapoda: Diplopoda). Developmental Biology 268, 89–104.

Keller, R. 2006. Mechanisms of elongation in embryogenesis. Development 133,
2291–2302.

Kontarakis, Z., Copf, T. & Averof, M. 2006. Expression of hunchback during trunk
segmentation in the branchiopod crustacean Artemia franciscana. Development
Genes & Evolution 216, 89–93.

Lall, S., Ludwig, M. Z. & Patel, N. H. 2003. Nanos plays a conserved role in axial
patterning outside of the diptera. Current Biology 13, 224–229.

Larsen, C. W., Hirst, E., Alexandre, C. & Vincent, J.-P. 2003. Segment boundary
formation in Drosophila embryos. Development 130, 5625–5635.

Liu, P. Z. & Kaufman, T. C. 2005a. even-skipped is not a pair-rule gene but has seg-
mental and gap-like functions in Oncopeltus fasciatus, an intermediate germ-
band insect. Development 132, 2081–2092.

Liu, P. Z. & Kaufman, T. C. 2005b. Short and long germ segmentation: unanswered
questions in the evolution of a developmental mode. Evolution & Development
7, 629–646.

Lynch, J. A., Brent, A. E., Leaf, D. S., Pultz, M. A. & Desplan, C. 2006. Localized
maternal orthodenticle patterns anterior and posterior in the long germ
wasp Nasonia. Nature 439, 728–732.

Olesnicky, E. C., Brent, A. E., Tonnes, L. et al. 2006. A caudal mRNA gradient con-
trols posterior development in the wasp Nasonia. Development 133, 3973–3982.

Palmeirim, I., Henrique, D., Ish-Horowicz, D. & Pourquié, O. 1997. Avian hairy
gene expression identifies a molecular clock linked to vertebrate segmenta-
tion and somitogenesis. Cell 91, 639–648.

Peel, A. D., Chipman, A. D. & Akam, M. 2005. Arthropod segmentation: Beyond
the Drosophila paradigm. Nature Reviews Genetics 6, 905–916.

Arthropod Segmentation 357



Pourquié, O. 2003. The segmentation clock: converting embryonic time into
spatial pattern. Science 301, 328–330.

Pultz, M. A., Westendorf, L., Gale, S. D., et al. 2005. A major role for zygotic hunch-
back in patterning the Nasonia embryo. Development 132, 3705–3715.

Raff, R. A. 1996. The Shape of Life. Chicago: The University of Chicago Press.
Rida, P. C., Le Minh, N. & Jiang, Y. J. 2004. A Notch feeling of somite segmentation

and beyond. Developmental Biology 265, 2–22.
Scholtz, G. 1998. Cleavage, germ band formation and head segmentation: the

ground pattern of the Euarthropoda. In R. A. Fortey & R. A. Thomas (eds.)
Arthropod Relationships. London: Chapman & Hall, pp. 317–332.

Scholtz, G., Patel, N. H. & Dohle,W. 1994. Serially homologous engrailed stripes are
generated via different cell lineages in the germ band of amphipod crus-
taceans (Malacostraca, Peracarida). International Journal of Developmental
Biology 38, 471–478.

Schröder, R. 2003. The genes orthodenticle and hunchback substitute for bicoid in the
beetle Tribolium. Nature 422, 621–625.

Shimizu, T., Bae, Y. K., Muraoka, O. & Hibi, M. 2005. Interaction ofWnt and caudal-
related genes in zebrafish posterior body formation. Developmental Biology 279,
125–141.

Shinmyo, Y., Mito, T., Matsushita, T. et al. 2005. caudal is required for gnathal and
thoracic patterning and for posterior elongation in the intermediate-germ-
band cricket Gryllus bimaculatus. Mechanisms of Development 122, 231–239.

Stollewerk, A., Schoppmeier, M. & Damen, W. G. M. 2003. Involvement of Notch
and Delta genes in spider segmentation. Nature 423, 863–865.

Torras, R. & González-Crespo, S. 2005. Posterior expression of nanos orthologs
during embryonic and larval development of the anthozoan Nematostella
vectensis. International Journal of Developmental Biology 49, 895–899.

Torras, R., Yanze, N., Schmid, V. & Gonzalez-Crespo, S. 2004. nanos expression at
the embryonic posterior pole and the medusa phase in the hydrozoan Podo-
coryne carnea. Evolution & Development 6, 362–371.

von Dassow, G., Meir, E., Munro, E. M. & Odell, G. M. 2000. The segment polarity
network is a robust developmental module. Nature 406, 188–192.

Wolff, C. & Scholtz, G. 2002. Cell lineage, axis formation, and the origin of germ
layers in the amphipod crustacean Orchestia cavimana. Developmental Biology
250, 44–58.

Zrzavy, J., Hypsa, V. & Vlásková, M. 1998. Arthropod phylogeny: taxonomic con-
gruence, total evidence and conditional combination approaches to morpho-
logical andmolecular data sets. In R. A. Fortey & R. H. Thomas (eds.) Arthropod
Relationships. London. Chapman & Hall, pp. 97–107.

358 Ariel D. Chipman



19

Evolution of neurogenesis in arthropods
ANGE L I K A S T O L L EWE R K

Several alternative hypotheses have been suggested that support

various phylogenetic groupings of the individual euarthropod taxa, the

chelicerates, myriapods, crustaceans and insects. The Tetraconata

hypothesis suggests a sister-group relationship of insects and crus-

taceans in contrast to the traditional monophyletic grouping of myria-

pods and insects, the Tracheata or Atelocerata (see references in

Stollewerk and Chipman 2006). The Mandibulata hypothesis suggests a

clade consisting of insects, crustaceans and myriapods (see references

in Harzsch et al. 2005). However, the relationships within this clade

are being debated since this hypothesis excludes neither the Pancrustacea

nor the Tracheata concept. The latest hypothesis suggests a sister-group

relationship of chelicerates and myriapods. Although this theory

was initially based on molecular phylogenetic analysis (Friedrich and

Tautz 1995, Hwang et al. 2001, Kusche and Burmester 2001, Nardi et al.

2003,Mallatt et al. 2004, Pisani et al. 2004), recentmorphological andmol-

ecular data on neurogenesis in these groups potentially support a close

relationship (Stollewerk et al. 2001, 2003, Dove and Stollewerk 2003,

Kadner and Stollewerk 2004, Stollewerk and Simpson 2005, Chipman

and Stollewerk 2006, Stollewerk and Chipman 2006). On top of the

various ideas on the relationships within the euarthropods, none of

the groups except the insects is generally accepted as monophyletic.

New insights into the evolutionary relationships between the

different taxa have been gained by comparing morphological features

and expression patterns of genes involved in developmental processes.

Besides the analyses of the expression domains of segmentation genes

and Hox genes (see references in Stollewerk et al. 2001), morphological

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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comparison of neurogenesis in insects and crustaceans has confirmed

the molecular evidence of a sister-group relationship between these

two groups (see references in Schachtner et al. 2005, Harzsch 2006,

Strausfeld et al. 2006a,b). Furthermore, neurogenesis in myriapods is

more similar to chelicerates than to insects and thus the data support

a Myriochelata clade and contradict the Tracheata hypothesis (Dove

and Stollewerk 2003, Kadner and Stollewerk 2004, Chipman and Stolle-

werk 2006, Pioro and Stollewerk 2006, Stollewerk and Chipman 2006).

However, without knowing the ancestral state of neurogenesis (and

any other developmental process for that matter) a correct interpret-

ation of the molecular and morphological data is not possible. Since

analysis of outgroups to the euarthropods has turned out to be difficult

and time-consuming because of the microscopic size (tardigrades) or

almost year-long embryogenesis (onychophorans), a thorough analysis

of many representatives of each arthropod group can be used as an

alternative method of reconstructing the ancestral pattern of develop-

mental processes. It can be assumed that characters conserved in all

arthropod groups are ancestral and thus were present in the last

common ancestor. Characters that can only be found in subsets of

arthropod groups can consecutively be analysed in outgroups to the

arthropods to see if they are synapomorphies or rather reflect the ances-

tral pattern. With this approach, studies in difficult outgroups can be

kept to a minimum since we have to focus only on specific questions

using already established methods.

Neurogenesis is a perfect system to study since the complexity of

this developmental process provides a pool of various characters that

have to correspond in detail to be judged as homologous, reducing the

risk of assessing superficial similarities as homologies. Here I re-evaluate

published data on early neurogenesis in all arthropod groups to uncover

ancestral and possibly derived homologies and speculate on the

sequence of evolutionary changes that might have led to the different

modes of neurogenesis in arthropods.

N E U RA L P R E C U R S O R F O RMAT I O N : TH E MOR PHO LO G I C A L

P RO C E S S E S

Individual stem-cell-like neuroblasts are formed in

the ventral neuroectoderm of insects and crustaceans

Our detailed knowledge of the generation of neurons in insects is mainly

based on studies of neurogenesis in Drosophila melanogaster and Locusta
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migratoria (Bate 1976, Bate and Grunewald 1981, Hartenstein and

Campos-Ortega 1984). Individual stem cells – so-called neuroblasts –

delaminate from a single-layered neuroectoderm to the interior of the

embryo in five subsequent waves (Figure 19.1A, top). In this basal

(interior) position, they divide asymmetrically to self-renew and to

produce smaller ganglion mother cells that divide once to give rise

to two neural cells (i.e. neurons or glia; Figure 19.1A). About 500

neuroblasts are generated in the ventral neuroectoderm forming a

highly stereotyped temporal and spatial pattern (Hartenstein and

Figure 19.1 Comparison of the different modes of neurogenesis in the four

euarthropod groups. Neuroectodermal cells are represented in light grey,

neural precursors in multi-shaded grey, epidermal cells in middle grey. A,

In insects, single neuroblasts (NBs) are recruited from the ventral neu-

roectoderm. Within minutes after their specification, the neuroblasts

delaminate from the neuroectoderm into the interior of the embryo and

divide to give rise to ganglion mother cells (GMC). Those cells that remain

apical after five waves of neuroblast formation will give rise to epidermo-

blasts (middle grey) and divide in the plane of the neuroectoderm. B, In

crustaceans, neuroblasts do not delaminate. After rotation of the mitotic

spindle, the neuroblasts bud off ganglion mother cells into the interior of

the embryo. Crustacean neuroblasts can switch from producing ganglion

mother cells to generating epidermal cells (dark grey). C, In chelicerates

the central region of the neuroectoderm gives rise exclusively to neural

cells. Groups of mainly postmitotic neural precursors form an invagination

site that persists in the neuroectoderm for several days. After formation

of all invagination sites the groups eventually detach from the apical layer.

D, A similar mode of neurogenesis is seen in myriapods, although in

contrast to chelicerates single mitotic cells (dark grey) and groups of

mitotic cells (not shown) are associated with forming invagination sites.
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Campos-Ortega 1984, Goodman andDoe 1993). The cells remaining in the

apical cell layer give rise to epidermal cells. The decision between

epidermal and neural fate depends on direct cell–cell interactions of

the ventral neuroectodermal cells (see below). Thismode of neurogenesis

seems to be representative for insects since consecutive studies on the

flour beetle Tribolium castaneum and the silverfish Ctenolepisma longicau-

data have confirmed the presence of stem-cell-like cells in the neuroecto-

derm which are arranged in a pattern similar to Drosophila melanogaster

and Locusta migratoria (Truman and Ball 1998, Wheeler et al. 2003).

Neuroblasts have also been described in higher crustaceans

(Malacostraca) and in two Branchiopoda, but their origin and position

in the developing neuromeres is different from that of insects (see

references in Whitington 2004, Stollewerk and Simpson 2005). In

malacostracan crustaceans, amphipods excepted, neuroblasts arise

from stereotyped divisions of ectoteloblasts. These are stem-cell-like

cells that are located in the posterior region of the germ band anterior

to the proctodeum. The asymmetric divisions of ectoteloblasts produce

transverse rows of stereotyped individually identifiable cells that

form the grid-like pattern of the postnaupliar germ band. These cells

lack the typical morphology of neuroectodermal cells. They divide

several times until the first neuroblasts can be identified by their

typical mode of mitotic division. In contrast to insects, crustacean neu-

roblasts do not delaminate from the outer cell layer into the embryo

but remain apical and divide perpendicular to the surface so that

the daughter cells are pushed into the embryo (Figure 19.1B, top).

After several rounds of division a dorso-ventral column of ganglion

mother cells is visible (Dohle and Scholtz 1988; Figure 19.1B, bottom).

Similar to insects, the ganglion mother cells divide once to give rise to

two neural cells. In contrast to insects, crustacean neuroblasts can

switch from the production of ganglion mother cells to the generation

of epidermal cells (Figure 19.1B, middle). Interestingly, despite these

differences the neuroblast pattern is similar in crustaceans and

insects. In both groups, 25 to 30 neuroblasts are arranged in seven

rows in each hemisegment (Dohle and Scholtz 1988, Scholtz 1992,

Ungerer 2006).

Groups of neural precursors are recruited from the ventral

neuroectoderm of chelicerates and myriapods

In a few classical accounts, neuroblasts have been described in three

chelicerate species, but it is possible that the data were partly
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misinterpreted because of technical limitations at the time (Yoshi-

kura 1955, Mathew 1956, Winter 1980). Apart from these studies,

the literature suggests that neurogenesis occurs by a generalised

inward proliferation of neuroectodermal cells to produce paired seg-

mental thickenings both in chelicerates and myriapods (Anderson

1973). In some arachnids, the amblypygids and araneids, each neuro-

mere is supposed to be formed by a number of invaginations (Wey-

goldt 1985). Groups of cells divide and form small clusters that

invaginate. Recent analysis of neurogenesis in three chelicerates

(spiders: Cupiennius salei, Pholcus phalangioides; Xiphosura: Limulus poly-

phemus) and four myriapods (diplopods: Glomeris marginata, Archispir-

ostreptus sp.; chilopods: Lithobius forficatus, Strigamia maritima) showed

that neural precursor formation is indeed significantly different

from that of insects and crustaceans (Stollewerk et al. 2001, 2003,

Dove and Stollewerk 2003, Kadner and Stollewerk 2004, Chipman

and Stollewerk 2006, Pioro and Stollewerk 2006, Stollewerk and

Chipman 2006). (Note the term ‘neural precursor’ refers to cells

that are committed to the neural fate but have not yet developed

into neurons and glial cells.) In the ventral neuroectoderm of cheli-

cerates and myriapods, groups of precursors are specified for the

neural fate (Figure 19.1C, D; Figure 19.2). The precursor groups

form invagination sites at stereotyped positions which persist in

the neuroectoderm for several days (Figure 19.1C, D, middle). After

invagination, most of the neural precursors do not divide but

directly differentiate into neurons and glia.

Figure 19.2 Comparison of the expression pattern of invaginating neural

precursor groups in single hemisegments of three arthropod species.

Confocal micrographs of embryos stained with phalloidin-rhodamine.

Anterior is towards the top, the midline towards the left. The arrangement

of invagination sites is similar in the chilopod Lithobius forficatus (A) the

spider Cupiennius salei (B) and the diplopod Glomeris marginata (C). The

arrows point to two lateral invagination sites that are located at similar

positions in all three species.
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Differences in the timing of neural precursor formation in

individual chelicerate and myriapod species

Although neurogenesis follows the same general pattern in chelicerates

and myriapods, differences in the timing of formation of invagination

sites were observed that might coincide with distinct modes of embryo-

genesis in the individual species. In the spider Cupiennius salei the same

numbers of invaginating cell groups arise simultaneously in the proso-

mal segments. Neural precursor groups are formed in four waves gener-

ating 5 to 13 invagination sites each. In the opisthosoma, invagination

sites are formed in an anterior to posterior gradient, since new opistho-

somal segments are generated by the posterior growth zone during the

course of neurogenesis. In a similar way, in the diplopod Glomeris margin-

ata, the same number of invaginating cell groups arises simultaneously

in the five head segments and the first three leg segments, while the

invagination sites are formed in an anterior to posterior gradient in

the remaining leg segments. Similar to the spider, four waves of

neural precursor group formation have been described. In the chilopod

Lithobius forficatus and the diplopod Archispirostreptus sp., neurogenesis is

less synchronised in the trunk segments as compared with Glomeris mar-

ginata. The formation of neural precursors seems to occur consecutively

in each trunk segment in Archispirostreptus sp., while no more than two

trunk segments show the same pattern of invagination sites in Lithobius

forficatus. Although embryogenesis takes about the same time in these

myriapods and the spider, neurogenesis lasts only two days in Lithobius

forficatus and Archispirostreptus sp., while in the spider and Glomeris mar-

ginata this process takes five days to complete. The different timing of

neural precursor formation might therefore be an adaptation to the

acceleration of neurogenesis in these species. A distinct pattern of neu-

rogenesis is also seen in the geophilomorph centipede Strigamia mari-

tima. In contrast to Lithobius forficatus and Glomeris marginata, Strigamia

maritima undergoes epimorphic development. Myriapods showing this

kind of development generate all segments during embryogenesis,

whereas in Lithobius forficatus and Glomeris marginata further segments

are added during posthatching larval stages. In Strigamia maritima,

about 50 segments are generated during embryogenesis and differen-

tiate in quick succession. Expression studies and morphological analyses

showed that each trunk segment exhibits a different differentiation

state along the anterior–posterior axis during neurogenesis. In contrast

to the other myriapods and the spider, neural precursor groups arise

one-by-one in each hemisegment, rather than in several waves. This
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distinct mode of neural precursor formation might be an adaptation to

the independent initiation of neurogenesis in each segment.

However, despite these differences the final pattern of invagina-

tion sites is strikingly similar in all chelicerate and myriapod species

analysed. In each species about 30 invagination sites per hemisegment

are arranged in a regular pattern of seven rows consisting of four to

six invagination sites each.

Differences in the number and morphology of invaginating

neural precursors

While the pattern of invagination sites is conserved between different

chelicerate and myriapod species, the morphology of the invagination

sites and the number of neural precursors forming an invagination

group is not consistent. In the diplopod Glomeris marginata and the

chilopod Strigamia maritima up to 12 cells contribute to an individual

invagination site, while in the spider Cupiennius salei and in the chilopod

Lithobius forficatus the invaginating neural precursor groups consist

of only five to nine cells. Furthermore, in Strigamia maritima, the cell

processes of the neural precursors are not attached to the apical

surface but to a single cell of the precursor group. Initially the inva-

gination groups form three rows per hemisegment which are rearranged

to a final pattern of seven rows during the convergent extension move-

ments that lead to an extension of the germ band. It can be speculated

that the specific morphology of the invagination groups is necessary

for the rearrangement of the neural precursor groups from three rows

to seven rows during these medio-lateral movements in Strigamia

maritima.

Neural stem cells comparable to insect and crustacean

neuroblasts are missing in chelicerates and myriapods

Analysis of the mitotic pattern in the spider Cupiennius salei and the

myriapod Glomeris marginata suggests that the neural precursors of the

invaginating cell groups are not comparable to insect and crustacean

neuroblasts. In contrast to the literature that suggests a connection

between cell proliferation and invagination (see above), dividing cell

groups or single mitotic cells, which prefigure regions where invagina-

tion sites arise, could not be detected in the neuroectoderm of the

spider Cupiennius salei. In addition, most mitotic divisions occur in

the apical cell layer. The neuroectodermal cells divide in the plane of
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the apical surface so that the daughter cells remain in the surface layer

and are not pushed into the embryo. Since there are no cell divisions in

the invaginating cell groups, it can be concluded that mainly postmitotic

neuroectodermal cells are recruited for the neural fate. These results

contrast with those for insects, since neuroblasts do not divide until

they delaminate into the embryo and produce ganglion mother cells

by asymmetric cell divisions (Hartenstein and Campos-Ortega 1984).

They are also in contrast to crustaceans, since crustacean neuroblasts

divide asymmetrically similar to insects, although without delamina-

tion. The absence of asymmetric cell divisions in the spider was con-

firmed by analysing the expression pattern of the neural cell fate

determinant Prospero (Weller and Tautz 2003). In Drosophila, Prospero

is asymmetrically distributed into ganglion mother cells during neuro-

blast division (Doe et al. 1991), while in the spider Prospero is equally

distributed to both daughter cells in the few neural precursors that

divide after invagination.

Studies of neurogenesis in different representatives of all myria-

pod groups have in most cases failed to reveal neural stem-cell-like

cells with the characteristics of insect and crustacean neuroblasts

(Heymons 1901, Tiegs 1940, 1947, Dohle 1964, Whitington et al. 1991).

Knoll (1974) proposed that neuroblasts are present in the ventral neu-

roectoderm of the chilopod Scutigera coleoptrata generating vertical

columns of neurons – a mode of neural precursor formation similar to

the crustacean pattern. However, the cells that Knoll identified as neuro-

blasts are only insignificantly larger than the neural cells in the basal cell

layers. Analysis of the mitotic pattern in the ventral neuroectoderm of

Glomeris marginata revealed that single dividing cells are associated

with invaginating neural precursors. Furthermore, groups of dividing

cells seem to prefigure the regions where invagination sites arise. The

single dividing cells are significantly larger in size than the surrounding

cells. This pattern can be interpreted in two ways. The large dividing

cells might be neural stem cells that divide asymmetrically in the

plane of the neuroectoderm to produce a group of neural precursor

cells that subsequently invaginates. On the other hand, the presence

of groups of dividing cells suggests that a single cell divides giving rise

to two daughter cells which divide again and so forth, until a group of

about 12 cells is generated. However, it would be possible to distinguish

between these two scenarios by dye labelling of individual mitotic cells.

If the progeny of these cells give rise to clones of about 12 cells which

subsequently invaginate, we can assume that neural stem cells are

present in the ventral neuroectoderm of Glomeris marginata.
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The ventral neuroectoderm of chelicerates and myriapods

is comparable to the neural plate of vertebrates

Neurogenesis in chelicerates and myriapods shows an additional

distinct feature compared with insects and crustaceans. In chelicerates

and myriapods, the central region of the ventral neuroectoderm gener-

ates exclusively neural cells, while in the remaining arthropods both

neural and epidermal cells arise from the ventral neurogenic region.

This mode of neurogenesis is actually more similar to vertebrates.

During primary neurulation in vertebrates the ectoderm becomes

divided into the internally positioned neural plate, which will form

the brain and the spinal cord and the externally positioned region

from which the epidermis of the skin will arise. A similar division of

the ectoderm into a medial neurogenic region and lateral epidermal

precursors is visible in the ventral neuroectoderm of chelicerates and

myriapods. In addition, most cell divisions occur in the apical neuroec-

toderm, while the neural precursors exit the cell cycle and differentiate

in deeper cell layers. This mode of neurogenesis is also more similar to

vertebrates than to insects and crustaceans. These data suggest that neu-

rogenesis in chelicerates and myriapods reflects the ancestral pattern,

while the formation of the nervous system in insects and crustaceans

is derived.

The morphological processes of neural precursor formation

To summarise, several characters have been described in chelicerates and

myriapods that cannot be found in equivalent form in the remaining

arthropods. (1) Groups of neural precursors invaginate from

the ventral neuroectoderm of chelicerates and myriapods, while single

neuroblasts are specified in crustaceans and insects. (2) In contrast

to insects and crustaceans, mainly postmitotic neural precursors are

recruited for the neural fate. (3) The central region of the ventral neu-

roectoderm in chelicerates and myriapods generates exclusively neural

cells, while in insects and crustaceans both neural and epidermal cells

arise from the ventral neurogenic region. Despite these differences,

the pattern of neural precursor groups/neuroblasts is strikingly similar

in all arthropod groups. In all species analysed, about 30 neuroblasts/

neural precursor groups per hemisegment are arranged in seven trans-

verse rows with four to six neural precursor groups/neuroblasts each

indicating that this pattern is a conserved character of neurogenesis in

arthropods.
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N E U RA L P R E C U R S O R F O RMAT I O N : C ON S E RV E D G EN E S

Proneural and neurogenic genes are essential for the

specification of neuroblasts

In Drosophila, early neurogenesis is controlled by proneural genes that

encode transcription factors with a basic domain necessary for DNA

binding and two helices that allow for the formation of heterodimers

with other basic helix-loop-helix (bHLH) proteins (see references in

Pioro and Stollewerk 2006). The proneural genes belong to two major

subfamilies, the achaete-scute group and the atonal group. In the ventral

neuroectoderm of Drosophila, members of the Achaete-Scute Complex

(AS-C; achaete, scute and lethal of scute) are expressed in a stereotyped,

partially overlapping pattern and are necessary for neuroblast for-

mation. In loss of function mutants fewer neuroblasts are generated.

Proneural proteins can only bind DNA as heterodimers with the ubiqui-

tously expressed bHLH protein Daughterless. By recruiting proneural

proteins to autoregulatory enhancer elements, Daughterless assists in

an up-regulation of proneural gene expression in the precursor cell

which is essential for activation of the neural programme.

Despite their function in selecting neural precursors, proneural

genes specify neuronal subtype identity indicating that these genes acti-

vate both a common neural programme and neuronal subtype-specific

target genes. In the Drosophila PNS, achaete and scute specify external

sensory organ identity, while atonal mainly specifies chordotonal

organ identity. Prior to delamination of the neuroblasts, the proneural

genes are expressed in clusters of cells in the ventral neuroectoderm

(Figure 19.3A). Because of the activity of a second group of genes, the

neurogenic genes, the expression of the proneural genes becomes

restricted to a single cell of the cluster, the future neuroblast. This

process is called lateral inhibition and is mediated by the transmem-

brane proteins Notch and Delta. Binding of the ligand Delta to the

Notch receptor eventually leads to the activation of the Enhancer of split

gene complex. The gene products of this complex repress proneural

gene expression. Since production of the ligand Delta is positively regu-

lated by the proneural genes, activation of the Notch signalling pathway

leads to a down-regulation of Delta. Because of this feedback loop that

takes place between the cells of a proneural cluster, a slightly elevated

level of proneural gene expression in one cell of the cluster, the future

neuroblast, leads to a repression of proneural gene expression in the

neighbouring cells. Mutations affecting the process of lateral inhibition

lead to an overproduction of neurons – a neurogenic phenotype.
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Within the insect group, proneural genes have been identified in

several dipterans, a butterfly and the flour beetle Tribolium castaneum

(Galant et al. 1998, Wülbeck and Simpson 2000, 2002, Pistillo et al.

2002, Skaer et al. 2002, Wheeler et al. 2003). A proneural function of

the achaete-scute homologues in these dipteran species has been

suggested by analysis of their expression in the peripheral nervous

system. The butterfly achaete-scute homologue shows a restricted

Figure 19.3 Expression of proneural genes in the insect Drosophila melano-

gaster and the spider Cupiennius salei. Flat preparations of embryos stained

with a DIG-labelled Drosophila melanogaster achaete probe (A) and a DIG-

labelled Cupiennius salei ASH1 probe (B). The midline is towards the left. A,

In Drosophila melanogaster, the proneural gene achaete is first expressed in

groups of cells (arrows). Because of lateral inhibition, expression becomes

up-regulated in single cells (arrowheads) and down-regulated in the

remaining cells of the proneural cluster. B, In the spider Cupiennius salei,

CsASH1 is expressed in fields of cells at the beginning of neurogenesis

(arrows). In contrast to Drosophila, proneural gene expression becomes

restricted to groups of neural precursors (arrowheads).
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expression in small proneural clusters in the embryonic ventral neuroec-

toderm that cannot account for the formation of all neural precursors.

However, the expression of the gene is down-regulated to single cells

indicating a similar mode of neurogenesis to that in the remaining

insects. The Tribolium achaete-scute homologue (TcASH) is expressed in

proneural clusters in the ventral neuroectoderm and becomes restricted

to single neuroblasts, in a pattern similar to Drosophila. Recently, two

achaete-scute homologues have been identified in the branchiopod crus-

tacean, Triops longicaudatus. Tl-ASH1 seems to be expressed like a pro-

neural gene, while Tl-ASH2 is exclusively expressed in neuroblasts.

The function of achaete-scute homologues in neural

precursor specification seems to be conserved

in chelicerates and myriapods

Two achaete-scute homologues have been identified in the spider Cupien-

nius salei (Stollewerk et al. 2001), both of which are exclusively expressed

in the developing central and peripheral nervous system. CsASH1 shows

a proneural expression pattern (Figure 19.3B). Transcripts prefigure the

regions where invagination sites arise at each wave of neural precursor

formation. However, in contrast to insect and crustacean proneural

genes, expression of CsASH1 becomes restricted not to single cells but

to groups of neural precursors. The second achaete-scute homologue

CsASH2 is exclusively expressed in the invaginating neural precursor

groups. The expression pattern of CsASH2 can be compared with that

of the fourth member of the Drosophila Achaete-Scute Complex, asense,

which is exclusively expressed in neuroblasts. Analyses of CsASH1 and

CsASH2 function during neurogenesis by RNA mediated interference

revealed that CsASH1 is required for the recruitment of all neural precur-

sors, while CsASH2 has a later function during differentiation.

One achaete-scute homologue each has been identified in the diplo-

pod Glomeris marginata and the chilopod Lithobius forficatus. Both homol-

ogues show a proneural mode of expression and accumulate at higher

levels in the neural precursors that are going to invaginate.

Furthermore, a member of the Atonal family has been identified

in Glomeris marginata (Pioro and Stollewerk 2006). Gm Atonal, like its Dro-

sophila homologue, is expressed exclusively in the PNS. However, in con-

trast to Drosophila, Gm Atonal seems to be expressed in external sensory

organs. The expression domains at the tip of the appendages correspond

to the positions of developing chemosensory organs (cone sensilla). Gm

Atonal is not expressed in the sensory precursors of the body wall,

370 Angelika Stollewerk



lateral to the limb buds, while GmASH transcripts accumulate in this

area. Similarly, the spider achaete-scute homologues CsASH1 and CsASH2

are partially expressed in non-overlapping domains in the developing

PNS. These data suggest that the proneural genes of chelicerates and

myriapods are involved in specification of neuronal subtype identity,

similar to the Drosophila homologues.

In addition the identification of a daughterless homologue in Glo-

meris marginata suggests conserved interactions of the genetic network

involved in neural precursor specification (Pioro and Stollewerk 2006).

Similar to Drosophila, the heterodimerisation partner of the proneural

genes is expressed ubiquitously during development, which might

account for a function in a large number of developmental processes.

However, in contrast to Drosophila, a higher accumulation of daughterless

transcripts seems to correlate with regions where neural precursor

groups form in the central and peripheral nervous system of Glomeris

marginata. It has been speculated that up-regulation of daughterless in a

proneural field might refine the precise position of proneural clusters

in concert with the proneural genes (Pioro and Stollewerk 2006). The

heterogenous expression of daughterless in the central and peripheral

nervous system of Glomeris marginata supports this model.

Neurogenic genes mediate lateral inhibition in chelicerates

and myriapods

Although groups of neural precursors, rather than single neuroblasts,

are recruited for the neural fate from the ventral neuroectoderm of che-

licerates and myriapods, the regular pattern and sequential generation

of the invagination sites suggested that neurogenic genes might restrict

the proportion of cells that arise at each wave of neural precursor for-

mation. One Notch and two Delta homologues were identified in the

spider Cupiennius salei (Stollewerk 2002). While CsDelta1 is exclusively

expressed in the invaginating cell groups, CsDelta2 is expressed in all

ventral neuroectodermal cells but shows a higher expression in the inva-

ginating cells. Like CsDelta2, CsNotch transcripts are distributed over the

entire ventral neuroectoderm, although there is heterogeneity in the

expression level. CsNotch transcripts seem to accumulate at higher

levels in the invagination sites after their formation suggesting a dual

function of Notch in neural precursor formation and invagination.

A similar pattern of expression of the single Delta and Notch homologues

is seen in the ventral neuroectoderm of the myriapods Glomeris marginata

and Lithobius forficatus (Dove and Stollewerk 2003, Kadner and Stollewerk
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2004). Functional analysis by RNAmediated interference confirmed that

the neurogenic genes of the spider mediate lateral inhibition. This is an

interesting result, since the current model for singling out neural pre-

cursors from a group of initially equivalent cells via the Delta/Notch sig-

nalling pathway only applies to single cells rather than to groups of cells.

The data suggest that the genetic interactions of components of the

Notch signalling pathway must have changed during evolution to

permit generation of single neuroblasts in insects and crustaceans on

the one hand, but recruitment of groups of neural precursors in chelice-

rates and myriapods on the other hand. In this context, the expression

pattern of the single Delta homologue in Strigamia maritima shows an

interesting expression pattern (Chipman and Stollewerk 2006, Stolle-

werk and Chipman 2006). StmDelta seems to be expressed at higher

levels in single cells of the neural precursor groups. However, it is also

possible that Delta transcripts accumulate around individual cells,

since the cell processes of all cells of an invagination group are attached

to a single cell of the group (see above). In any case, the data suggest that

individual cells of the precursor group are distinct. Although the whole

precursor group will eventually invaginate and give rise to neural cells,

Delta/Notch signalling might generate single cells with distinct proper-

ties within the precursor groups. These cells might have an important

function during convergent extension movements in keeping individual

cell groups together (see above). Therefore, neurogenesis in Strigamia

maritima might represent an intermediate state between recruitment

of groups of neural precursors in the remaining myriapods and chelice-

rates and singling out of individual neuroblasts in insects and

crustaceans.

In the ventral neuroectoderm of Drosophila melanogaster, the

decision between epidermal and neural fate depends on Delta/Notch sig-

nalling. Cells that eventually remain apical give rise to epidermis, while

delaminating cells become neural precursors. Although this process has

not been analysed in insects other than Drosophila, it can be assumed that

Notch signalling is used in a similar way within this arthropod group,

since the mode of neurogenesis is similar in all insects analysed.

While in insects neuroblasts are singled out by cell–cell interactions

between initially equivalent cells, neuroblasts of malacostracan crus-

taceans arise from stereotyped cell lineages. In addition, neuroblasts

can switch from the production of ganglion mother cells to the pro-

duction of epidermal precursors, indicating that the choice between

two cell fates occurs within a single cell lineage rather than groups of

equivalent cells as in Drosophila. This raises the question of whether

372 Angelika Stollewerk



Notch signalling is required at all for the decision between epidermal

versus neural fate in crustaceans. However, neurogenic genes have not

been identified in crustaceans up to now. In chelicerates and myriapods,

the ventral neurogenic region gives rise exclusively to neural cells (see

above). The epidermal cells are derived from lateral regions of the neu-

roectoderm and overgrow the neurogenic region only after formation

of all neural precursors. Therefore, Notch signalling is merely involved

in the timing of neural precursor formation in the neurogenic region

of chelicerates and myriapods, rather than in the decision between epi-

dermal and neural fate.

Pan-neural genes switch on a common neural programme

Once neural precursors are selected, a group of genes referred to as pan-

neural genes, such as hunchback, deadpan and snail, is expressed in most

or all neuroblasts in Drosophila. These genes are either involved in asym-

metric cell division or are part of a common neural programme and

promote neural differentiation (see references in Stollewerk et al.

2003). In the Drosophila ventral neuroectoderm, two members of the

Snail zinc finger family, snail and worniu, have a pan-neural mode of

expression. Together with the third Snail family gene, escargot, they

have partially redundant functions in the formation of the CNS and

the mesoderm. Triple mutants show severe defects in the development

of both the mesoderm and the nervous system. In these mutants, the

neural determinants Prospero and Numb are no longer asymmetrically

segregated into GMCs upon neuroblast division and the generation of

GMCs is disrupted.

One snail homologue each has been identified in the myriapod Glo-

meris marginata and the spider Cupiennius salei which are both expressed

in most or all neural precursor cells of the CNS, similar to Drosophila

(Stollewerk et al. 2003, Pioro and Stollewerk 2006). In contrast to the

spider, Glomeris marginata snail transcripts can be detected in the whole

neuroectoderm at the beginning of neurogenesis and accumulate in

groups of cells prior to formation of invagination sites. This expression

is comparable to Drosophila where snail is expressed similar to the AS-C

genes in proneural clusters in the ventral neuroectoderm. During speci-

fication of the neuroblasts, snail transcripts become restricted to all, or

most, neural precursor cells. While the spider homologue is also

expressed in the PNS, similar to Drosophila, GmSnail expression is

restricted to the CNS. Additionally, GmSnail shows a strong expression

in the ventral midline, which has been observed neither in Drosophila
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nor in the spider. It has been suggested that Gm snail is involved in cell

shape changes in the ventral midline, since in Drosophila Snail induces

cell shape changes in the wing imaginal disc and during ventral

furrow formation. In addition, Snail might have a similar function in

the ventral neuroectoderm of chelicerates and myriapods. In the Droso-

phila neuroectoderm, the snail genes are necessary for the asymmetric

distribution of the cell fate determinants Prospero and Numb to

ganglion mother cells. Since most of the neural precursors in chelice-

rates and myriapods do not proliferate after their specification and Pros-

pero is not asymmetrically distributed to daughter cells (at least in the

spider), Snail must have a different function in the invaginating

neural precursors. The spider and millipede snail homologues might be

involved in the maintenance of the cell shape changes that occur

during formation of the invagination sites in the ventral neuroectoderm.

Within the arthropods, the expression pattern of the pan-neural

protein Prospero has only been analysed in Drosophila and in the spider

Cupiennius salei. In Drosophila Prospero is asymmetrically localised to

the basal membrane of the neuroblasts. During mitosis Prospero is

exclusively distributed into one daughter cell, the ganglion mother

cell, where it translocates from the cytoplasm into the nucleus. It has

been shown that Prospero inhibits expression of multiple cell cycle regu-

latory genes in ganglion mother cells entering their final mitotic div-

ision. In the spider Prospero is expressed in the nuclei of neural

precursors which are located basally within the invagination groups

(Weller and Tautz 2003). Most of these precursors do not divide after

invagination but differentiate into neurons and glial cells. These data

suggest a conserved role of Prospero in neural cell fate determination

in the spider and the fly.

Generation of neural precursor diversity

It has been shown in the insect Drosophila melanogaster that once the

neural precursors are selected they divide in a unique and invariant

pattern generating a stereotyped sequential series of ganglion mother

cells (GMC) (Doe 1992). Each GMC divides once to give rise to two

neural cells. Neural precursor diversity in Drosophila is achieved by

both spatial and temporal patterning mechanisms. During neurogenesis

segment polarity and dorso-ventral patterning genes subdivide the

ventral neuroectoderm into a grid-like structure (reviewed by Skeath

1999). Each proneural cluster thus expresses a unique set of genes

giving rise to neuroblasts with spatial heterogeneity. The spatial cues
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change over time so that the identities of neuroblasts also correlate with

their time of formation (Berger et al. 2001). After delamination from the

ventral neuroectoderm, neuroblasts become independent of spatial pat-

terning cues. Subsequently, temporal patterning mechanisms generate

additional diversity among the cell lineages of individual neuroblasts

(see references in Chipman and Stollewerk 2006). Temporal identity in

neuroblasts is regulated by sequential expression of Hunchback,

Krüppel, Pdm and Castor. The temporal expression profile is maintained

in the progeny of the neuroblasts leading to expression of transcription

factors in mutually exclusive cell layers in the ventral neuromeres.

Hunchback is expressed in early-born neurons that are located in the

deepest layer, while Krüppel is expressed at low levels in the Hunchback

layer and in a distinct layer between Hunchback and Pdm. Castor tran-

scripts accumulate in the late-born superficial layer neurons.

There are few comparative studies of the events that generate

neural precursor diversity, following the recruitment of neural precur-

sors, during early development of the ventral nerve cord in the different

arthropod groups, and those studies are incomplete (Stollewerk and

Simpson 2005). However, from the limited data available, the expression

of the segment polarity genes does appear to have been conserved in

arthropods. These genes are expressed during neurogenesis suggesting

an additional (or even primary) function in neural precursor identity.

Studies on the segment polarity gene engrailed have indeed revealed

that this gene is specifically expressed in neuroblasts/neural precursor

groups of rows 1, 6 and 7 in all arthropod groups (for references see Stol-

lewerk and Chipman 2006). Within the arthropods, the expression

pattern and function of the dorso-ventral patterning genes ventral nerve

cord defective, intermediate nerve cord defective and muscle segment homeodo-

main have only been studied in Drosophila melanogaster and Tribolium cas-

taneum (Skeath 1999,Wheeler et al. 2005). The overall expression of these

genes in three longitudinal columns seems to be conserved, although

slight differences in the spatiotemporal pattern were observed

between the species.

However, it is obvious that spatial information from segment

polarity genes and dorso-ventral patterning genes alone cannot

account for the high complexity of cell types in the nervous system of

arthropods. In Drosophila temporal identity genes like hunchback,

Krüppel, Pdm and castor generate diversity within individual neuroblast

lineages. But temporal identity mechanisms of the sort used by Dros-

ophila cannot operate in a similar way in the remaining arthropod

groups. In malacostracan crustaceans, neuroblasts do not delaminate
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and thus cannot escape the spatial cues of the neuroectoderm to initiate

an independent temporal program. Furthermore, in chelicerates and

myriapods stem-cell-like neuroblasts are absent and neural precursors

are mainly postmitotic after invagination. Although this process has

not been analysed in crustaceans, recent studies in chelicerates andmyr-

iapods suggest that the time-dependent expression of neural identity

genes such as hunchback and Krüppel within the ventral neuroectoderm

might generate additional diversity of neural precursor groups (Stolle-

werk et al. 2003, Chipman and Stollewerk 2006).

To summarise, although the components of the genetic network

involved in specification of neural precursors are conserved in arthro-

pods, the function of some of the genes might have changed, leading

to different outcomes in the individual groups.

T H E A N C E S T R A L PAT T E RN O F N E U RO G E N E S I S I N A R T H RO P OD S

The presented data indicate that some morphological and molecular

aspects of neurogenesis are conserved in all arthropods and thus

might have been present in their last common ancestor.

The ground pattern of neurogenesis in arthropods seems to be the

successive formation of about 30 neuroblasts/groups of neural precur-

sors that are arranged in seven rows in each hemisegment. The

genetic network that controls the specification and identity of neural

precursors is conserved, although the function of the genes is adapted

to the specific modes of neurogenesis in the individual arthropod

groups. One possible reason for the stereotyped arrangement of neural

precursors is the connection of neural precursor identity with spatial

cues that confer anterior–posterior and dorso-ventral identities within

a segment. The neural precursor pattern might have been constrained

along with the general patterning mechanisms. Hence, we would

expect a similar pattern of neural precursors in all animals that show

expression of segment polarity and dorso-ventral patterning genes com-

parable to the euarthropods. However, this theory has to be tested in the

future.

How has neurogenesis evolved in arthropods? It is tempting to

speculate that the ancestral pattern of neurogenesis is the formation

of groups of neural precursors, since this mode of neurogenesis is

present in the basal arthropod groups. Neurogenesis in myriapods

might be the crosslink between formation of groups of neural precursors

and single neuroblasts. In contrast to chelicerates, neural precursor for-

mation in myriapods seems to be associated with a proliferation pattern
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that indicates a clonal relationship of the precursor groups. Further-

more, although in Strigamia maritima groups of cells are specified for

the neural fate, one cell of the group is different since all the remaining

cells of the group are attached to this cell during the convergent exten-

sion movements that lead to an elongation of the germ band. The next

step in evolution could have been the appearance of single neuroblasts

in the lineage leading to insects and crustaceans. However, another

possibility is that the modifications in the mode of neurogenesis in the

individual arthropod groups do not reflect the actual sequence of evol-

ution but are merely adaptations to the specific modes of embryogenesis

in the individual species.

Indeed, differences in neurogenesis seem to coincide with differ-

ent modes of embryogenesis in arthropods. For example, the different

timing and order of neural precursor formation in Strigamia maritima

and Archispirostreptus sp. as compared with the spider and the remaining

myriapods might be an adaptation to the acceleration of neurogenesis

relative to segment formation in these species. Similarly, differences in

the number of neural precursors in a group and the initial arrangement

of invagination sites seem to coincide with distinct morphologies of the

neuroectoderm. The neuroectoderm of the diplopods and the geophilo-

morph centipede analysed seems to consist of many more cells than

that of the spider and Lithobius forficatus. Correspondingly, up to 12

cells contribute to an individual invagination site in the diplopods and

Strigamia maritima, while in the spider and Lithobius forficatus only five

to nine cells were counted. Furthermore, in Strigamia, neural precursor

groups are initially arranged in three rows. The invagination sites

become rearranged to a pattern similar to the remaining myriapods

and the spider during an expansion of the germ band along the longi-

tudinal axis. This process does not take place during neural precursor

formation in the spider and the remaining myriapod species analysed,

and thus the arrangement of the invagination sites remains the same

throughout neurogenesis.

To summarise, if we disregard the adjustments to the specific mor-

phologies of embryogenesis in the individual species, the ground pattern

of neurogenesis in arthropods seems to be the successive formation of

about 30 neuroblasts/groups of neural precursors that are arranged in

seven rows in each hemisegment. However, analyses of neurogenesis

in outgroups to the euarthropods are necessary to confirm this assump-

tion and to show whether the formation of groups of neural precursors,

rather than the generation of individual neuroblasts, is the plesio-

morphic state for this phylum.
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20

Arthropod appendages: a prime example
for the evolution of morphological
diversity and innovation
N I KO L A -M I C H A E L P R P I C AND W IM G . M . DAMEN

The morphology of the appendages of the arthropods has been

adapted to a large number of life styles that is virtually unparalleled

in any other organ in the Metazoa. Different appendage types exist e.g.

for walking, swimming, jumping, prey-capture, chewing, biting,

mating, egg-laying, breathing in air, fresh water and salt water, and

sensory perception (see Figure 20.1 for examples). Very specialised

appendage types exist for specialised modes of life: for example, the

spinnerets in spiders, brush legs for the distribution of pheromones

(e.g. some moths) or stings for defence (e.g. bees and wasps). In many

cases, appendages from a single segment or from several segments

unite and form an entirely new structure capable of tapping into new

resources, e.g. the labium of insects, formed by the fusion of an appen-

dage pair, or the proboscis of ticks, mosquitoes and flies, all of which are

composed of the appendages of at least two head segments.

A number of different appendage types can be present on a single

individual. The number of different appendage types and their specific

morphology depend on the species’ life style, but in most cases at least

three different types are present: appendages for sensory perception,

feeding and locomotion (Figure 20.1).

The appendages of the arthropods thus have been a prime target of

adaptive evolution. They are unparalleled in their sheer number of novel

forms and functions. Therefore, they are an excellent model for the

study of the principles of adaptive evolution and morphological

change and innovation. The questions to be answered are: (1) What

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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was the starting point for the evolution of this unique diversity?What is

the ‘ground state’ of appendage that has served as the basis for further

evolution? (2) What evolutionary changes have occurred to transform

one appendage type into another? What are the underlying genetic

mechanisms and how did they change during evolution to produce mor-

phological innovations?

TH E S E A R CH F O R T H E G ROUND - S TAT E A P P E NDAG E

It is generally assumed that the diversity of extant appendages has

evolved from a limited number of ancestral appendage forms or even

Figure 20.1 Diagram illustrating a small portion of the diversity of

arthropod appendages. The upper row shows exemplary appendages for

sensory perception, the centre row shows gnathal appendages and the

lower row shows walking appendages from the arthropod classes indicated

at the top. Note that the pedipalps in spiders (top row left) are used for

perception, feeding and sperm transfer. The diagrams in the top row show

simplified and generalised drawings of (from left to right): spider pedipalp,

amphipod first antenna, bee antenna, pauropod antenna. The diagrams in

the centre row show simplified and generalised drawings of (from left to

right): scorpion chelicera (upper drawing) and spider chelicera (lower

drawing), syncarid mandible, first maxilla of Remipedia, ectognathan

mandible, ectognathan maxilla, millipede mandible, chilopod second

maxilla. The bottom row shows simplified and generalised drawings of

(from left to right): spider prosomal walking leg, amphipod pereiopod,

dipteran thoracic leg, millipede trunk leg. Please note that the alignment of

appendages in the diagram is based on similar functions and explicitly not

on homology. Drawings after Westheide and Rieger (1996), Prpic and

Damen (2004) and Prpic and Tautz (2003).
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from a single prototype appendage. The search for this ‘ground-state’

appendage has attracted considerable attention. Snodgrass (1935), for

example, suggested that the leg segments (podomeres) of all extant

arthropods are divided into a group of proximal podomeres and a

group of distal podomeres. Snodgrass suggested that this common

ground reflects an ancestral state of all arthropod appendages and that

the ground-state appendage therefore consisted of two podomeres that

he called coxopodite (the proximal one) and telopodite (the distal one)

(Figure 20.2A). Interestingly, the early leg discs in Drosophila are subdi-

vided into a proximal domain co-expressing the genes extradenticle (exd)

and homothorax (hth), and a distal domain expressing the gene Distal-less

(Dll) (e.g. Gonzalez-Crespo and Morata 1996, Gonzalez-Crespo et al.

1998, Wu and Cohen 1999). A different approach towards the ground-

state appendage has been taken more recently. This approach is based

on the finding that appendage morphology is also determined by

Figure 20.2 Different concepts of the ancestral or ‘ground-state’

appendage. A, The bipartite ancestral appendage according to Snodgrass

(1935). B, The ‘ground-state’ appendage that results after the depletion of

all known selector genes (after Casares and Mann 2001). C, A generalised

trilobite leg (combined afterWhittington and Almond 1987 andWestheide

and Rieger 1996). According to the majority of authors, the ancestral

appendage was relatively complex, similar to the appendages of the fossil

arthropod group Trilobita (e.g. Walossek and Müller 1997, Boxshall 2004,

Giorgianni and Patel 2005). See text for details.
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selector genes, for example by the Hox genes (see below for details). Elim-

inating their influence, therefore, might reveal the ancestral, undiversi-

fied state. An experiment of that sort has been performed in Drosophila,

where such genetic manipulations are possible. The appendage that

develops in the absence of the influence of the known selector genes con-

sists of a large proximal segment and a largely normal tarsus

(Figure 20.2B) (Casares and Mann 2001). Experiments like this are intri-

guing, but selector genes like the Hox genes and their role in identity

determination are phylogenetically much older than the arthropods. It

is certainly wrong to assume that the ancestral arthropod did not have

Hox genes or other selector genes. Thus the appendage obtained in Dro-

sophilamost probably does not correspond to any real stage of appendage

evolution in the arthropods.

The question is not what the appendages look like without the

influence of selector genes. Rather we have to ask what selector genes

were present in the ancestral appendage and what functions they per-

formed (see also Hughes and Kaufman 2002). Questions of this kind

can only be answered by a comparative approach. Features common to

all species are likely to be derived from a common ancestor. Such

features, called symplesiomorphies, thus reveal details about the

ground-state appendage. Apart from this indirect approach there is

one alternative approach to learn about historical conditions: direct

evidence in the form of fossils. There are a number of arthropod

fossils that preserve the morphology of the appendages. Trilobites, for

example, are among the earliest arthropod fossils, some dating from

the Early Cambrian. They show very little appendage specialisation:

their anterior-most appendage is a long antenna, but all following

appendages are more or less identical (Whittington 1997). It is interest-

ing to note that apart from the antenna the appendages of the trilobites

unite functions that are relegated to different appendage types on separ-

ate body regions in extant arthropods: the trilobite post-antennal appen-

dages were used for feeding, locomotion and breathing (Figure 20.2C).

Thus, the trilobites do indeed appear to preserve a body plan from

before the time of appendage specification and diversification, providing

a direct image of the prototype arthropod appendage (see also Walossek

and Müller 1997, Bitsch 2001, Boxshall 2004, Giorgianni and Patel 2005).

F ROM G ROUND S TAT E T O D I V E R S I T Y : I N S I GH T S F ROM D R O S O P H I L A

Whatever the design of the prototype appendage, what possibilities are

there to develop new appendage types from it? Principally, there are
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three different ways of change: (1) loss of an existing feature; (2) gain of a

novel feature; or (3) modification of an existing feature.

There are many examples for each of these three modes or combi-

nations of them. Themandible of insects is an example, where the entire

distal portion of the appendage is lost. An example of a novel feature

would be the brush legs of moths, as already mentioned in the introduc-

tion. Finally, modification of the number of leg joints in the tarsi of

insects is an example of the third kind of change. These examples are

all fine, but the interesting question is: how did it happen? What

genes are involved in the changes? How did developmental pathways

change during evolution? How can we explain new morphologies in

terms of the underlying genetic and developmental mechanisms?

The data on leg development in the fruit fly Drosophila melanogaster

is a starting point that can help address these questions. In Drosophila,

the legs develop from so-called imaginal discs, which is unusual for

arthropods. These discs start developing in the embryo as a small

group of cells, and during the larval stages this group of cells folds

into the body, forming the leg by ingrowth, rather than outgrowth as

in most other arthropods (Cohen 1993). During metamorphosis this

‘inward’ leg turns outward, thus becoming a rather normal insect leg

(Fristrom and Fristrom 1993). Despite this peculiar mode of

development, the genetic mechanisms operating during Drosophila leg

development can serve as a first guide to study the developmental

mechanisms in other appendage types and other species. Drosophila leg

development is governed by a hierarchic gene cascade (Figure 20.3)

(Rauskolb and Irvine 1999). At the top level (Figure 20.3, top) two mor-

phogens, Wingless (Wg) and Decapentaplegic (Dpp) generate a grid of

morphogen concentrations and this information is read out by the

next level in the cascade, the leg gap genes (Figure 20.3, centre) (e.g.

Lecuit and Cohen 1997). These genes include dachshund (dac) and Distal-

less (Dll). The leg gap genes have two functions. First, they identify

broad domains along the proximal–distal axis (e.g. Cohen and Jürgens

1989a,b, Mardon et al. 1994, Abu-Shaar and Mann 1998). Second, soon

after the expression of the leg gap genes is initiated, their expression

domains expand and thus partially overlap. These overlaps, together

with overlaps with already expressed genes like homothorax (hth) and

its co-factor extradenticle (exd), create areas of combinatorial gene

expression that serve as a kind of ‘address code’ for the genes at the

next level of the gene cascade (Rauskolb 2001). These genes, including

mostly members of the Notch signalling pathway or its target genes,

are activated in narrow rings along the leg by a specific combination
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Figure 20.3 Genes and gene cascades involved in walking leg development.

In Drosophila leg discs a hierarchic gene cascade guides proximal–distal axis

development. At the top level are the two genes dpp and wg that are

expressed in a dorsal and ventral sector, respectively. However, the Dpp and

Wg proteins spread throughout the disc and activate the genes at the next

level (e.g. dac, Dll). These genes are expressed in broad concentric but
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of leg gap genes (Figure 20.3, bottom) (Rauskolb 2001). These rings

define the locations where the boundaries between the segments are

made (DeCelis et al. 1998, Bishop et al. 1999, Rauskolb and Irvine

1999). Of course the small number of leg gap genes are not enough to

generate sufficient differential overlap zones to determine all nine

segment borders (including the tarsal segments and the claw). Recently

a number of additional genes have been identified that might be called

‘tarsal gap genes’. These seem to supplement the already known leg

gap genes in the tarsus to generate the additional segment borders

there (genes such as Bar and dlim1; see Galindo et al. 2002 and references

therein, reviewed in Kojima 2004). This entire process of leg patterning

appears to be organised by the Hox gene Antennapedia (Antp), because, if

misexpressed in the antennal segment, this gene is capable of generating

a relatively normal leg, and if Antp function is lost in the legs, the tissue

is transformed into antennae (Struhl 1982, Abbot and Kaufman 1986,

Emerald and Cohen 2004).

How do the mechanisms in other appendage types in Drosophila

differ from the one in the legs and how does this correlate with the

differences in morphology between the appendage types? This question

is rather difficult to answer, again because of the rather peculiar mode of

appendage development in Drosophila. Not only do all appendages

develop from imaginal discs, but also the mouthparts form the so-

called proboscis, a structure peculiar to flies that is formed from parts

of several highly modified appendages. Instead of Antp, it is the Hox

genes proboscipedia (pb) and Sex-combs-reduced (Scr) that appear to trigger

the crucial developmental steps necessary to generate the labial mor-

phology in Drosophila (Abzhanov et al. 2001, Joulia et al. 2005, 2006).

Abzhanov et al. (2001) were able to show that both Hox genes together

repress several of the genes known to be important factors in leg deve-

lopment, such as exd, hth, Dll and dac. However, morphologically the pro-

boscis is far from being simply a ‘repressed leg’ and it seems clear that

additional unknown factors must also be involved in its development.

The development of the Drosophila antenna is independent from

Hox gene function, because no Hox gene is expressed in the antennal

Fig. 20.3 (Cont.) overlapping domains, which establish a first crude

subdivision of the developing leg and then activate, in a combinatorial

fashion, the genes at the next level of the cascade, which comprise mainly

members of the Notch signalling pathway or its target genes. These genes

are expressed in concentric rings and define the location where the joints

(i.e. the borders between the leg segments) are made. Simplified after

Rauskolb and Irvine (1999).
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segment. The role of an antennal selector gene is taken up by hth, which

in the leg specifies proximal regions (Casares and Mann 1998). This sub-

stantial difference from the leg already hints at quite different genetic

mechanisms operating in the developing antenna. Recent work has

shown that in the antenna the subdivision into a proximal and a distal

domain, which is so fundamental in the leg, does not exist (Dong et al.

2000, 2001); rather, hth and Dll overlap broadly. This co-expression of

hth and Dll activates several antenna specific factors that have not been

identified in any other appendage type, such as cut, distal-antenna (dan)

or spalt (sal) (Chu et al. 2002, Dong et al. 2002, Emerald et al. 2003,

Suzanne et al. 2003). Thus, unlike in the labial disc, in the antennal

disc several appendage-specific factors have already been identified,

but their exact correlation with the specific morphology of the

antenna is still unclear.

F ROM D R O S O P H I L A M E L A N O G A S T E R T O M I L L I O N S O F A R TH RO P OD

S P E C I E S

As already noted, the diversity of arthropod appendage morphology is

immense. What about the genetic mechanisms generating this diver-

sity? In the following, we will focus on the appendage types ‘walking

leg’, ‘mouth-part’ and ‘antenna’, because for these types some details

are known from Drosophila for comparison.

Walking legs in the form of unbranched, segmented appendages

are present in representatives of all four arthropod classes. Comparative

studies in a number of arthropod species have focused on the middle

level of the leg genes cascade (e.g. Panganiban et al. 1994, Niwa et al.

1997, Abzhanov and Kaufman 2000, Jockusch et al. 2000, Prpic et al.

2001, 2003, Inoue et al. 2002, Prpic and Tautz 2003). These works

revealed that the tripartite structure is conserved in all species. In

addition, where functional analysis has been done, the role of these

genes is also very similar to the Drosophila homologues (Beermann

et al. 2001, Schoppmeier and Damen 2001, Angelini and Kaufman

2004). Details in the relative expression and expression dynamics of

the genes, however, differ between the species. Since the areas of

overlap of these genes in Drosophila determine the location where the

genes at the lowest level are activated and the leg segment boundaries

are made (Rauskolb 2001), the differences in the relative expression in

other species might explain the differences in leg segment number.

Given the relatively high degree of conservation at themiddle level

of the cascade, it is surprising that not much seems to be conserved
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above that level. The dpp gene that in Drosophila is expressed along the

dorsal side is expressed in the leg tip in most other species and later in

one or several rings and dots, depending on the species (e.g. Sanchez-

Salazar et al. 1996, Jockusch et al. 2000, Niwa et al. 2000, Prpic et al.

2003, Prpic 2004, Yamamoto et al. 2004). This suggests that there

might be no cooperation between dpp and wg like in Drosophila.

Indeed, recent studies were not able to confirm a similar role for wg in

leg development in species other than Drosophila (Angelini and

Kaufman 2005a,b). Also the role of dpp remains entirely unclear. Its

role as a partner for wg has been questioned (Ober and Jockusch 2006),

but the later expression in rings and dots has been linked to smaller

differences in walking leg morphology (Niwa et al. 2000). Severe pheno-

types of Antp RNAi in Oncopeltus fasciatus lead to the transformation of leg

into antenna like in Drosophila (Angelini et al. 2005). Data from the beetle

Tribolium castaneum also demonstrate a role of Antp in specifying leg iden-

tity (Beeman et al. 1989). Thus, Antp is obviously the selector gene for leg

morphology in insects. However, other than in insects, the role of Antp in

specifying walking leg morphology has been questioned. For example, it

has been shown that in the crustacean Daphnia magna, Antp has the oppo-

site function to Drosophila Antp: it represses Dll expression (Shiga et al.

2002). And in chelicerates Antp is not expressed in the walking legs at

all (Figure 20.4D) (Damen et al. 1998, Telford and Thomas 1998, Abzha-

nov et al. 1999). The chelicerate walking legs are quite similar to the

walking legs in crustaceans, myriapods and insects, but develop on seg-

ments that do not express Antp at all, except for the posterior portion of

the fourth walking leg.

These data begin to illustrate an unexpected diversity of genetic

mechanisms above a relatively conserved middle level with genes like

dac and Dll (nothing is known about the lower level so far). Intriguingly,

this introduces another level of diversity: the somewhat paradoxical

phenomenon that there is diversity of genes and gene regulation on

the top level, but relatively little differences in terms of morphological

output, namely a walking leg.

Other appendage types such asmouthparts or antennae are not yet

studied in such detail in other arthropod species. The studies on the

development of the different mouthparts in crustaceans and insects

seem to indicate a global role for the anterior Hox genes. Several crus-

tacean species for example have additional mouthparts (so-called maxil-

lipeds). Maxillipeds develop in segments where Ubx and Abd-A are not

expressed, thus leaving space for the anterior Hox genes pb, Deformed

(Dfd) and Scr (Averof and Patel 1997, Abzhanov and Kaufman 1999,
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2004). Also in insects the anterior Hox genes are selector genes for

mouthpart identity. Lack of the pb gene and expression of the Dfd gene

have been connected with the specific stylet-shaped mouthparts in

true bugs (Rogers et al. 2002). In addition, Scr is involved in labial identity

Figure 20.4 Expression of Hox genes in the spider Cupiennius salei. In Dro-

sophila, walking leg morphology is determined by the Hox gene Antp,

whereas the anterior Hox genes like Dfd and Scr specify mouthpart identity.

This is not the case in chelicerates: first, the anterior Hox genes like Dfd-1

(A), Dfd-2 (B), and Scr (C) are expressed in all or somewalking legs, but not in

the mouthparts of C. salei (chelicera, pedipalp). Second, the Antp gene is not

expressed in the walking legs at all (D), except for a small portion of the last

walking leg (L4) (not visible in the figure). Note: C. salei has two Dfd

paralogues (1, 2) that show differential expression in the neuroectoderm

(arrows in A and B) and also some differences in detail in the walking legs,

but the overall expression domain of both genes covers all four segments

bearing walking legs. All embryos are oriented with anterior to the left.

The embryos in A and B are late inversion stages, C is a mid inversion stage,

and D is younger still (mid germband extension stage). Abbreviations:

L1–L4, walking legs 1 to 4.
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and Dfd is involved in mandibular identity in Oncopeltus fasciatus (Hughes

and Kaufman 2000). In Tribolium castaneum pb, Dfd and Scr appear to be

involved in the specification of the pincer-shaped mouthparts (Beeman

et al. 1989, Shippy et al. 2000, DeCamillis et al. 2001). The Hox targets

in the mouthparts are unknown, although in Tribolium pb appears to

repress Dll in the mouthparts (DeCamillis and ffrench-Constant 2003).

It is intriguing, however, that again in chelicerates the anterior Hox

genes pb, Dfd and Scr obviously do not specify mouthpart morphology,

as the segments expressing these genes develop normal walking legs

(Figure 20.4A–C) (Damen et al. 1998, Telford and Thomas 1998,

Abzhanov et al. 1999).

With respect to the expression of other leg genes, such as dac, Dll,

hth or exd, the patterns in maxilla and labium of (for example) Tribolium

castaneum and Schistocerca americana are not dramatically different from

the patterns in the leg (e.g. Prpic et al. 2001, Giorgianni and Patel 2004,

Jockusch et al. 2004), indicating that there must be other factors as yet

unidentified that are responsible for the specific morphology of the

mouthparts. Significant differences exist, for example, in the maxillary

stylet of the bug Oncopeltus fasciatus where several leg genes are broadly

co-expressed (Angelini and Kaufman 2004, 2005a), and in the insect

mandible where Dll expression is entirely missing (e.g. Popadic et al.

1996, 1998, Scholtz et al. 1998). Endites, finally, are proximal and

ventral protrusions that are specific to mouthparts, but their specifica-

tion is unclear. There seem to be mechanisms guiding the outgrowth

of these structures that are different from the mechanisms in the

main appendage axis (e.g. Giorgianni and Patel 2004, Jockusch et al.

2004). The dac gene is expressed in all endites of insect, myriapod and

crustacean mouthparts that will adopt a biting or chewing tooth mor-

phology later on (Abzhanov and Kaufman 2000, Prpic et al. 2001, Prpic

and Tautz 2003), but is not expressed in endites that will be just weak

shovel-like outgrowths like the gnathendite of spiders (Prpic and

Damen 2004) or that will be brush-like like the pectinate lamella inmilli-

pede myriapods (Prpic and Tautz 2003). There might thus be a corre-

lation of dac expression and tooth-shaped endite morphology.

Finally, we would like tomention a peculiar case ofmouthpart: the

chelicera of spiders. This is a stout appendage comprising a basal

segment and a movable venom fang. The cheliceral body segment does

not express any Hox genes and thus the chelicera develops without

Hox input. The patterns of hth, exd and Dll largely overlap (Prpic and

Damen 2004). This is quite different from the more typical gnathal

appendages in other arthropod classes, but it is very reminiscent of
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Figure 20.5 Is there a ‘walking-leg-typic stage’ at the junction between the

diversity of early proximal–distal patterningmechanisms and the diversity

of morphological form? It has been shown for Drosophila that the tripartite

stage comprising a proximal domain with co-expression of hth and exd, a

medial domain expressing dac and a distal domain expressing Dll is

necessary for the development of the walking legs, but not of the antenna

(Dong et al. 2000). This tripartite structure is present in the walking legs of

other arthropods as well, but is absent from other appendage types like the

chelicera in spiders (Prpic and Damen 2004) or the maxillary stylet in true

bugs (Angelini and Kaufman 2004). It has been suggested that the tripartite

structure is a necessary constraint to be passed through by all appendages

that are to develop a walking-leg-like appearance (Prpic and Damen 2004).

It has been shown that the diversity of genetic mechanisms before this

tripartite stage is high, including the diversity of dpp expression patterns

and the debated role of wg, the role of Antp and the role of the anterior Hox
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the expression patterns in the antenna of Drosophila. In fact, the cheli-

cera, although functionally a gnathal appendage, is homologous to the

antenna (Damen et al. 1998, Telford and Thomas 1998, Mittmann and

Scholtz 2003). The similarities in gene expression between the chelicera

and the Drosophila antenna may therefore be based on a common origin

of the appendage rather than on common function. However, an alterna-

tive and probably more likely explanation is that changing the leg-like

sequence of the leg genes hth/exd, dac, Dll by broadly co-expressing

some or all of these genes assists in the activation of different target

genes that lead to novel morphologies such as the fang-like chelicera

or the short and stubby antenna in Drosophila (Prpic and Damen 2004).

This is further supported by the largely overlapping expression of hth

and dac (and also Dll) in the maxillary stylet of Oncopeltus fasciatus (Angel-

ini and Kaufman 2004, 2005a).

A K I N D O F P H Y L O T Y P I C S TAG E F O R TH E D I F F E R E N T T Y P E S O F

A R T H RO P O D A P P EN DAG E ?

The following sentence from Angelini and Kaufman (2005a) sums up our

current ignorance with respect to the origin and evolution of one of the

greatest diversifications of morphological form on Earth: ‘We are still

far from an explanation of biological diversity in which morphology

may be unambiguously described by our knowledge of ontogenetic

mechanisms.’

Research into the evolutionof arthropodappendagedevelopment is

still very much at its beginning. The broad comparative approach can

identify features that are conserved among all species and thus reveal

information about the ancestral appendage. This approach can also

identify genes and gene regulations that are not conserved and thus

may be responsible for morphological novelties. Unfortunately, the

species studied so far cover only a tiny fraction of the diversity of the

arthropods.Whatwe also need aremore detailed studies of gene function

in selected species to achieve a more complete understanding of the

relationship between gene expression and regulation and morphology.

Fig. 20.5 (Cont.) genes, like pb, Dfd and Scr (see text for details). Also the

diversity of adult morphology of walking legs is high. The tripartite stage

seems to channel the diversity of early patterning mechanisms into a path

towards ‘walking leg morphology’ but still allows for a high amount of

morphological diversity of adult structures. In this way it is similar to the

phylotypic stage (Sander 1983, Raff 1996).
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The current knowledge about the evolution of geneticmechanisms

in appendage types likemouthparts or antennae is too fragmentary yet to

allow for sound conclusions. But if the data from comparative studies of

walking leg development are any indication, then it looks like there is not

one level of appendage diversity but two: one level, as noted, is the diver-

sity of adult walking legmorphology. But a second level is the diversity of

developmental mechanisms above the level of genes like dac or Dll that,

despite their significant differences, all converge again on creating a

walking leg type of appendage (Figure 20.5). This, in a way, is reminiscent

of the hour-glass model (Raff 1996) describing the diversity of

early embryonic and adult body plans against the limited diversity of

phenotypes at so-called phylotypic stage (Sander 1983). It seems that

what is valid for animals as a whole, is also valid for single parts of

them: one might construct an hour-glass model also for the walking

legs of arthropods, with diversity in early development and adult

morphology, but a ‘podotypic’ stage involving the genes exd, hth, dac

and Dll connecting them in the middle (Figure 20.5).
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21

Ontogeny of the spiralian brain
CL AU S N I E L S E N

Spiral cleavage is a characteristic feature of several protostomian

taxa, sometimes united as Spiralia (Dohle 1996), but its presence in a

number of these groups has been debated. This could be the result of

too vague definitions, so I will emphasise here the presence of both a

spiral pattern with shifting direction of the spindles in the early clea-

vages and a cell lineage including prototroch cells (trochoblasts) differen-

tiating from cells along the border between first and second micromere

quartet. This automatically excludes the non-ciliated groups, but their

cleavage types could be discussed in the light of the conclusions

reached here.

The cleavage pattern defines two regions of the larvae: the epi-

sphere, consisting of cells from the first micromere quartet, including

the primary and accessory trochoblasts, and the hyposphere ‘below’

the prototroch (Figures 21.1 and 21.2). The origin of different parts of

the central nervous systems from these two regions has been documen-

ted sporadically in a number of older papers on embryology of various

species, and some more recent studies provide information obtained

by modern methods including cell labelling. The literature on cell

lineage up to about 2004 has been summarised earlier (Nielsen 2004,

2005a). Here I will try to update the information and to incorporate

new information obtained from studies of Hox genes (see also Nielsen

2005b), with special emphasis on the origin of the nervous system.

C L E AV AG E PAT T E RN S AND C E L L L I N E AG E

Annelids and molluscs are the ‘core spiralians’ and the homology of

their cleavage patterns and cell lineages seems unquestioned (Henry

Evolving Pathways: Key Themes in Evolutionary Developmental Biology, ed. Alessandro
Minelli and Giuseppe Fusco. Published by Cambridge University Press.
# Cambridge University Press 2008.
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and Martindale 1999, Nielsen 2004). The general pattern can be illus-

trated by the cell lineage of the annelid Podarke (Figure 21.2), which

shows the origin of the primary, secondary and accessory prototroch

cells. Many smaller or larger deviations from this pattern have been

described, especially in the development of accessory and secondary pro-

totroch cells (review in Nielsen 2004). Many species with yolk-rich eggs

show more important deviations, the most conspicuous example being

the cephalopods, which have very large eggs and a discoidal cleavage

without any trace of the spiral pattern. However, it seems generally

accepted that this represents highly specialised conditions. Species

with planktotrophic larvae, and many species with lecithotrophic devel-

opment, have a conspicuous prototroch consisting of compound cilia on

multiciliated cells (the only known exception being the annelid Owenia,

which has single cilia on monociliate cells; see Emlet and Strathmann

1994). At metamorphosis, the trochoblasts degenerate and are either

resorbed or cast off.

Sipunculans show a spiral cleavage pattern, and the serosa of the

Sipunculus larva appears to develop as a fold from the periphery of the

episphere (Hatschek 1883), but the cell lineage has not been described.

Figure 21.1 Examples of spiralian larvae. The episphere, i.e. the cells

from the first micromere quartet of the spiralian cleavage, is light grey.

Carinoma has no prototroch, but large cells of the lineages of primary

trochoblasts (heavy hatching) and accessory and secondary trochoblasts

(light hatching) are cleavage-arrested and are resorbed at metamorphosis

like trochoblasts of other spiralians (see text).
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Very large primary and accessory trochoblasts have been identified

in Golfingia and Phascolopsis, but a prototroch with compound cilia

never develops. The prototroch cells degenerate at metamorphosis

(Gerould 1906).

Entoprocts have spiral cleavage with primary and accessory

trochoblasts (Marcus 1939, Malakhov 1990). The prototroch is retracted

at metamorphosis, and degenerating prototroch cells with slowly

beating compound cilia in a large vacuole have been observed in
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Figure 21.2 Cell lineage of an annelid as represented by Podarke (based on

Treadwell 1901). Blastomeres of the episphere are in the light grey areas.

The grey tones and the two types of cross-hatching correspond to similar

areas in Figures 21.1, 21.3 and 21.4. The origin of different parts of the

central nervous system is indicated (see text). It might be expected that

descendants of the cells 2a–c contribute to the ventral nervous system, but

this has not been investigated.
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the primary body cavity of newly settled juveniles of several species

(Nielsen 1971).

Early nemertine embryos clearly show the spiral cleavage pattern

(review in Nielsen 2005a). Cell lineage studies of the almost ‘direct’

developing Carinoma (Maslakova et al. 2004a, b) show that cells corre-

sponding to primary, accessory and secondary trochoblasts become

very large and look different from the other epithelial cells of the epi-

and hyposphere, although they do not develop a prototroch

(Figure 21.1). These cells degenerate at a ‘metamorphosis’, probably by

apoptosis, exactly like prototroch cells of annelids andmolluscs. The epi-

sphere is much larger than the hyposphere at this stage, but the follow-

ing development has not been studied. A cell lineage study of Cerebratulus

lacteus, which has a pilidium larva (Henry and Martindale 1998), shows

that the band of longer cilia along the edges of the larva is formed by

cells along the border between the first and second micromere quartet

(Figure 21.1) of a typical prototroch (with additional cells from the 3c

and 3d cells). The ciliary band is discarded together with other parts

of both epi- and hyposphere at metamorphosis. Other species with a

more or less direct development bridge the gap between these two

types of development. A number of species develop an outer layer of

large cells with or without cilia, and these cells are shed at metamorpho-

sis, exposing the adult ectoderm (Iwata 1958, 1960, Hickman 1963).

Thus, the episphere and prototroch appear to have a cell lineage and a

developmental fate like those of the other spiralians and they are prob-

ably homologous.

Platyhelminths (catenulids and rhabditophorans) show the spiral

cleavage pattern in early stages, whereas the later stages show an

enormous variation (review in Nielsen 2005a). Some polyclads have

the characteristic ciliated, probably planktotrophic larvae called

Müller’s or Goette’s larvae, with a circumferential, lobed band of

longer cilia (Figure 21.1). The cell lineage of this band is unfortunately

not known, but a comparison of the position of the borderline

between the first two micromere quartets and the position of the band

indicates that it has the same position as that of typical prototrochs

(Nielsen 2005a) and may thus be an ancestral spiralian character. The

ciliary band degenerates at metamorphosis (Ruppert 1978), just as

other prototrochs.

Thus, it can safely be concluded that annelids, molluscs, sipuncu-

lans, entoprocts, nemertines and platyhelminths fulfil the narrower

definition of spiral cleavage mentioned above. The ontogeny of the

nervous systems in these phyla will be discussed below.

402 Claus Nielsen



A spiral cleavage pattern has been reported from a gnathostomu-

lid (Riedl 1969), but no details were given. Spiralian-like characters of

rotifers and ectoprocts have been discussed elsewhere (Nielsen 2005a).

These groups will not be treated here.

The report of a spiralian pattern in the development of a phoronid

by Rattenbury (1954) is now generally interpreted as a misunderstand-

ing (Zimmer 1991).

ON T O G E N Y O F T H E N E RVOU S S Y S T EM

It has long been recognised that the various elements of the central

nervous systems of spiralians develop in a sequence, and ‘larval’ and

‘adult’ parts of the CNS have been recognised for example in molluscs

(review in Croll and Dickinson 2004). However, there has usually been

no emphasis on the cell lineage of the various ganglia (see Nielsen

2005a).

Apical ganglion

An apical organ with a tuft of long cilia is described in most of the

ciliated spiralian larvae. However, as shown below, it is necessary to dis-

tinguish between an apical ganglion and cerebral ganglia which may

develop in close apposition to the apical ganglion or more laterally.

The apical ganglion is usually stated to be derived from the rosette

cells, 1a111–1d111. The cells bearing the apical tuft are descendents of

these cells, but actual cell lineage studies are lacking, and several

species lack ciliated cells in one or more quadrants. Other species have

extensive ciliated areas around the apical pole, but their cell lineage

and association with a ganglion are uncertain.

Annelid trochophores generally have an apical ciliary tuft, but the

cell lineage of the cells of the apical ganglion has not been documented.

The apical tuft is always lost long before, e.g. in Polygordius (Woltereck

1902), or at metamorphosis, but the fate of the apical ganglion itself

seems to be unknown. There is much variation in the origin and

number of the various cell types of the apical ganglion. Spirobranchus

larvae (Lacalli 1981, 1984) have an apical ganglion comprising 16 cells,

one of which has a tuft of long cilia. Larvae of Phyllodoce (Lacalli 1981)

have an apical organ with five ciliated cells, three of which form a

long apical tuft, and three to four associated cells.

An apical tuft situated at the most apical cells occurs in almost all

ciliated molluscan larvae. However, there is much variation between the
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species. A number of ‘apical organs’ have been studied, but it is not

always clear whether the cephalic ganglia have been distinguished (dis-

cussion in Page and Parries 2000). Conklin (1897) observed four small

apical ganglionic cells in early veligers of the gastropod Crepidula and

observed their disappearance in later, still intracapsular stages (see

also Dickinson et al. 1999). Some species are reported to develop apical

cilia on cells from all four quadrants, but some species have cilia only

on 1c- and 1d-cells, and some have only one ciliated cell. The apical

ganglion of Ilyanassa consists of about 25 neurons, five of which are ser-

otonergic; it degenerates at metamorphosis through apoptosis

(Dickinson and Croll 2003, Leise et al. 2004, Gifondorwa and Leise

2006). Descriptions of ultrastructure and immunocytochemistry of a

number of species agree on this general picture (e.g. Marois and Carew

1997, on Aplysia; Page 2002, on Tectura; and Hinman et al. 2003, on Halio-

tis). The other classes have been studied less intensively, but information

in general agreement with that given for the gastropods is available for

solenogasters (Okusu 2002), polyplacophorans (e.g. Friedrich et al. 2002,

Voronezhskaya et al. 2002, Henry et al. 2004), scaphopods (e.g. van

Dongen and Geilenkirchen 1974) and bivalves (e.g. Tardy and Dongard

1993) (reviews in Croll and Dickinson 2004, Nielsen 2004).

Trochophores of the sipunculans Golfingia and Phascolopsis have an

apical ganglion with four ciliated cells with a very long ciliary tuft

(Gerould 1906). The Phascolion larva has a small apical ganglion with

an apical tuft and two to three FMRFamide-positive cells, but no seroto-

nergic cells. The prototroch nerve ring found in most trochophores is

lacking (Wanninger et al. 2005), in accordance with the interpretation

of the large ring of compound cilia not as a prototroch but as an acces-

sory post-trochal band (Nielsen 2005b).

The very large and complicated apical organ of the entoprocts is

believed to be a specialised apical ganglion, as indicated by the cell

lineage study of early stages of the development of Pedicellina (Marcus

1939); it disappears at metamorphosis.

Nemertines show a large variation in larval types, but almost all

are ciliated and have an apical organ with an apical tuft. In the pilidium

larva of Cerebratulus lacteus, the cells with the tuft develop from all four

quadrants (Henry and Martindale 1998). The almost ‘direct’ developing

Carinoma has a small apical organ originating from all four quadrants

(Maslakova et al. 2004b). The apical organ appears to be non-neuronal

(Lacalli and West 1985, Hay-Schmidt 1990). Most of the episphere with

the apical organ is shed at metamorphosis in the pilidium larvae

(Hickman 1963). In Micrura, the apical organ is shed with the larval
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ectoderm (Iwata 1958), and this may be the case for other species too, but

direct statements are lacking (Iwata 1960).

The origin of platyhelminth nervous systems is poorly known.

Lacalli (1982, 1983) made detailed transmission electron microscope

studies of newly hatched Müller’s larvae of the polyclad Pseudoceros

and reported the presence of a well-defined apical ganglion with four

to five monociliate apical cells surrounded by narrow gland cells; it

was well demarcated from the cerebral ganglia (brain). In Hoploplana,

the apical tuft develops from the 1a and 1c cells (Boyer et al. 1998).

The apical tuft disappears at metamorphosis (Ruppert 1978).

Thus it appears that the apical ganglion differentiates from the

cells of the apical rosette in all species investigated. The ganglion degen-

erates before or just after metamorphosis in all the species where its fate

has been followed.

Cerebral ganglia

The paired cerebral ganglia with a commissure below the apical ganglion

develop from cells of the first micromere quartet, close to or even

apposed to the apical ganglion (apical organ, see above) or more laterally

at the episphere. The cerebral ganglia are retained through metamor-

phosis as the anterior part of the adult brain.

There are many reports of development of cerebral ganglia in

annelids. They agree that the ganglia develop from paired thickenings

of the epithelium of the episphere lateral to the apical ganglion, but a

more precise cell lineage has only been indicated for Arenicola, where

Child (1900) suggested that the cells 1d112112 and 1c112112 should give

rise to the ganglia. The best-studied annelid is Platynereis, where Acker-

mann et al. (2005) reported that the cerebral ganglia develop from all

four cells of the first micromere quartet, but with the major part orig-

inating from the 1c- and 1d-cells. Some neurites were reported to

extend along the circumoesophageal connectives to the ventral longi-

tudinal nerves from the 1a–1c cells, and many neurites extend to the

ventral side from the 1d cell. The direct developing leech Helobdella has

a very small first micromere quartet and develops no apical ganglion,

but the cells give rise to the prostomium and part of the foregut plus

the cerebral (supra-oesophageal) ganglion, which is retained in the

adult brain (Nardelli-Haeflinger and Shankland 1993, Huang et al. 2002).

The development of cerebral ganglia from thickened epithelial

areas of the episphere has been reported from several gastropods, e.g.

Crepidula (Conklin 1897) and Lymnaea (Verdonk and van den Biggelaar
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1983), and similarly from solenogasters (Okusu 2002), polyplacophorans

(Henry et al. 2004) and bivalves (Meisenheimer 1901, Cragg and Crisp

1991) (review in Nielsen 2004).

In the sipunculans Golfingia, Phascolopsis and Phascolion, cells on the

ventral side of the apical cells form a thickening which develops into the

cerebral (supra-oesophageal) ganglia (Gerould 1906, Åkesson 1958,

1961). Wanninger et al. (2005) reported a few FMRFamidergic and seroto-

nergic cells in the cerebral ganglia of early larvae of Phascolion.

Entoproct larvae have a paired (most loxosomatids) or single (colo-

nial forms) frontal ganglion, which is usually associated with ciliated

cells and sometimes with eyes together forming the frontal organ. The

cell lineage has not been studied, but since nerves connect this organ

both to the apical organ and to a prototroch nerve (Nielsen 1971) it is

probably homologous to the cerebral ganglia of other spiralians. It is

lost at metamorphosis.

Nemertine development is indirect through the characteristic

planktotrophic pilidium or more or less ‘direct’ through a ciliated or

unciliated, spindle-shaped to spherical larva. The indirect development

is now quite well known through a number of classical studies and

the modern study of Cerebratulus lacteus using the fluorescent tracer tech-

nique (Henry and Martindale 1998). The ectoderm of the anterior part of

the juvenile worm inside the ‘amniotic cavity’ is formed from the two

cephalic discs, which develop from the micromeres 1a and 1b. The

cephalic ganglia develop from the ectoderm of the cephalic discs

(Salensky 1912, Henry and Martindale 1998), i.e. from the episphere as

in the other spiralians (Figure 21.3). The ‘direct’ developing species

(and various intermediate types) are not so well known, and the cell

lineage of the cerebral ganglia is unknown. However, development of

cerebral ganglia from groups of cells lateral to the apical ganglion has

been reported from a number of groups, e.g. Procephalothrix, Tubulanus

and Emplectonema (Iwata 1960) and Carinoma (Maslakova et al. 2004a). It

should be noted that the ‘dorsal’ and ‘ventral’ brain ganglia are pre-

oral, encircling the proboscis, and have been reported to develop

through differentiation from the paired cephalic ganglia (Friedrich

1979). Hay-Schmidt (1990) stained nerve cells in late pilidium larvae

with a young juvenile inside. Concentrations of serotonergic processes

were observed representing dorsal and ventral cerebral ganglia together

surrounding the developing proboscis.

As mentioned above, the origin of the platyhelminth nervous

system is poorly known. Surface (1907) reported that the cerebral

ganglia of the polyclad Hoploplana should differentiate from descendants
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of the cells 1a11221–1d11221. This was questioned by Kato (1940) who

studied a number of polyclads, both species with direct development

and species with Müller’s larvae, but his alternative interpretation is

very difficult to follow. Lacalli (1982, 1983) studied newly hatched
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Figure 21.3 Development of the juvenile inside a pilidium larva. A, C

and D, larvae seen from the left side; B is a schematic horizontal section

passing through the openings of the ectodermal pouches with the imaginal

discs. The ectoderm of the juvenile develops from the inner walls of the

cephalic, trunk and dorsal discs whereas the cerebral pouches give rise

only to the cerebral organs. The light grey colour indicates the whole

episphere in A and B, and the cephalic imaginal discs in C and D. The brain-

anlagen at the cephalic imaginal discs are cross-hatched. Based on Salensky

(1912) and Henry and Martindale (1998).
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Müller’s larvae of Pseudoceros and found a well-defined cerebral ganglion

with two paired nerve cords extending posteriorly; the short, anterolat-

eral pair abutted the peripheral nerve along the frontal ciliated lobe and

the longer posterolateral pair reached the same nerve at the lateral

lobes. Boyer et al. (1998) re-studied the cell lineage of Hoploplana using

tracer techniques and found that the eyes are differentiated from the

1a and 1c cells, but the brain was not observed. Scattered nerve cells

originating from the first micromere quartet were observed in a

pattern generally resembling the larval nervous system described by

Lacalli (1982, 1983) for Pseudoceros; which in turn resembles the

nervous system in the episphere of annelid larvae (Lacalli 1984).

Thus, the cerebral ganglia develop from the episphere and are

retained as part of the adult brain in all well-studied species, except in

the entoprocts, where the frontal ganglion is lost at metamorphosis.

Ventral nerves

Most of the spiralians have a pair of ventral nerves connected to the

brain through perioral connectives. The embryological origin of these

nerves is in most cases unknown, but a number of studies on annelid

embryology show origin from the somatoblast, i.e. the 2d cell.

Cell lineage studies of a number of polychaetes, e.g. Arenicola

(Child 1900), Chaetopterus (Henry and Martindale 1987) and Platynereis

(Dorresteijn 1990, Ackermann et al. 2005), show that, at least in

species with unequal cleavage, the descendants of the 2d cell cover

almost the entire hyposphere, finally fusing ventrally along the fusing

blastopore lips. A similar pattern was observed in the equally dividing

Polygordius by Woltereck (1904). The paired ventral nerves differentiate

from the ectoderm along the fusion line, and Dorresteijn (1998) demon-

strated that the cholinergic cells of the ventral ganglia in 3-setiger larvae

of Platynereis are descendants of the cells 2d1121 and 2d1122. The two pos-

terior ‘pioneer cells’ descend from 2d2 and 2d12. The elegant cell label-

ling study of Platynereis by Ackermann et al. (2005: their Fig. 31)

showed that cells of the 2d lineage extend pre-orally along the posterior

side of the cerebral ganglia. With the fusion of the ventral nerves pos-

terior to the mouth, a composite perioral brain is formed (see

Figure 21.4). The leeches, such as Helobdella, are direct developers and

their cleavage pattern is somewhat modified. The 1D cell divides into

two large cells, the M cell, which gives rise to the mesoderm, and the

NOPQ cell, which gives off three micromeres and then divides bilaterally

giving rise to the two sides of the whole segmented ectoderm. Each of

408 Claus Nielsen



the large NOPQ cells divides into a transverse row of four teloblasts, and

by their anterior proliferation the two germinal bands elongate and

spread laterally, so that they finally fuse along the ventral midline. Ante-

riorly, the two germ bands move around the small episphere with the

mouth and brain (Nardelli-Haeflinger and Shankland 1993, Shankland

and Savage 1997). Neuroblasts differentiate from all teloblasts, but the

main parts of the ventral ganglia develop from cells of the median row

of cells, called N (Weisblat et al. 1984). The anterior part of the germinal

plate fills the ventral ‘gap’ in the horseshoe-shaped cerebral (supra-

oesophageal) ganglion, together forming the circumoral brain.

The ventral nervous system of most molluscan groups is a compli-

cated array of specialised ganglia, which in many cases fuse to form a

complicated perioral loop of ganglia. Only the polyplacophorans have

an unganglionated system; here Kowalevsky (1883) reported that the

lateral and ventral nerves differentiate from the postoral ectoderm, but

the anterior parts were not studied. The bivalve Mytilus develops a

double row of lateroventral ganglia, pleural, parietal, visceral and

pedal, from the ectoderm of the hyposphere (Raineri 1995), and a pre-

oral commissure between the pleural ganglia gives the ventral nervous

system a shape resembling that of the hypothetical ancestor shown in

Figure 21.4. The development of the gastropod nerves is more difficult

to follow, and most studies do not state the origin of the ganglia, but

Figure 21.4 Larval and adult central nervous systems of a hypothetical

ancestral spiralian with a planktotrophic trochophora larva. The grey

shades and the two types of cross-hatching correspond to the similar areas

in Figure 21.2.
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the general pattern can in most cases be interpreted as modified from

that ofMytilus (several studies, e.g. Dickinson and Croll 2003, on Ilyanassa,

and Hinman et al. 2003, on Haliotis). ‘Pioneer cells’ resembling those

described from Platynereis have been found, for example in the gastropods

Crepidula and Ilyanassa (Dickinson et al. 1999, Dickinson and Croll 2003).

In the sipunculans Sipunculus, Golfingia, Phascolopsis and Phascolion,

the development of a median nerve cord from the ventral ectoderm was

reported by Hatschek (1883), Gerould (1906) and Åkesson (1958), but the

origin of the connections to the cerebral ganglia was not observed. In

tear-drop stages of Phascolion, Wanninger et al. (2005) observed

FMRFamide-positive cells forming a paired rudiment of the ventral

nerve cords some distance behind the cerebral ganglia. During the fol-

lowing development, these two cell groups become more solid and

grow anteriorly to reach and fuse with the cerebral ganglia and poster-

iorly to become paired components of the ventral nerve cord. Serotoner-

gic cells form a delicate loop around the oesophagus from an area just

behind the few serotonergic cells of the cerebral ganglia to a ventral

area with a number of nuclei. In later stages, the posterior parts of

this loop extend posteriorly as a paired, and more posteriorly unpaired,

mid-ventral nerve cord.

The sessile entoprocts develop a dumbbell-shaped ventral ganglion

after metamorphosis (Nielsen 1971), but its cell lineage has not been

studied.

The origin of the ventral part of the central nervous system of

nemertines is notwell knownand the old accounts are partially contradic-

tory. In Geonemertes, Hickman (1963) reported that a pair of longitudinal

nerves extending from the brain to the tail originates from thickenings

of the adult ectoderm below the larval ectoderm, i.e. from the hypo-

sphere. A late pilidium larva with a young juvenile inside stained for ser-

otonin showed a nerve loop around themouth confluent with the ventral

cephalic nerve concentrations (ganglia and their commissure), posteriorly

extending ventrolaterally almost to the posterior tip of the juvenile (Hay-

Schmidt 1990). The shape and position of this bundle of nerve processes

indicate that it represents the ventral nerve system.

Platyhelminths generally have a pair of longitudinal main nerves,

but their origin is unknown (Reuter and Halton 2001).

H OX G E N E E X P R E S S I O N

There are surprisingly few reports of Hox gene expression in spiralians.

To my knowledge, only a few annelids and molluscs have been studied.
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The polychaete Chaetopterus has been studied by Irvine and Martin-

dale (2000) and Peterson et al. (2000b). In the early larval stage, Hox1

expression was seen in an area described as the foregut–midgut bound-

ary, which corresponds to the blastopore lips around the anterior part of

the blastopore, i.e. in the zone where the ventral nerves differentiate. In

the middle larval stages, Hox1 and Hox2 expression was seen

in the anterior parts of the ventral nerves, which are widely separated

in this highly aberrant polychaete. All Hox1-5 genes are expressed in

the ventral nerves and the pygidium in the middle and late stages, and

low concentrations of transcripts are found already at the early gastrula

stage. No Hox gene expression was seen in the prostomium. In the leech

Helobdella, Kourakis et al. (1997) found expression of Hox1 (Lox7) through-

out the segmented ventral nervous system, but not in the prostomium.

Hox genes have been identified in a number of gastropods and

bivalves, and the bivalve Pecten maximus shows all the genes of the

‘typical lophotrochozoan Hox cluster’ (Canapa et al. 2005). However,

only the studies of Giusti et al. (2000) and Hinman et al. (2003) on Haliotis

deal with the gene expression. No Hox gene expression was found in pre-

trochophore stages and in the trochophores, the Hox gene expression

was restricted to the posttrochal ectoderm, i.e. the hyposphere. Hox1

was expressed only in a ring along the shell gland in the trochophore,

Hox2 (and Hox3 with low intensity) only in the pedal ganglion of the

pre-torsional veliger, and Hox3–5 in an antero-posterior temporal

sequence in the pleural, oesophageal and branchial ganglia. Hox4

further became expressed along the mantle edge of the competent

veliger, indicating that some of the Hox genes also become involved in

the organising of later developmental stages.

Nevertheless, these few studies indicate that Hox gene expression

is limited to the hyposphere of the spiralian larvae, and this should

make it possible to distinguish the cerebral component (without Hox

gene expression) from the ventral component (with Hox expression) in

the circumoral brains of dual origin.

C ON C L U S I O N S

The above discussions support the conclusions of Peterson et al. (2000a)

and Peterson and Eernisse (2001) that the spiralians (Annelida, Mollusca,

Sipuncula, Entoprocta, Nemertini and Platyhelminthes s.str.) form a

monophyletic group having an ancestor with a trochophora larva.

They were uncertain about the inclusion of the ‘Lophophorata’, but it

should be emphasised once again that phoronids and brachiopods
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show none of the characters discussed here (except the larval apical

ganglion which appears to be a eumetazoan synapomorphy). The

trochophore is highly modified in many groups, for example in proto-

branch bivalves, in nemertines, both in types with a pilidium larva

and with a ‘direct’ development, and in certain annelids, e.g. Polygordius

(see reviews in Nielsen 2004, 2005a). However, the occurrence of

(for example) pericalymma larvae of various types within genera (e.g.

the polychaete Polygordius and the bivalve Lyrodus, see Nielsen 2001)

where other members of the genus have unmodified trochophores

clearly indicates that the trochophore can easily be modified in

various directions.

Three components of the central nervous system (Figure 21.4) can

be recognised with more or less certainty in all spiralian phyla.

The apical ganglion is found in almost all species having a ciliated

larva, but its nature as a nervous centre is not well documented. It dis-

appears before or at metamorphosis in all eumetazoans (perhaps with

the exception of the ctenophores).

The origin of the cerebral ganglia from the episphere, separate

from the apical ganglion is well documented in all phyla, and it is

retained as an important component in the adult brain in all groups

but the entoprocts. Hox gene expression has not been observed in the

cerebral ganglia, and is probably lacking totally in the episphere.

The origin of the ventral nerves is less well documented, but the

studies of the polychaete Platynereis demonstrate that the ventral

nervous structures surround the mouth, extending posteriorly along

the fused blastopore lips to the anus. The nervous system of the sipun-

culan Phascolion shows a morphological development which fits the pre-

dicted development. Its juvenile brain is indeed composed of the cerebral

ganglia and anterior elements of the perioral nerve ring, i.e. the pre-oral

part of the periblastoporal nerve ring, but the cell lineage is unfortu-

nately unknown. Also, the gastropod Haliotis shows development of

post-trochal ganglia with Hox gene expression.

The general picture which has emerged through this study will, it

is hoped, inspire new studies of the development of nervous systems in

spiralians (and other bilaterians), which combine observations on cell

lineage, origin of ganglia and nerve cords, and gene expression.
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