


SPACE AND TIME IN PERCEPTION AND ACTION
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1

Space and time: the fabric of thought and reality

beena khurana and romi nijhawan

Space and time are modes by which we think and not the conditions in
which we live.

– Albert Einstein

Since the beginning of sentience, the fabric of reality has been the subject of intense
curiosity, and the twin concepts of space and time have figured prominently in the thinking
of individuals of various intellectual persuasions. Understanding in science has advanced
significantly through the postulates that underpin coherence and precision in the represen-
tation, and measurement, of space and time. These advances have formed the bedrock of the
development of many disciplines. However, until the latter half of the nineteenth century
many properties of space and time were assumed and therefore remained unquestioned. For
example, the implicit acceptance of concepts such as absolute space (a coordinate system
at rest, relative to which all inertial frames move at constant velocity) and absolute time (a
universal time independent of any “clock” or mechanism) made most issues related to space
and time impervious to empirical investigation and theoretical debate. This state of affairs
was robustly challenged by scientists such as Ernst Mach, who among others imagined
observers equipped with measuring devices (rulers and clocks) arriving at concepts at odds
with notions of absolute space and absolute time.

Many well-known scientists whose work spanned the latter half of the nineteenth century
(Mach included) crossed the disciplinary boundaries of physics, philosophy, and vision
science. In Mach’s thinking on space and time, the observer’s sense perception played a
critical role. Mach (1890) wrote: “The facts given by the senses . . . are the starting-point and
the goal of all the mental adaptations of the physicist [and] the source of every hypothesis
and speculation in science.” This statement is reminiscent of another by von Helmholtz
(1867): “Apprehension by the senses supplies . . . directly or indirectly, the material of all
human knowledge . . . there is little hope that he who does not begin at the beginning of
knowledge will ever arrive at its end” (cited in Warren & Warren 1968). It is noteworthy
that, although in the new conception of space and time to emerge in the early part of the
twentieth century the observer played an integral role, the meaning of the term “observer”
remained obscure. Thus, although it was implicit that the observer’s nervous system was
part of the causal framework, one may ask: Which component(s) of the nervous system
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2 1 Space and time: the fabric of thought and reality

are relevant? It is amply apparent that a deeper understanding of space and time, from
any point of view, will require a more complete understanding of the observer’s nervous
system. We suggest that sensory and motor processes in particular not only involve neural
representations related to space and time but, more critically, form the basis of the scientist’s
conception of space and time.

One change apparent in postrelativity thinking is that space and time are no longer thought
of as distinct dimensions (Minkowski 1908). We believe it is time for a critical review of
separate treatments of space and time in neuroscience and psychophysics. Our unifying
efforts are akin to previous efforts by scientists to remove the sharp boundary that is often
assumed to exist between perception and action. From a biological standpoint, change and
its detection are crucial to the animal’s survival. We contend that change, or more generally
spatiotemporal events, are the most important stimuli for the nervous system, so it is natural
to think of space and time within a unifying perspective.

Change, its detection, and an appropriate response to it are crucial features of all animal
behavior. For a single-celled organism, detection of change in the concentration level of
some chemical is key to survival. The goal of both internal processes within the animal and
its overt behavior in the environment is to maintain homeostasis. For multicelled organisms,
change is frequently associated with movement, either because the change itself is due to
movement in the environment or because the animal must respond to change with move-
ment. Furthermore, it is well established that change, or any spatiotemporal discontinuity,
is a potent stimulus for animal nervous systems. For example, critical information about
objects is available at color or luminance edges; stimulus onsets and offsets cause neurons
to respond vigorously, whereas static stimuli frequently do not produce a neural response
at all, particularly in immature nervous systems; retinal image stabilization (i.e., removal of
change) causes visual percepts to disappear rapidly, and so on. Thus, even from a biological
standpoint, space and time are naturally connected, and the sharp (intuitive) divide between
the two is misleading. It is interesting that a unification of space and time from the point
of view of neuroscience and psychophysics seems linked to a unification of perception and
action already suggested by a number of notable scientists (e.g., Sperry 1952; Rizzolatti
et al. 1997). In conclusion, space and time are connected if one considers moving bodies
and clocks from a physical perspective, and when one considers the most significant type
of stimulus for biological systems, namely change.

Traditionally, psychologists and neuroscientists treat problems concerning space and
time as more or less two separate and independent problems for investigation. For example,
in David Marr’s seminal book Vision, the spatial aspects of vision were given considerable
coverage in stark contrast to the limited analysis accorded to the dimension of time. This
is partly because visual pathways are geared to the processing of spatial dimensions. For
example, in the domain of space, hyperacuity-level performance (Westheimer 1979) in the
two-dimensional plane and in depth appear unrelated to time. Temporal hyperacuity has
also been reported (Rose & Heiligenberg 1985). However, such levels of responsiveness
require integration over space and time. So, the dimension of time is part and parcel of
sensory processes even when its role is not apparent or explicitly investigated. Ironically,



1 Space and time: the fabric of thought and reality 3

integration processes that support many types of performance by sensory systems, hyper-
acuity included, are themselves slow. The large latency of visual processes has been reported
time and again (Aho et al. 1993).

On the other hand, of the many articles and books published on the topic of time, few give
due consideration to spatial dimensions. One reason for separate empirical investigations
of space and time could be that the spatial analysis of events on the one hand, and the
timing of events on the other, is carried out by highly distinct mechanisms in the brain. The
most natural way to analyze the problem of space is in terms of topographic mapping of
the receptor epithelia onto the surfaces of both subcortical and cortical structures, whereas
the mechanisms that underlie temporal processing of events may be highly varied. For
example, timing mechanisms may be localized in cerebellar processes, motor networks
involving the frontal cortex, parietal networks, or some combination thereof. Disparate
networks responsible for temporal processing are engaged as a function of the task at hand,
with different tasks requiring different networks. These processing differences between
space and time may limit an integrated treatment of the two.

Nonetheless, there are important justifications for positing that a unified treatment of
space and time is both timely and fruitful. For example, many scientists hold that vision
cannot be separated from action, and although vision is often discussed without regard to
time, action certainly cannot be similarly divorced from time. There is another aspect to
considerations of the dimension of time in vision. Visual perception is not instantaneous;
time makes its presence felt in visual processing, particularly because there are significant
neural delays at the level of phototransduction and the transmission of receptor signals to
the primary visual cortex and beyond. These delays have obvious implications for sensory
processes engaged with dynamic visual events and for the motor system’s ability to utilize
the output of these processes for action. Where change is associated with movement in the
visual environment, as is frequently the case, neural delays or issues of time directly impact
issues of space. Thus, the relevance of time for vision, already well established for research
on auditory processes, is beginning to be appreciated.

A unified treatment of time and space is apparent in the list of chapters. One chief
methodology employed by researchers to address problems of space and time involves the
study of “illusions,” particularly when these illusions are related to or caused by actions. It
is well known that animals such as humans are subject to a number of “illusions” related
to dimensions of space and time. Action related to perception is thus liable to potential
errors unless one takes the strict position that parallel neural streams subserve perception
and action. It is doubtful, however, that the two streams are completely independent of
each other. In the recent past, researchers have identified and scrutinized several important
“illusions.” The sixty-four-thousand-dollar questions are: Can the nervous system compen-
sate for these illusions to produce accurate behavioral output? Does the nervous system
need to compensate for these illusions, or do these illusions actually aid in the production
of adaptive behavior? These questions have become more central to the work on space
and time in the last several years. Research conducted in response to such questions is the
mainstay of this book.
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We bring together theoretical treatments and empirical findings from a number of neuro-
scientists and psychophysicists with significant experience in the study of space and time.
The twin issues of localization in space and time are covered in this book. Two conferences
on the topic of Space–Time were key to providing a wellspring of ideas from which this
book took shape. The first was titled “Visual Localization in Space–Time” and was held
at the University of Sussex (August 2002); the second focused on “Problems of Space and
Time in Perception and Action” and was held at the California Institute of Technology
(June 2005), as part of the proceedings of the annual conference of the Association for the
Scientific Study of Consciousness (ASSC 9). We seek to capitalize on the many fruitful
areas of investigation that have emerged in the past several years, and bring together the
approaches of scientists who treat time and space as two faces of the same coin (see, e.g.,
Schlag & Schlag-Rey 2002). The thinking and experiments of researchers working on these
topics are presented in a single volume to encourage greater synergism in this exciting field
of investigation. This book will achieve its goal if it challenges scientists to bring future
questions on space and time under a common umbrella of investigation.

Given that perception is not instantaneous, logic dictates that real-time action must
acknowledge and overcome delays inherent in the nervous system. Therefore, we begin
with action and the requisite computations of space and time for accuracy in action.
Interrogating visual stability in the presence of eye movements has offered insight into
the representation of visual space. The late Hitoshi Honda (Chapter 3) deftly analyzes the
texture of visual space surrounding a Saccadic eye movement in the presence and absence of
visual input. Memory is presented as a cocontributor to vision in maintaining a stable visual
world (Lappe, Michels, & Awater, Chapter 4). Using Saccadic eye movements, a case is
made for sensorimotor control that requires representations of both space and time (Schlag
& Schlag-Rey, Chapter 2), whereas a breath of fresh air for psychophysics is presented by
the relativistic-like effects of spatial compression and time dilation as a result of shifting
gaze (Morrone, Ross, & Burr, Chapter 5). Matin and Li (Chapter 6) make the argument for
stability based on a quantitatively precise cancellation function between retinal input and
extraretinal position information and the elimination of presaccadic persistence. However,
because the underestimation of eye deviation renders compensation via extraretinal signals
incomplete, it is provocatively proposed that extraretinal signals are not in the service of
compensating prior retinal signals but actually destroying them (Bridgeman, Chapter 7).

What about seeing for reaching? Evidence is sought but none found for object pur-
suit producing “spatial advanced” representations for overcoming neuromuscular delays
(Brenner & Smeets, Chapter 8). At the close of this section the relationship between visual
motion and goal-directed reaching is reviewed to conclude that visual motion, although
shown to compromise the accuracy of goal-directed reaches, can also contribute to accurate
reaching behavior (Whitney, Murakami, & Gomi, Chapter 9).

These initial chapters pivot around representations for action. They are then followed
by two sets that focus on temporal and spatial phenomena in perception. We begin with
those focused on temporal processing. Going backward in time, a.k.a. temporal antedating,
is offered as an account of saccadic chronostasis, or the perceived temporal lengthening
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of a visual stimulus postsaccade (Yarrow, Haggard, & Rothwell, Chapter 10). Verstynen,
Oliver, and Ivry (Chapter 11) measure temporal perception as a function of self-initiated
actions to provide compelling evidence for anticipation not only rendering accuracy in
action (nothing particularly new there) but critically also affecting our percepts. The result
of an investigation into the influence of spatial configurations on perceived durations
becomes the basis for spatial priming in temporal kappa effect (Aschersleben & Müsseler,
Chapter 12). Then we go on to the perennial problem in vision of establishing coherence out
of disjointed sources of information, that is, binding. Temporal binding of visual information
has become an intensely researched and fiercely debated enterprise. Clifford (Chapter 13)
incisively analyzes both empiricisms and theoretical positions in this burgeoning area of
research. Latency differences (Arnold, Chapter 16) and time markers (Nishida & Johnston,
Chapter 17) are contrasted with a view that feedback from higher cortical areas to primary
visual cortex account for perceived asynchronies. Concordant with this view is the proposal
of a high-level brain program for timing based on data for perceived synchronicity of pairs
of motion stimuli and pairs of motion and flicker or motion and flashed stimuli (Lankheet
& van de Grind, Chapter 18). Eagleman (Chapter 14) attempts to square the issue of
processing speed and perceived time by suggesting that the brain computes percepts by
waiting for the arrival of the slowest signals. The perception of simultaneity is considered
a productive approach to how the brain accurately time stamps events when the process of
time stamping itself takes time (Harris, Harrar, Jaekl, & Kopinska, Chapter 15).

Time translates into space. Kerzel (Chapter 19) and Maus (in Maus, Khurana, &
Nijhawan, Chapter 27) both bring the classic findings of Fröhlich, Rubin, and Metzger
to a wider academic community: The original findings were published in German and
remained inaccessible to many interested in the current debates on the spatial and temporal
aspects of motion perception. Kerzel attempts to reconcile the Fröhlich effect with the
newly discovered onset repulsion effect, whereas Hubbard (Chapter 20) organizes the
various theories and models of representational momentum. Based on their assumptions
and prowess in terms of accounting for data, Nagai, Suganuma, Nijhawan, Freyd, Miller,
and Watanabe (Chapter 21) divvy up representational momentum and the flash-lag effect
based on different conceptual influences. The chopsticks illusion offers a window into
visual parsing and is used to interrogate whether spatial offsets in the flash-lag effect are
computed after motion parsing. Both the chopsticks illusion and reversed phi suggest that
the flash-lag effect is a function of motion processing before perception of moving objects
(Anstis, Chapter 24).

No understanding of a perceptual phenomenon is complete without a consideration
of the role of attention. Baldo and Klein (Chapter 23) carefully scrutinize attention shift
delays as modulators and causes of perceived spatial offsets between moving and stationary
flashed stimuli. Jancke and Erlhagen (Chapter 25) offer a computation model with biological
underpinnings that brings under a shared canopy the Fröhlich, flash-lag, and representational
momentum effects. Changizi, Hsieh, Nijhawan, Kanai, and Shimojo (Chapter 26) extend
the conceptual canvas further to account for whole classes of geometrical illusions based
on the visual system’s estimate or “guess” as to the visual syntax of the next moment.
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They argue that the visual system’s foreknowledge, anchored in exploiting the ecological
regularity of forward motion, permits latency correction when forward motion is visually
implied. The section closes with an evaluation of various accounts of the flash-lag effect
such as differential latency (Kafaligönül, Patel, Öğmen, Bedell, & Purushothaman, Chapter
22), postdiction, and attentional cuing, both theoretically and in light of new data on
unpredictable motion (Maus, Khurana, & Nijhawan, Chapter 27).

In the end, one must tackle visual awareness. Enns, Lleras, and Moore (Chapter 28)
suggest that perceptual continuity, in the presence of chaotic spatiotemporal inputs, is
preserved by operating at the level of objects – object updating. Evidence from visual
masking, the flash-lag effect, priming, and perceptual asynchronies is presented in favor
of this account. The final two chapters take a stab at the contents of awareness with
VanRullen, Reddy, and Koch (Chapter 29) relating the continuous Wagon Wheel illusion
to the underlying quasi-periodic brain processes and Bachmann (Chapter 30) offering
streamed/continuous stimuli as privy in terms of visual awareness.

We have attempted to be broad and inclusive in our coverage. We hope the diversity of
positions adopted in the following chapters, the variety of perceptual phenomena investi-
gated, and the numerous approaches to synthesize first and foremost inform the audience
with state of the art in this field. For the future, we look forward to this collection rendering
a platform for the problems of space and time in perception and action upon which the next
generation of science can build. We tip our hats to Captain Kirk by closing with the thought
that space–time is the final frontier in the exploration of our visual world.
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The internal eye position signal, psychophysics,
and neurobiology

john schlag and madeleine schlag-rey

Summary

“Real-time sensorimotor control requires the sampling and manipulation not only of parameters
representing space but also of those representing time. In particular, when the system itself has
inherent processing delays, it invites a situation in which sampled parameters from a peripheral
sensor may no longer be valid at the time they are to be used, due to the change in state that
took place during the processing delay” (Dominey et al. 1997). In this chapter, we focus on
the situation in which a visual stimulus is flashed near the time of a saccade, and the subject’s
task is to orient the eyes toward the site where the stimulus has been. To perform this task in
complete darkness, the subject’s brain has to rely on only two signals: retinal error signal and
internal eye position signal (iEPS). This is one of the most interesting situations in which the
brain has to compute something in the face of specific physical odds (e.g., very long latencies),
and we have some hints on how it proceeds. We analyze the time course of the iEPS – which
appears quite distorted – using electrical stimulation of brain structures, instead of natural
visual stimuli, to provide the goal to be localized. Different hypotheses are then discussed
regarding the possible source and possible neural correlate of the iEPS.

Although vision is usually thought of as a continuous process – continuous in space and
time – it is periodically interrupted by rapid eye movements called saccades. These are the
movements you make while reading this text. Saccades are necessary because the limited
part of the world you see well is the tiny one projecting its image on your fovea. In the retina,
only the fovea has a resolution comparable to that of modern digital cameras. Therefore,
when a new site of interest appears, you need to reorient your retinal fovea. This may
happen several times per second. Each time, even though you don’t realize it, your vision
becomes transiently vulnerable (much more than during a blink, Deubel et al. 2004). There
are several kinds of visual disruptions that may occur at the time of saccades: first, a relative,
temporary blindness to changes in the environment (particularly displacements of visual
objects) called saccadic suppression (Dodge 1900; Diamond et al. 2000); second, a shift of
the apparent location of visual stimuli briefly presented near the time of saccades (Matin &
Pearce 1965; Bischof and Kramer 1968; Pola 1976; Mateeff 1978); and third, an apparent
bringing closer together of simultaneous visual stimuli, described as space compression
(Ross et al. 1997). These three phenomena have about the same time course. As they start
appearing for stimuli presented well before saccades (e.g., more than 100 msec) and fading
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out for stimuli presented well after saccades (e.g., more than 100 msec), clearly their cause
cannot be simply mechanical: they cannot be due to the displacement of the eyeball (and
the retina with it).

This chapter deals with the perisaccadic mislocalization of brief stimuli that, in darkness,
consists in an illusory shift of their position. There are two ways to reveal and measure
this shift: one method is perceptual (e.g., locating the test flash with respect to a ruler
or a landmark), the other is targeting the visual stimulus (e.g., looking or pointing to
the site where it has been). Although initially the results obtained by these two methods
were thought to be different (Hallett & Lightstone 1976; Hansen & Skavenski 1985), most
recent studies indicate that both methods produce equal mislocalization (Honda 1989, 1990;
Dassonville et al. 1992a, 1995; Bockisch & Miller 1999; Boucher et al. 2001). When a
shift is observed, its direction and amplitude depend on the timing of the test stimulus.
For stimuli presented before the saccade, the shift is in the direction of the saccade. For
stimuli presented during the saccade or later, the shift decreases and, for some subjects may
even reverse to the opposite direction (e.g., Honda 1990). Complete darkness provides the
best condition to demonstrate the shift because, were visual landmarks available, the brain
would rely on these cues to recognize spatial relationships (see Bridgeman, this volume),
and the phenomenon of compression would also arise (Ross et al. 1997). It is true that
mislocalization can still exist in the presence of visual cues and even in the absence of
saccades (for instance, when stimuli are moved at saccadic speed in front of an immobile
eye, e.g., Ostendorf et al. 2006). But here we are concerned with the saccadic mechanism.
Therefore, ideally, the demonstration of perisaccadic shift should be designed with only
one test stimulus: preferably a very brief flash and nothing else (no point of fixation and
no saccade target). In such an experiment, Dassonville et al. (1995) flashed a point-like
stimulus for 2 msec near the time of saccades that subjects had learned to perform upon
auditory command. Subjects were instructed to make a first saccade of a given dimension
in a specified direction, and then a second saccade to the unmarked site of the flash. In
this experiment, targeting was used to measure the mislocalization because any visual cue
(e.g., ruler) was to be avoided. A mislocalization of the site of the flash was then observed,
which could reach a maximum shift, up to 70% of the first saccade amplitude, when the
flash occurred just before saccade onset.

To understand why this mislocalization happens, one should realize that the visual system
is slow. It is so slow that it takes more time for visual information to reach the brain than it
takes to make a saccade. Therefore, if a flash occurs just before a saccade, the signal that it
has occurred is decoded in your brain only after that saccade is completed. How could you
ever locate the flash? You could, but only if your brain knows exactly how your gaze was
oriented at the instant of the flash. For this purpose, the brain must be able to access – at the
proper time – a signal faithfully representing the time course of the saccadic displacement.
Is such a signal available? Imagine that you look at a wallpaper that shows a uniformly
repetitive pattern of blackberries: how do you know which blackberry you are looking at?
Possibly one of the blackberries is perceived with a higher resolution, but this does not
help much. You cannot discriminate any blackberry by its visual characteristics because
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Fig. 2.1 Determination of the iEPS using stimulus mislocalization in complete darkness. Four trials
with traces of horizontal eye position recorded by a magnetic scleral coil in a human subject. Two
brief stimuli were flashed: T and either A, B, C, or D at indicated times relative to the onset of the
saccade to T (= 0 msec). The subject was instructed to make a saccade to T and then to the site where
the second flash (A, B, C, or D) was perceived. The delay of the second saccade was not imposed and,
therefore, varied in different trials. Black vertical arrows represent retinal vectors. Dotted black curve
represents derived iEPS signal. Usually data in such experiments are much noisier than suggested by
plotting just a few points as here (see Fig. 2.2 Visual). Other details are described in the text.

all blackberries are the same, and all are at equal distance from each other. Yet apparently
you can single out the one you are looking at, as proven if you are allowed to point with
your hand (even if you do not see your hand). This seems to imply that there is some sort
of a virtual crosshair in your brain that indicates to you where you look. Although this
crosshair is invisible, its position is available in terms of its coordinates with respect to the
head (and it will be readjusted if you wear prism goggles). This is the internal (or inferred)
eye position signal (iEPS). As introduced here, this notion is abstract; we are not referring
to any particular biological signal that has yet been identified.

In the absence of other visual cues, the brain can calculate the position of a stimulus
briefly presented during a saccade only by adding the iEPS to the retinal position of the
stimulus. Absent any internal delay, this addition would be performed in “real time” and
the localization of the stimulus could be correct. If it is not correct, we may assume that
the iEPS is in error, and from this error we can calculate the iEPS time course. This
calculation, explained by the example of Fig. 2.1, is the reverse of the operation specified
at the beginning of this paragraph, that is:

iEPS = [retinal position minus saccadic displacement]

Figure 2.1 shows, superimposed, four traces of the horizontal eye position of a subject
trying to look successively at the sites of two briefly flashed targets in complete darkness.
It is essential that the stimuli be brief because mislocalization diminishes with long stimuli
(e.g., ≥50 msec; Vliegen et al. 2005). This is not surprising: if stimuli are too long, they start
too soon before the saccade (i.e., they are no longer really perisaccadic), or they continue
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during the saccade and are seen as streaks of light, which helps in their localization. In all
four trials the two target locations were the same, but their timing was not. First, target
T was always turned on at the start of the trials, whereas the timing of the second target
(A, B, C, or D) varied. Thus target A preceded the onset of the saccade to T by 127 msec.
Target D followed the offset of the saccade to T by 130 msec. The eye records show that,
in both cases, the subject located the second target (A or D) accurately: her gaze movement
landed successfully on these sites. The explanation of these successes is straightforward.
For target D, the subject had just to register the size of the retinal vector (i.e., distance from
stimulus to the fovea, represented in the figure as a black vertical arrow). For finding the
position of target A, the subject had two possible solutions. The first one was to take into
account the amplitude of the saccade to T and subtract from it the retinal vector to A. The
second solution was to estimate the distance between T and A and plan a saccade of that
size. Both strategies work. The first one is called egocentric because it relies on spatial
measurements made with respect to the subject’s body (in this case, where the subject was
looking). The second one is called allocentric (or exocentric) because it relies exclusively
on relations between stimuli (whatever the body does). Note that if there had not been any
target T as in the study of Dassonville et al. (1995), the allocentric solution would not have
been possible.

Now consider case B where the target was presented 83 msec before the onset of the
saccade to T. Theoretically, the same explanation as proposed for case A should apply here.
Yet the subject located this target B much farther away than it really was. Our hypothesis
is that the subject was making a considerable error on her estimation of where she was
looking when the signal of target B reached her brain. This error is not surprising given the
delay of transmitting the position of B to the brain. The error is the difference between the
hypothetically inferred eye position and the actual eye position. The landing eye position
corresponds to the sum of the retinal vector and the inferred eye position. Note that the
allocentric strategy outlined previously would not be able to account for a mislocalization
in this case.

The same reasoning can be applied to case C. Here the retinal vector was shorter because
the eye had actually already moved when the target was flashed. Again our hypothesis
assumes that, when the target was flashed, the subject estimated her eye position to be
much closer to the final eye plateau. The four examples illustrated in this figure explain
how, by successively testing different stimulus–saccade delays, a curve (dotted line) can
be obtained point by point to reconstruct the subject’s hypothetically inferred eye position.
For this subject, the perisaccadic shift happened to be entirely in the saccade direction.
Similar curves are obtained if subjects are asked to report their perception of the stimu-
lus location instead of looking at it (e.g., Matin and Pearce 1965; Mateeff 1978; Honda
1989).

Sperling (1990) approached the notion of iEPS from a slightly different point of view.
Because the iEPS corresponds to the apparent displacement of a stimulus that would always
be flashed on the fovea during a saccade, he called it the “subjective foveal trajectory.”
If the objective and subjective foveal trajectories were equal, there should never be any
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mislocalization. Grüsser et al. (1987) tested this hypothesis directly. They created a foveal
afterimage. Afterimages move with the eyes, but at what speed? These authors found that
the afterimage moved much more slowly than the eyes. In fact, if subjects made alternate
saccades fast enough, the afterimage did not seem to move at all!

As Fig. 2.1 shows, the iEPS curve has two particularities that may seem a priori bizarre:
first, this curve appears to start before the saccade; second, it is damped.

In fact, the iEPS does not necessarily start growing before the saccade. If the graph of
Fig. 2.1 gives this impression, it is because hypothetical events within the brain (like the
instantaneous value of the iEPS) are plotted in the time frame of events in the external
world (like the flashes and the saccades). In other words, for each flash A–D the graph
shows the value of the iEPS with which the signal from the flash will be combined later in
the brain (later than represented in Fig. 2.1). How much later? Theoretically, a time equal
to the difference between visual latency and eye position latency to the point in the brain
where visual and iEPS signals are combined. The difference between these latencies may
be smaller if the iEPS is provided by proprioceptive feedback rather than by a corollary
discharge of the oculomotor command. If the apparent timing of the iEPS curve is really
a matter of internal delays, it may be possible to change it by changing these delays.
Boucher et al. (2001) attempted to lengthen the delay by decreasing the intensity of the test
stimuli. Even though the visual latency could be lengthened by as much as 40 msec by this
procedure, the results were disappointing. As these authors noted, if the iEPS is severely
damped, even a 40-msec latency difference may not noticeably affect the time course of
the iEPS. A more radical procedure would be to bypass the afferent pathway completely.
Perhaps this could be done by applying an electrical stimulation in the brain that would
simulate a retinal position signal? Theoretically, the timing of the iEPS with respect to the
saccade should then be much closer.

There is good evidence that, in most oculomotor centers of the brain, such as the superior
colliculus (SC), the frontal eye field (FEF), the central thalamus, and some parts of the
supplementary eye field (SEF), the effect of electrical stimulation consists of setting a goal
to be reached by a saccade. Electrical stimulation acts as if it created a local phosphene
(Schlag & Schlag-Rey 1987; Dassonville et al. 1992b) and immediately triggered an eye
movement toward that phosphene. Like an afterimage, a phosphene has a fixed retinal
position and should move with the eyes. Keeping this in mind, an experiment can be
designed, similar to the one illustrated by Fig. 2.1, but in which an electrical stimulation
is substituted for the presentation of a flash. Whereas a flash generates a retinal vector, an
electrical stimulation generates something equivalent: a saccadic goal at a constant distance
in a constant direction with respect to the site where the eyes are pointing at the time of
stimulation. Therefore, if that stimulation is applied during an ongoing saccade, it should
itself induce a saccade toward a goal referred to the exact position of the eyes when the
stimulation was applied. When this experiment is done, one finds that, indeed, there is
an electrically evoked saccade following the first one, but it does not go precisely to the
predicted site. Here again there is a systematic error. As in the case of natural visual stimuli,
this error can be attributed to the fact that the brain is not quite correct in estimating eye
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Fig. 2.2 Comparison of iEPS curves obtained in experiments on monkeys using flashed visual
targets ((a), Visual) or electrical stimulations of SC ((b), SC stim). Data points were obtained by
the procedure illustrated in Fig. 2.1. Abscissa: time relative to onset of first saccade (= 0 msec).
First saccade shape drawn in orange. Ordinate: calculated value of iEPS expressed as a percentage
of total amplitude of first saccade (100% = 15 degrees). (a) (Visual): data from a single experiment.
(b) (SC): as data with electrical stimulation are less noisy than with visual targets, results from three
separate experiments could be superimposed. Electrical stimulation applied via implanted tungsten
microelectrodes: biphasic (negative first) pulses, 0.2 msec, 200–250 Hz, 140–200 msec train duration,
less than 60 μA. The number of stimulus trains applied was limited to avoid lesion.

position during a saccade. Again, the signal that it uses for that purpose, presumably the
iEPS, appears to be damped.

In Fig. 2.2, the iEPS curves calculated with stimulation of the SC (b), in monkeys,
are compared with the iEPS (in (a)), obtained with natural visual stimuli by the method
described by Fig. 2.1. The main behavioral difference between the experiments with visual
stimuli and with electrical stimulation is that saccades to visual stimuli occur with longer
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and more variable latencies (>135 msec in monkey), whereas electrically evoked saccades
are triggered by the stimuli (within about 50 msec). Therefore it was not feasible to stimulate
before the first (visually guided) saccade in Fig. 2.2(b) because the two saccades (visual and
electrically evoked) would overlap and would tend to average their trajectories, as described
by Robinson (1972) and Schiller et al. (1979). For this reason, with electrical stimulation
only the late part of the iEPS could be tested. Because the subjects of these experiments
were monkeys, one does not know what they perceived. Assuming that their perception was
consistent with the location of the goal of the evoked saccade, they should have experienced
an illusory shift in the direction opposite the saccade (the shift is in this opposite direction
when the value of the iEPS is smaller than the corresponding instantaneous value of the
actual eye position).

In Fig. 2.2, the curve in (a) (Visual) appears to be sigmoidal as expected if there were
random variations. The presence of considerable noise also supports this hypothesis. By
comparison, the start of the curves with SC electrical stimulation (b) is more abrupt as
if the effect of stimulation had been immediately stronger. However, what seems most
important is that the curves in (b) are displaced to the right, as expected if the input visual
pathway were bypassed in producing a goal for the eye movement. Results similar to
those shown in B have been obtained with electrical stimulation of the FEF (Dassonville
et al. 1992a) and SEF (Park et al. 2006), but with slightly longer time constants than for SC
(in (b)); further studies can verify this point and possibly explain the difference. These data
are preliminary: they are still too imprecise to indicate the exact timing of the iEPS with
respect to the saccade. Does it start before or after? This information would be useful to
interpret the iEPS as a premotor signal, a corollary discharge, or proprioceptive feedback.
One of the difficulties is that we do not know exactly when an electrical stimulation triggers
a neuronal response. Indeed, the first few pulses do not seem sufficient because, alone, they
cannot produce a saccade. In addition, for more valid comparisons, these experiments need
to be performed with standard parameters in the same monkey.

Let us turn our attention to the second strange characteristic of the iEPS curve illustrated
in Figs. 2.1 and 2.2: its damping. We will approach this problem from different angles;
therefore, the hypotheses considered here are not mutually exclusive.

The internal signal of eye position is usually considered derived from a corollary dis-
charge rather than proprioceptive feedback (e.g., Lewis et al. 1998). Whatever the case, our
first hypothesis will be that the signal is filtered. To simulate the course of presaccadic mis-
localization, nonlinearities have been introduced in various models to attenuate the slope
of saccadic displacements. There may be different explanations for such nonlinearities:
for instance, the saccadic feedback coming from a leaky integrator (Dominey et al. 1997),
normal variance in visual latency and in saccade characteristics (Boucher et al. 2001), or
visual persistence (Pola 2004). As Pola (2004) noted, filtering may be on the visual or eye
position path, or both.

Second, the iEPS may not really be stretched in time but appears so because of the
procedure used to collect the data points. As we saw (Fig. 2.1), each trial provides only one
point to construct an iEPS curve. A large variability due, for instance, to temporal and/or
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spatial uncertainty (Kanai et al. 2004) would result in an apparent damping of the curve.
There is good evidence for temporal and spatial uncertainty at the time of saccade (Morrone
et al. 2005), perhaps accentuated by the relative saccadic suppression (Krekelberg et al.
2003).

To this point, the two hypotheses we have considered imply a transformation (possibly
even a suspension) of a real signal. Actually, there is a justification for damping: if the
brain cannot adequately compensate for internal delays to re-establish the veridical (i.e.,
external) synchrony of the visual stimulus and the saccade, the best solution is to damp
the iEPS. Damping considerably reduces the error of localization (Schlag & Schlag-Rey
1991; Boucher et al. 2001; Pola 2004). This sounds teleological, but it does explain that,
whatever causes the damping, the damping solution has reason to survive because it is
useful.

Third, there may not be any iEPS available during saccades. Conceivably, the iEPS may
be explicit only in static conditions (when the eyes are immobile), momentarily suspended
during rapid eye movements, and then restored to its new value when the movements are
terminated. During the saccade itself, the firing of eye position neurons might evolve from
one level to the next at its own intrinsic rate (Sperling 1990). For instance, something like:
the stimulus occurred during the gaze shift from this to that position, and the brain’s best
guess is that it occurred, say, some time at the beginning of the shift.

Fourth, the iEPS may be a real, meaningful, biological signal – not a distorted copy.
For instance, it may be the unaltered representation of the slowly growing intended eye
position. Thus, it would resemble the Readiness Potential that appears over the scalp of the
frontal lobes before voluntary movements. However, it would have one more characteristic
property: the amplitude of the signal would correspond to the amplitude of the intended
saccade. In many high-level oculomotor centers of the brain, saccades are preceded by
long, smoothly progressive increases of firing, sometimes described as preludes. The time
course of the iEPS is closer to the time course of such activations than to that of the actual
saccadic movement. Can the slow growth of such “prelude-like” signals be revealed by
the behavior? Using an ingenious experimental paradigm, Stanford et al. (1990) forced
human subjects to make saccades to targets that subjects barely had time to see and locate.
Saccades were made with such extremely short latencies that their goal could not be fully
determined when they started. With this strategy, Stanford et al. showed that the goal of
a saccade is not abruptly, but gradually determined. Interestingly, the time course of this
progressive determination is comparable to the time course of curve (b) in Fig. 2.2.

Although there are possible candidates for a neuronal correlate of the iEPS at the time of
saccades, there is no good one yet for the perisaccadic shift itself. It would be nice if one
could, by unit recording, find activation in the receptive field of a cell (or the receptive fields
of an ensemble of cells) that corresponds to the site where the subject illusorily locates
the stimulus. One obvious site where such a perisaccadic shift of receptive field could
be detected is the lateral intraparietal area in monkey (LIP). In this region, some neurons
discharge in response to stimuli that are not yet in their receptive field before a saccade
but will be afterward (Duhamel et al. 1992). However, up to now this experiment has
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only found a correlate of premature correct perisaccadic localization (Jeffries et al. 2003;
Kusonoki & Goldberg 2003). What is needed is a similar experiment conducted in the
particular conditions that, in psychophysical studies, produce perisaccadic mislocalization
in complete darkness.
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Factors influencing perisaccadic visual mislocalization

hitoshi honda

Summary

This chapter is a critical review and discussion of psychophysical studies on perisaccadic visual
mislocalization. In particular, it focuses on factors influencing the mislocalization curves. The
chapter is organized as follows: first some findings on perisaccadic mislocalization observed in
complete darkness are reviewed, followed by empirical and theoretical considerations on eye
position signals estimated psychophysically from the mislocalization curves. Next, issues on
mislocalization in a lit environment are discussed. Finally, findings on perisaccadic perceptual
effects of flickering stimulus are reviewed. Although our understanding of how saccadic eye
movements affect visual localization has advanced dramatically in recent years, we probably
have only a crude outline of the phenomena and, therefore, further research is needed.

3.1 Visual mislocalization in the dark

3.1.1 Basic findings

In a saccade, the projection of the world sweeps across the retina at high speed. Nevertheless,
we usually do not notice this visual motion, and the world continues to appear visually
stable. This perceptual phenomenon is called “visual stability.”

Although visual stability is preserved during saccades under normal conditions, the
perception of the position of objects flashed before, during, or just after a saccade is altered.
Examinations into perisaccadic mislocalization were first made in the 1960s by Matin
and his colleagues (Matin & Pearce 1965; Matin et al. 1969, 1970). They reported that
errors in perceptual localization occurred before the saccade onset and finished slightly
after it. Subsequent studies showed essentially the same results (Honda 1989, 1990, 1991;
Dassonville et al. 1992, 1995; Sogo & Osaka, 2001). Normally, mislocalization starts about
100–50 msec before the eye begins to move and reaches a maximum at roughly the same
time as the saccade onset. Before and during the first half of the saccade, the error is
in the direction of the saccade. Later, during the saccade, the error reverses direction,
and mislocalization occurs opposite to the saccade direction (Fig. 3.1). Although rebound
at the time of saccade offset is sometimes missing (Boucher et al. 2001), this type of
mislocalization is usually observed when saccades are executed in the dark.

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
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Fig. 3.1 Upper traces show the time course of perceptual mislocalization at the time of horizontal
saccades. Two subjects (KS and HH) were required to make an 8 deg saccade in the rightward
direction, and a target stimulus for localization was flashed for 2 msec at the position between the
original fixation point and the saccade goal. The abscissa indicates the time interval between saccade
onset and target presentation. The ordinate indicates the size of mislocalization (deg) of the target.
Plus sign in the ordinate shows mislocalization in the saccade direction, and minus sign shows
mislocalization in the direction opposite the saccade. Each dot in the figure represents the mean of
10–60 trials. Open circles indicate the results of control trials in which the subjects kept watching the
original fixation point (left circle) or the visual cue for eliciting a saccade (right circle). Horizontal
bars show the mean duration of the saccades. Lower two traces show the time courses of perceptual
mislocalization at the time of vertical saccades. Subjects (NH and HH) were required to make
8 deg saccades in the upward direction. Figure reproduced from Honda (1991) with permission from
Elsevier.
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A point to note here is that similar mislocalization was observed when a moving light
spot was presented at the time of saccades (Kennard et al. 1971). In the experiment in
question, a spot of light moved vertically downward on an oscilloscope screen as the eyes
moved from left to right and the subjects reported their perceptions by drawing what they
saw on the screen. The illusory trajectory of the spot was similar to the mislocalization
curve for a light spot flashed at the time of saccades.

Perceptual mislocalization occurs in the same way irrespective of the direction of sac-
cades. Honda (1991) showed that the time course of perceptual mislocalization was the
same for vertical and horizontal saccades, despite the difference in the oculomotor system
involved in generating these saccades with different directions (Fig. 3.1).

3.1.2 Effects of target position

Honda (1993) examined localization errors observed in five target positions arranged along
the path of an 8 deg horizontal saccade and found that the time course of the perisaccadic
mislocalization was essentially the same for the five target positions. However, there is no
clear consensus on this point. Cho and Lee (2003), for example, presented a target stimulus
just after the end of a saccade at one of twenty-five (or eighteen) positions around the
saccade goal, and found that the horizontal component of mislocalization increased as the
targets were located further into the visual field opposite the saccade. It should be noted
here, however, that targets in their experiment were presented for 50 msec, about 20 msec
after the end of a saccade, whereas targets in most previous studies were flashed for a few
msec at various points in time before, during, or after saccades.

3.1.3 Single saccade versus double saccades

The time course of mislocalization curves discussed so far was obtained for a single saccade.
Honda (1997) investigated how the mislocalization curves change when a subject is asked to
make a double-step saccade rather than a single saccade. In that study, two types of double-
step saccade, the opposite direction and the same direction, were employed. In the former,
the second saccade was made toward the original starting position of the first saccade, and
the direction of the two saccades was the same in the latter. The subjects were asked to
make two saccades successively as fast as possible with a short inter-saccade interval and
to report the apparent position of a target flashed at the time of the double-step saccade.

Figure 3.2(a) indicates examples of mislocalization obtained from three subjects for a
double-step saccade in the opposite direction. When the inter-saccade interval was short
(subjects HH and KN), mislocalization in the direction opposite the first saccade (i.e., down-
ward deflection) continued until the start of the second saccade. On the other hand, when the
inter-saccade interval was long (subject TA), mislocalization gradually decreased and dis-
appeared by about 200 msec after the end of the first saccade. Note that the error curve was
the same as that previously reported for a single saccade (Fig. 3.1). Thus, mislocalization
produced by the first saccade was not influenced by a subsequent second saccade.
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Fig. 3.2 (a) Time course of mislocalization in double-step horizontal saccade trials in which the
second saccade was executed in the direction opposite to the first saccade. The distance between
the original fixation point and the first saccade goal was 10 deg, and a target stimulus was flashed
at the middle between them for 2 msec. The two vertical lines in the figure indicate the onset of
the first (left-hand line) and second saccades (right-hand line). The time course of the saccades is
schematically shown. The ordinate shows mislocalization (deg). A minus sign in the ordinate indicates
mislocalization in the direction opposite the first saccade. Each dot indicates the mean of error of 5–20
trials. (b) Time course of mislocalization in double-step saccade trials in which the second saccade
was made in the same direction as the first. The cue for the second saccade was placed 10 deg right
of that for the first saccade, and a target stimulus was flashed at the middle of the original fixation
point and the cue for the first saccade. Figure reproduced from Honda (1997) with permission from
Springer.
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Next, we investigated how subjects mislocalize targets when two saccades are made
successively in the same direction. Figure 3.2(b) shows two examples of mislocalization
curves. The error curves were complex: a large mislocalization in the direction opposite to
the first saccade was observed when the target was presented at the end of the first saccade.
It rapidly decreased and disappeared immediately before the onset of the second saccade.
However, the large error in the direction opposite to the saccade’s direction appeared again
and reached a maximum at the end of the second saccade.

As discussed later, the localization errors observed for double-step saccades can be
used to investigate the temporal interactions of extraretinal eye position signals for two
successively executed saccades.

3.1.4 Perceptual versus motor localization

Hallett and Lightstone (1976a,b) reported that the oculomotor responses to a visual target
flashed during a prior saccade did not occur on the basis of the retinal position of the
target but were directed to the actual target position in space. Hansen and Skavenski
(1977, 1985) also indicated that perisaccadic mislocalization was not observed when motor
responses, such as hammer blowing, were used instead of perceptual judgments. These
findings are intriguing because they are consistent with recent suggestions that there is
dissociation between perceptual judgments and motor responses (Milner & Goodale 1995).
However, subsequent studies cast doubt on these early findings. Honda (1990) found that
eye movements to a visual target flashed at the time of a prior saccade were directed not to
the actual target position but to its perceptually misjudged position. Dassonville et al. (1992)
also reported that when both human and nonhuman (monkey) subjects were required to
make eye movements to the location of perisaccadic visual targets, they showed localization
errors similar to those found in perceptual localization studies. Mislocalization was also
seen when arm movements were used for localization (Miller 1996; Bockisch & Miller
1999). Although the reason for these discrepancies is not clear, at least for localization
errors in the dark, differences in experimental paradigms – especially the availability of
possible visual cues introduced from diffuse or reflected light from the apparatus – seem
important. For similarities between perceptual and motor localization for conditions with
perisaccadic compression, see the chapter by Lappe, Michels, and Awater in this volume.

3.2 Time course of eye position signal

Traditionally, visual stability was explained by a subtraction (or cancellation) mechanism
in which any motion of images on the retina is canceled by signals representing the position
of the eye (eye position signal; EPS). This idea has often been attributed to von Helmholtz
(1866), who thought that the motor command related to desired eye movements is used by
the visual system to predict changes of visual input and termed the internal motor command
as effort of the will (Willensanstrengung). It was later referred to as corollary discharge
(Sperry 1950) or efference copy (Von Holst & Mittelstaedt 1950). Because the exact nature
of this neural signal is unknown, it is commonly referred to simply as the extraretinal signal.
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Fig. 3.3 (a) Comparison of the time course of actual saccadic eye movements (solid curves) and that of EPSs (dashed curves)
estimated for vertical saccades. (b) The time course of EPSs estimated for horizontal saccades. The ordinate indicates the actual
eye position and the estimated magnitudes of EPS (deg). Figure reproduced from Honda (1991) with permission from Elsevier.
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3.2.1 EPS for single saccade

The time course of mislocalization shown in Fig. 3.1 is considered evidence that EPS
does not represent the physical eye position correctly near the time of saccade execution.
According to the subtraction theory, the misperceived location of the flash (P) is determined
by summation of its retinal location (R) and EPS. Therefore, EPS can be calculated by
EPS = P − R (Mateeff 1978). Figure 3.3 shows an example of the time course of EPS
estimated with this equation. As shown in Fig. 3.3, EPS appears approximately 100 msec
before the saccade onset but develops so slowly that it cannot catch up with the change of
the eye until about 100 msec after the end of the saccade.

Dassonville et al. (1992) reported the same EPS curves for one monkey as well as for
human subjects. The authors pointed out that the EPS looks like a “damped” (stretched in
time) version of the actual eye position.

3.2.2 EPS for double-step saccade

Honda (1997) estimated the time course of EPS for double-step saccades from the mis-
localization curves shown in Fig. 3.2. Figure 3.4(a) shows the time course of the EPS
for a double-step saccade estimated on the basis of mislocalization shown by subject HH
(Fig. 3.2(a)). The EPS for the second saccade began before the EPS for the first saccade
had fully developed. In contrast, when the inter-saccade interval was long (Fig. 3.4(b)), the
time course of EPS was the same as that shown for a single saccade (Fig. 3.3). Thus, it is
evident that the modification of EPS in double-step saccade trials was seen only in subjects
who performed two saccades with a relatively short inter-saccade interval.

Figure 3.4(c) shows the time course of EPS for saccades successively executed in the
same direction. As shown in Fig. 3.4(c), EPS began well before the onset of the first saccade
and developed slowly. However, it seems that EPS catches up with the eye more quickly
than it does in single-saccade trials (Fig. 3.3). Immediately after its arrival at the actual eye
position, EPS for the second saccade starts to appear – the EPS for the first saccade rapidly
switched over to the EPS for the second saccade without a pause.

Thus, in double-saccade trials, the EPS for each saccade interacted in a specific way,
especially when the time interval between the two saccades was short. When the second
saccade took place in the direction opposite the first saccade, the EPS for the first saccade
was interrupted before completion and switched to the EPS for the second saccade. On
the other hand, when the direction of the two saccades was the same, the EPS for the first
saccade developed more quickly than when a single saccade was required.

3.2.3 Neurophysiological basis of perisaccadic mislocalization and EPS

Perisaccadic mislocalization occurs well before saccade initiation. This suggests that brain
regions active before saccade onset are responsible for generating perisaccadic mislocal-
ization. Neurons in the superior colliculus (SC) (Walker et al. 1995) and the frontal eye
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Fig. 3.4 (a) Upper traces show the time course of mislocalization in the double-step saccade trials.
Lower two traces show the EPS (dashed curve) and schematically drawn actual eye position (contin-
uous line). Data of subject HH who made two saccades with relatively short inter-saccade intervals.
(b) Data of subject TA for whom the inter-saccade interval was relatively long. (c) Upper trace shows
the idealized time course of mislocalization drawn on the basis of the data shown in Fig. 3.2(b).
Lower two traces indicate the time course of the psychophysically estimated EPS (dashed curve) and
schematically drawn actual eye position (continuous line). Figure reproduced from Honda (1997)
with permission from Springer.

fields (FEF) (Umeno & Goldberg 1997) show such response properties. Krekelberg et al.
(2003) found that perceptual distortion related to saccades can be traced to representation
of retinal position in the MT and MST areas. These cells, accurately representing retinal
position during fixation, perisaccadically distort the representation of space. In addition,
the time course and magnitude of this distortion were similar to the mislocalization found
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psychophysically in humans. They also suggested an involvement of MT and MST in
perisaccadic compression (see 3.3.4).

Receptive fields of neurons in the SC and the FEF shift toward the saccade goal around
the time of saccade execution (Walker et al. 1995; Umeno & Goldberg 1997). In the LIP, a
shift of receptive fields occurs even before saccade onset (Duhamel et al. 1992). V4 neurons
also show a presaccadic shift of receptive fields (Tolias et al. 2001). Thus, these brain areas
may be involved in spatial integration across saccadic eye movements.

At present, the neurophysiological mechanism for generating the “damped” EPS is
unknown. However, important findings were reported by Sommer and Wurtz (2002). They
attempted to identify neurons conveying EPSs (corollary discharge signals for saccades)
and hypothesized that the ascending pathway from the SC to the FEF via mediodorsal
thalamus (MD) relay neurons carries corollary discharges of saccadic movements. To test
this hypothesis, they recorded cell activities in MD relay neurons and found that these cells
increase activity before saccade execution. In addition, they examined how inactivation
of MD neurons affects a double-step saccade task. In this task, monkeys had to execute
successive saccades to two flashed targets, and the ability to make a correct second saccade
was thought to rely critically on EPS for the first saccade. The results supported the
hypothesis. Inactivation of MD neurons impaired the second saccade consistent with loss
of EPS without affecting the first saccade.

It is possible that the mislocalization curve is not caused by the damped EPS but simply
reflects errors at the level of neural processing of flashed targets (Schlag & Schlag-Ray
1995). Boucher et al. (2001) investigated the effect of varying neural processing time on
localization accuracy for perisaccadic visual targets that differed in luminance. Although
systematic errors in localization were observed, the effect of luminance was surprisingly
small. Their results indicate that differential neural processing delays, which result from
varying stimulus luminance, do not make a large contribution to the pattern of localization
errors.

3.3 Visual mislocalization in a lit environment

In the psychophysical experiments discussed so far, saccade-related mislocalization was
measured in total darkness. This may be a scientifically useful situation, but certainly not
one that we experience in everyday life. Usually exploratory saccades take place in a lit
environment.

3.3.1 Basic findings

Bischof and Kramer (1968) and Mateeff (1978) were among the first to measure saccade-
related mislocalization in a lit environment. In the Bischof and Kramer study, a target
flashed on a horizontal scale with divisions during or after a 16 deg saccade to the right.
Subjects were asked to verbally report the scale divisions above which they had seen the
target. Clear mislocalization was observed. This depended on the time elapsed between the
onset of the saccade and the target presentation. When a target was flashed immediately
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after the saccade onset, it was mislocalized in the direction of the saccade, whereas when
it was presented at the time of saccade offset mislocalization in the direction opposite
to the saccade was observed. Mateeff (1978) used an experimental arrangement resem-
bling that used by Bischof and Kramer (1968). In his experiments, subjects performed a
12 deg saccade to the right. The target was presented before, during, or after the sac-
cade, always above the center of the scale. The results were about the same as those
reported by Bischof and Kramer (1968). A target presented immediately before or during
the saccade was mislocalized in the direction of the saccade. The maximum mislocalization
occurred at the saccade onset, and long before and after the saccade the subjects reported
the target to be at the veridical position. O’Regan (1984) also conducted experiments in
a lit environment. In his experiment, the subjects indicated the position where they saw
the flashed target by moving a cursor controlled by a potentiometer knob. He obtained
essentially the same results as those reported by Bischof and Kramer (1968) and Mateeff
(1978).

In a lit environment, visual cues are abundant, and subjects can use them as visual
references in localizing a target. This leads to a reduction in localization errors as compared
to those observed in complete darkness. In addition, mislocalization errors are much more
influenced by the target position in the visual field (see 3.3.3 and 3.3.5).

3.3.2 Effects of retinal position

Bischof and Kramer (1968) systematically investigated how localization errors are influ-
enced by the position on the retina stimulated. As described in 3.3.1, subjects in their study
executed a saccade from left to right, and a target was flashed during or after the saccade.
Although there were slight individual differences, the subjects showed similar results. When
a target was projected on the hemiretina to which the saccade goal was projected (i.e., when
the target was presented on the right side of the fixation position during or after the saccade),
subjects tended to mislocalize it at the saccade goal. This mislocalization was observed
even when the target was presented immediately after saccade onset. A similar localization
error was observed when the target was projected to the fovea. In contrast, when the target
was projected on the left side of the fixation position, the target tended to be localized at its
veridical position or at the saccade goal. When the target was presented immediately after
the saccade onset, it was localized at its actual position; when at the middle or end of the
saccade, it tended to be localized at the saccade goal. This rapid displacement of apparent
target position from its actual position to the saccade goal occurred immediately after the
saccade onset, especially for targets presented near the fovea.

O’Regan (1984) used a computer to track the retina and to project flash targets at pre-
determined retinal positions, independent of the position the eye reached during a saccade,
and confirmed that retinal-location effects do exist. He found that one of his three subjects
always located the foveal flash either at the fovea’s departure position (i.e., the original
fixation position) or at its arrival position (i.e., the saccade goal) and never its in-between
veridical position. Interestingly, the foveal flashes that occurred during a saccade were
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almost always located at the arrival position. Thus, although the direction of gaze changes
continuously from one orientation to another during a saccade, the perceived position of
the target appears to change discontinuously from the original fixation point to the saccade
goal. For nonfoveal flashes, the subject’s responses were much closer to veridical. The same
differences between foveal and nonfoveal flashes were seen for O’Regan’s second subject,
but the third subject’s data were much noisier. Thus, along with individual differences, the
results reported by O’Regan (1984) were somewhat different from those of Bischof and
Kramer (1968). In addition, the discontinuous shift of localized position observed in their
studies is similar to the discrete jump of a flickering light source in the saccade direction
found in Hershberger’s (1987) study on phantom array (see 3.4.1).

3.3.3 Effects of flash target position

Honda (1993) investigated mislocalization of a flash target at various positions on a dimly
illuminated background. In this study, a map of Japan was drawn on a dark-blue plastic plate
with white ink and used as a structured background on which visual stimuli were presented.
The luminance levels of the dark-blue area and the white line drawing were about 0.5 and
2 cd/m2, respectively. Subjects were required to make an 8 deg rightward saccade. A target
(40 cd/m2) for localization was presented at various points in time before, during, or after
the saccade. The target position was randomly selected from eleven positions scattered two-
dimensionally over the background scene. Subjects indicated the target’s apparent position
by moving a probe stimulus.

Figure 3.5 shows an example of localization errors in the horizontal direction observed
for eleven target positions. The size and direction of the error were dependent on the
position at which the targets were presented. When targets were presented at the positions
between the fixation point and the saccade goal (i.e., positions [0, +6], [0, +3], [0, 0],
[0, –3], and [0, –6] in Fig. 3.5), the error curves were similar to those shown in the dark
(Fig. 3.1). However, when targets were presented on the left side of the fixation point (i.e.,
positions [–8, +8], [–8, 0], and [–8, –3]), localization errors to the saccade direction were
prominent. Furthermore, when the targets were presented on the right side of the saccade
goal (i.e., positions [+8, +3], [+8, 0], and [+8, –3]), localization errors in the direction
opposite the saccade were observed. Finally, mislocalization did not occur in the direction
perpendicular to the saccade direction, although a recent study reported mislocalization
orthogonal to saccade direction (Kaiser & Lappe 2004).

Subsequent studies have indicated the same results (Honda 1995; Ross et al. 1997). Ross
et al. (1997) also found that the perisaccadic mislocalization curve changes with the target
position in the visual field. In their experiment, vertical bars were briefly flashed at various
positions at various points in time near a 20 deg left-to-right saccade. Subjects reported their
location with reference to a ruler. The results were essentially the same as those reported
by Honda (1993, 1995). When bars were displayed at 10 deg left of the fixation point or
at the position between the fixation point and the saccade goal, they were systematically
mislocalized in the direction of the saccade. The shift effects began 50 msec before the
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Fig. 3.5 Mislocalization for eleven targets scattered over the dimly illuminated background scene.
The figures in the parenthesis indicate the target position. For example, (+8, +3) represents the
position 8 deg right and 3 deg above the center of the visual field (0,0). The abscissa indicates the
time interval between the saccade onset and the target presentation. The ordinate indicates the size of
mislocalization. Plus and minus signs in the ordinate show mislocalization in the saccade direction
(toward right) and in the direction opposite to the saccade (toward left), respectively. Each point in
the figure represents the average errors calculated for each of the predetermined time intervals of 10
or 30 msec. Open circles indicate the results of control trials in which the subject kept watching the
original fixation point (left circle) or the cue for eliciting a saccade (right circle). The duration of the
saccades is shown as a horizontal bar. Figure reproduced from Honda (1993) with permission from
Elsevier.

saccade, rising to a maximum just before the saccade onset. After the saccade ended,
localization was again veridical. When bars were displayed to the right of the saccade goal,
the apparent position was displaced against the direction of saccades before eye movement.

3.3.4 Compression of visual space

As mentioned in 3.1.1, Kennard et al. (1971) found that when the eye moved in the horizontal
direction across the visual field as a light spot moved downward, a zigzag figure was seen.
They furthermore found that shifting the vertically moving light spot to the right or left
altered the perceived motion of the light spot. Based on these findings, they predicted that,
at the time of saccade onset, objects in the visual field seem not only to be displaced in the
saccade direction, but also to be compressed.
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Ross et al. (1997) experimentally demonstrated that there is saccade-contingent compres-
sion of visual space. In one of their experiments, subjects reported the apparent separation
of two half-bars displayed collinearly at different times, one 75 msec after the other. The
most interesting finding was obtained when the latter was flashed just before saccade onset.
When the bars were presented near the original fixation position, the latter bar was mislo-
calized with respect to the earlier in the direction of the saccade. On the other hand, when
the bars were presented at the position beyond the saccade goal, the effect inverted, showing
a shift against the direction of the saccade (see also Brenner et al. 2005). For a stronger
test of compression, they displayed up to four bars within a 20 deg region centered on the
saccade goal and asked subjects to report how many they saw. Well before or after the
saccade, subjects seldom erred, but near the saccade onset, they reported seeing only one
bar, no matter how many were displayed. In an additional experiment, they displayed sev-
eral natural scenes at various intervals relative to a saccade. When they were displayed just
before the saccade, all subjects saw the scenes compressed. A subsequent study by Lappe
et al. (2000) showed that saccade-contingent compression occurs only when visual refer-
ences are available immediately after, rather than before or during, the saccade onset. They
argued that their findings indicate that the visual processes of transsaccadic localization use
mainly postsaccadic visual information.

If there is saccade-contingent compression of visual space, objects located at the saccade
goal are expected to appear compressed. Matsumiya and Uchikawa (2001) showed this is
not the case. Their subjects were asked to judge the apparent width of a rectangle (a single
element) or four bars (four elements) presented just before saccades. The results were that
the apparent width of the four-bar stimulus was compressed just before saccades, but the
width of the rectangle stimulus was not compressed. These findings indicate that the shape
of a single object is not distorted at the saccade goal during presaccadic compression of
visual space.

3.3.5 The role of visual reference

In a lit environment, visual cues are abundant, and subjects can use them as visual references
in localizing a target flashed at the time of saccades. In other words, they can localize it
exocentrically (or allocentrically) with respect to the location of other stimuli in the visual
field. This leads to a reduction of localization errors as compared with those in complete
darkness in which localization is made mainly on the basis of inaccurate damped EPS.
Dassonville et al. (1995) asked their subjects to localize perisaccadic stimuli in the presence
or absence of a visual stimulus that could provide exocentric location information. Saccadic
localization was more accurate in the presence of exocentric stimuli. Dassonville et al.
interpreted their finding as showing that localization is based on a combination of exocentric
and EPS based egocentric cues.

Honda (1999) examined how changing the structure of the background visual scene mod-
ifies the perisaccadic mislocalization. When targets were presented in complete darkness,
a large mislocalization was observed. The pattern of localization errors was similar to that
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shown in Fig. 3.1. On the other hand, when targets were presented on a dimly illuminated
background or within a bright rectangular visual frame drawn against a dark background,
localization errors were similar to ones shown in Fig. 3.5. In these conditions, furthermore,
the size of mislocalization was reduced in comparison with that shown in the dark. In
addition, localization errors in a lit environment consisted of nonuniform mislocalization
across the visual field, that is, mislocalization that depends on the spatial position of the
target in space.

Awater and Lappe (2004) investigated the role of visual cues for eliciting saccades in
producing perisaccadic mislocalization. For this purpose, they used a paradigm known
as the antisaccade task (Hallett 1978). Subjects were asked to make a saccade to a
visual cue stimulus (prosaccade) or to the mirrored position of the visual cue (antisac-
cade). Target stimuli were presented in the dark or with a visual reference (a horizontal
ruler). The results were clear. The pattern of mislocalization was similar for pro- and
antisaccades. Furthermore, localization errors followed actual eye movement and not the
visual cue that elicited the saccade. From these findings and previous findings (Lappe
et al. 2000), Awater and Lappe concluded that the initial visual cue is not important for
perisaccadic localization errors. In addition, they argued that their findings disagree with
recent theories on transsaccadic stability in which saccade targets play a crucial role in
the perception of space around saccadic eye movements (Deubel et al. 1998; Currie et al.
2000).

Burr et al. (2001) investigated localization errors for verbal (perceptual) reporting and
pointing (motor) localization tasks. Under normal lighting conditions, stimuli briefly flashed
just before saccade onset were mislocalized in pointing as well as in verbal reporting.
When subjects pointed with the eye closed, however, they accurately localized the correct
target position. Their study thus presents good evidence for separate systems, one for
perception localization and one for motor localization. In addition, mislocalization in the
verbal reporting task was observed even when all physical references, including the visual
scale, were removed just after target presentation. This suggests that the visual scale recalled
from memory served as some form of reference.

3.4 Perceived locations of successively flashed perisaccadic stimuli

3.4.1 Basic findings: A phantom array

As described previously, a perisaccadically flashed target is mislocalized. Based on this
localization error, many researchers believe that EPS changes slowly compared with the
physical eye position when a saccade takes place (the damped-EPS model). The damped-
EPS model is widely accepted, but Hershberger (1987) has argued against this model. His
subjects were asked what was perceived when they performed a saccade across a point light
source flickering on and off at 120 Hz. Most of his subjects reported that the light source
initially jumped in the direction of the saccade, then displaced in the direction opposite to
the saccade, and finally stopped near its physical position (Fig. 3.6). Hershberger (1987)



3 Factors influencing perisaccadic visual mislocalization 33

Fig. 3.6 Schematic illustration of a phantom array. When a saccade is executed from the left to the
right of a flickering light source, it appears to jump suddenly to the saccade goal and then move back
to its original position.

characterized the perceptual pattern as a phantom array, fixed in space, with the sequential
order of the flashes creating an impression of apparent motion within the array.

A point light source flickering on and off during a saccade projects a pattern onto the
retina, but the perceived pattern differs from the retinal pattern. This difference is thought
to reflect the perisaccadic shift of spatiotopic coordinates (local signs) of the retina via a
neural signal representing eye position (i.e., EPS).

The damped-EPS model predicts that the flickering stimulus should be perceived moving
in accordance with the time course of localization error shown in Fig. 3.1, but Hershberger’s
experiments indicated that this is not the case. In particular, the finding that the stimulus
did not appear to run in the direction of the saccade conflicts with the damped-EPS model.
Therefore, Hershberger argued that the findings indicate that EPS does not change gradually
but discretely in advance of saccade onsets. According to Hershberger’s explanation, the
time course of localization error changes gradually is not because EPS is damped but
because the time when EPS jumps varies between trials. Consequently, the time course of
mean localization error results in a smooth curve. Furthermore, Jordan and Hershberger
(1994) pointed out that the discrete jump of the light source in the saccade direction is
similar to observations that subjects with extraocular paralysis reported seeing the world
jump in the direction of the intended eye movement (Stevens et al. 1976) and the findings
that a foveal afterimage appears to displace discretely at the time of saccade execution
(Grusser et al. 1987).

3.4.2 Temporal factors

Sogo and Osaka (2001) argued against this idea. If Hershberger’s explanation is correct,
localization errors of each trial must distribute around zero and the value equal to the saccade
amplitude. This is not the case; as shown by many studies, the distribution of localization
error is not bimodal before the saccade onset. In addition, Sogo and Osaka found that a
phantom array is observed only when a flickering light is presented during saccades, not
when presented before saccades. Watanabe et al. (2005) made a similar but more detailed
examination. In their experiments, a flickering stimulus of various durations was presented
at various points in time around a horizontal saccade. Subjects were required to report
the positions of the right and left ends of phantom arrays they perceived. The results
were clear: a phantom array is perceived only when the flickering stimulus overlaps in
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time with saccade execution. Watanabe et al. also stressed that the perceived lengths and
positions for presaccadic flickers do not coincide with the prediction from the time course
of localization for a perisaccadic single flash, and rejected simple cancellation theory as an
explanation of localization of perisaccadic continuous flickers.

3.4.3 Issues surrounding the phantom array

It is still unclear how to explain the discrepancy in perisaccadic localization errors reported
for a single flashed target and a successively flashed target. O’Regan (1984) projected seven
flashes at consecutive 5-msec intervals at the same retinal positions of the subject’s eye
during a 12 deg saccade. The subjects perceived a small clump of flashes in which the
successive flashes were superimposed to a greater or lesser extent. O’Regan interpreted the
results as showing that the EPS grows no more than one-sixth of the total saccade extent.
Furthermore, the results suggest the possibility that perisaccadic stimuli are localized at
a fixed position in space as long as they are projected successively to the same retinal
position, whereas they are seen at various positions when projected to different retinal
positions. This hypothesis agrees with the observation that a phantom array is observed
only when a flashing light source is presented during a saccade and never before or after
a saccade. The latter is consistent with the finding that a continuous visual stimulus is
perceived at its veridical position as long as it is extinguished before a saccade onset
(Schlag & Schlag-Rey 1995; Cai et al. 1997).

A related finding was that when a subject made a horizontal saccade from the left to the
right and a target stimulus moved synchronously with the saccade in the upward direction,
the target initially appeared to jump to the right (i.e., in the saccade direction) and then
moved toward the actual position of the target after the saccade (Mateeff 1978). Kennard
et al. (1971) reported similar observations. In their experiments, the stimulus began to move
well before or immediately after the saccade onset. In the former case, the illusory trajectory
of the spot was similar to the mislocalization curves reported for a perisaccadically flashed
light spot; the spot was seen to move toward the saccade goal before the eye starts to move,
and abrupt jumping of targets reported by Mateeff (1978) was not observed. On the other
hand, when the stimulus began to move immediately after the saccade onset, it appeared
abruptly at the position near the saccade goal and then moved in the direction opposite to
the saccade. Thus, abrupt jumping of targets toward a saccade goal seems to occur only
when the target begins to move at the same time as the saccade onset.

Strictly speaking, however, things are more complicated. We recently conducted exper-
iments in which ten vertically arranged LEDs were used instead of a light beam from an
oscilloscope (Honda 2006). The subjects were required to make 18 deg horizontal saccades
from left to right across the array of LEDs. At the time of the saccade, the LEDs flashed one
by one for 2 msec from top to bottom. The ISI between each LED flashing was 2 msec, and
therefore it took 38 msec from the first LEDs on to the last LEDs off. The distance between
the top LED and the bottom LED was 18 deg. The subjects reported their perceptions by
drawing what they saw, that is, a trajectory of the successively flashed LEDs. The results
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were impressive. When the first LED was flashed simultaneously with the saccade onset,
the LED appeared at the right of its actual position and then moved diagonally toward the
lower left position. The same rightward displacement of the first LED was also observed
when it was flashed immediately before or after the saccade onset, as was the case when a
single target was flashed perisaccadically in the dark. Therefore, it is evident that EPS is
involved in generating the illusory trajectory of a perisaccadically flashed array of LEDs.
Our findings suggest that the abrupt jumping of targets toward a saccade goal observed in
Hershberger’s phantom array experiment is explained by hypothesizing that a flickering
stimulus is localized at its veridical position as long as it stimulates the same position on
the retina. However, to verify this hypothesis, further research is needed, and it is desirable
to explain without contradiction the discrepancy between perisaccadic localization errors
reported for a single flashed target and those for a successively flashed target (a phantom
array).
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Visual and nonvisual factors in perisaccadic
compression of space

markus lappe, lars michels, and holger awater

Summary

The perceptual stability of visual space becomes fragile in the wake of a saccadic eye movement.
Objects flashed shortly before a saccade are mislocalized toward the saccade target. Traditional
accounts for this effect have associated the mislocalizations with sluggishness of the efference
copy signal, which is important in space perception across eye movements. Recent theories
of space perception, however, have emphasized a role for visual memory in the generation
of transsaccadic spatial stability. We have investigated the role of visual processes and their
interactions with efference copy signals in the perisaccadic compression of space. In our
experiments, subjects performed saccades in front of a computer display while visual stimuli
were briefly flashed on the screen just before or during the saccade. Subjects had to report the
perceived location of the flash. When the saccade target’s position was visibly available after
the saccade, the perceived location of the flash was compressed toward the target’s position.
This compression occurred not only along the axis of the saccade but also for parts of visual
space along a direction orthogonal to the saccade. When the saccade target was not visibly
available after the saccade, the perceived location of the flash showed only a slight shift in
saccade direction. In this condition, however, the perceived location of the saccade target was
drawn toward the position of the flash. We propose a framework that consists of pre- and
postsaccadic processes to explain these findings.

4.1 Introduction

The overtly observable aspects of a saccade are small. Saccades involve only a tiny move-
ment of the eyeball. Yet, this tiny motion is orchestrated by coordinated activity in a large
network of interconnected brain areas. It spans from the brain stem to midbrain and cere-
bellar areas and several parts of the cortex. Moreover, the tiny eye movement of a saccade
exerts massive influences on visual perception. On the one hand, it provides necessary
updates for vision to scan a scene, while on the other hand it causes dramatic changes to
the visual input, giving rise to problems of visual stability. In this article, we will discuss
effects that saccades induce in the localization of visual objects around the time the saccade
is initiated.
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c© Cambridge University Press 2010.
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It has long been known that visual localization errors occur when a stimulus is briefly
presented in the wake of a saccade (Matin & Pearce 1965; Bischof & Kramer 1968; Honda
1989; Dassonville et al. 1995). In these experiments visual probe stimuli, usually small
spots of light or luminous bars oriented orthogonal to saccade direction, are presented
for a few milliseconds as an observer prepares and executes a saccade. The observer is
instructed to report the apparent position of the probe either by using a pointing device
that can be adjusted after the saccade or by relating the probe to a reference stimulus such
as a ruler or a previous or subsequent test stimulus. Localization is found to be close to
veridical for probe stimuli presented more than 100 msec before and after a saccade. Stimuli
presented from about 100 msec before to sometime during the saccade are mislocalized.
The spatial and temporal pattern of localization errors obtained in such experiments informs
discussions about the origin of the mislocalization and the brain processes that occur during
the preparation and execution of saccades.

A number of studies have reported mislocalizations that consist of a spatially uniform
shift of all apparent positions. This shift is in the direction of the saccade from up to
100 msec before saccade onset until about saccade onset (Matin et al. 1970; Honda 1991;
Dassonville et al. 1995). During the saccade, the shift is against saccade direction but still
spatially uniform (Matin et al. 1969; Honda 1991; Dassonville et al.). This pattern of errors
may be explained if the presumed reference signal of eye position (von Helmholtz 1896;
von Holst & Mittelstaedt 1950; Sperry 1950) does not correctly match the time course of
the true eye position (Matin et al. 1969; Honda 1991; Schlag & Schlag-Rey 2002) or if the
latency and persistence of the visual response is taken into account in the combination of
visual and eye position signals (Matin et al. 1969; Pola 2004). Other studies have reported
errors that are spatially nonuniform and consist of an apparent compression of spatial
positions so that they cluster around the saccade target (Bischof & Kramer 1968; Morrone
et al. 1997; Ross et al. 1997). These mislocalizations begin about 50 msec before saccade
onset and peak close to saccade onset.

In the following sections we discuss several experiments that investigated the role of
visual and nonvisual factors in perisaccadic compression, present new data from an exper-
iment investigating potential motor contributions from subsequent saccades, and propose a
conceptual framework to explain the various findings. For a detailed discussion of possible
mechanisms of the uniform perisaccadic shift, see the chapters by Matin and Honda in this
volume.

4.2 Visual factors

Visual factors play an important role in distinguishing shift and compression. Studies that
reported spatially uniform shifts were typically conducted in darkened labs (Honda 1989;
Dassonville et al. 1995; Cai et al. 1997). At the onset of a saccade, only the probe stimulus
was visible with no other visual object that could serve as a positional reference. On the
other hand, studies that found compression involved stimulus presentation on a screen that
contained, next to the brief probe flash, reference objects such as a visual background or a
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ruler to which the observer had to relate the probe position (Bischof & Kramer 1968; Ross
et al. 1997; Morrone et al. 1997; see also Honda 1993). Testing the same observers in both
conditions we found that the presence or absence of a ruler on the stimulus screen strongly
influenced the observed pattern of mislocalization (Lappe et al. 2000). In one experiment,
observers performed a visually guided saccade in front of a large dark projection screen in
a dark experiment room. They initially fixated a bright fixation point 6.4 deg left of straight
ahead that jumped to a position 6.4 deg to the right of straight ahead (12.8-deg saccade
amplitude) and was extinguished 50 msec later. Because the average latency of the saccade
that followed the jump was around 200 msec, no visual reference stimuli were available
at the time of saccade onset or afterward. The probe was a vertical bar flashed at one of
four locations around the saccade target (at –2.6, 2.6, 10, and 13 deg relative to straight
ahead). The observer reported the perceived probe position by adjusting a mouse pointer
appearing 500 msec after the saccade. The apparent position of those probes was analyzed
in relation to their presentation time relative to saccade onset. We found that the four probe
positions were uniformly shifted first in and then against the direction of the saccade similar
to the shift reported in earlier studies (Fig. 4.1(a), left). However, when we introduced, in a
second condition, a continuously visible ruler on the screen, which could serve as a visual
reference for probe and target position, the spatial pattern of mislocalization changed and a
strong compression of the apparent probe position toward the saccade target was observed
(Fig. 4.1(a), right). To assess the strength of compression quantitatively, we calculated the
standard deviation between the four apparent probe positions at each point in time for a
measure of the average apparent separation of the probe positions. We then calculated the
mean apparent separation in the 50 msec before saccade onset, that is, when the eye was
still fixating, and compared it to the mean separation 100 msec before and after the saccade.
This resulted in a percent measure of the compression immediately before the saccade.
Based on this measure there was no compression in the darkness condition and strong
compression in the ruler condition (Fig. 4.1(b), dark bars). We concluded that the strength
of compression was dependent on the presence of the ruler.

The ruler not only provided spatial references about probe and target positions but also
retinal illumination that might have modified the contrast of the probe. In further exper-
iments, we found that both factors influence the strength of compression. The influence

Fig. 4.1 (cont.)
onset, apparent positions are shifted in saccade direction in the dark condition and compressed onto the
saccade target location (at 6.4 deg) in the ruler condition. (b) Strength of perisaccadic compression
(dark bars) measured as the ratio of the mean apparent separation of bars within 50 msec before
saccade onset and the mean apparent separation 100 msec before and after the saccade for various
visual conditions and presentation times of the ruler. The light bars in the dark and line conditions
show the strength of compression when instead of the apparent probe positions the apparent distance
between the probe and the saccade target was calculated. These values differ because in the dark and
line conditions the saccade target is mislocalized toward the location of the probe (Awater & Lappe
2006). The combined effect of both mislocalizations leads to increased compression.
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of contrast was measured in an experiment in which the contrast of the probe to the
background was varied (Michels & Lappe 2004). In this experiment, the screen back-
ground was dark gray (luminance 13.2 cd/m2), whereas the probes had luminance between
14.3 cd/m2 and 61.3 cd/m2. The strength of apparent compression varied with stimulus
contrast such that the strongest compression was observed at the lowest contrast.

We measured the influence of visual references by varying when the ruler was present
on the screen (Lappe et al. 2000). We found that compression was weak when the ruler
was present before, but not after, the flash of the probe (Fig. 4.1(b), before and after
probe conditions). Compression was strong when the ruler was present after the saccade,
independent of whether it was visible at the time the probe was flashed (Fig. 4.1(b), ruler and
after-saccade conditions). This suggests that the spatial reference information provided by
the ruler is evaluated mainly after the saccade and that the apparent compression of stimuli
presented before the saccade is at least partly dependent on signal processing that occurs
after the saccade. To further determine the time course over which the ruler influences
localization errors, we varied the onset time and duration of the ruler presentation after the
saccade. When the ruler was turned off when the probe flashed and switched on only
250 msec later, the apparent compression was diminished (Fig. 4.1(b), 250 msec-gap
condition). When the ruler was present only from saccade offset up to 100 msec later,
compression strength was also diminished (Fig. 4.1(b), 100 msec-duration condition).
These results suggest that there is a temporal window immediately after the saccade when
the presence of visual references influences strength of compression.

To compare the contribution of retinal stimulation and contrast reduction provided by the
ruler with that of visual references provided by the ruler we introduced a further condition.
In this condition, the ruler was replaced by a horizontal white line, visually identical
to the ruler but with no tick marks or numbers present (Awater & Lappe 2006). This
line provides retinal stimulation and contrast reduction but no visual references along the
saccade direction. Consistent with the prediction that both factors contribute to compression,
the strength of compression was about half of that observed with the tick marks (Fig. 4.1(b),
line condition compared to ruler condition). But a second perceptual effect became apparent
in this experiment: although the saccade target was always presented at the same spatial
location, it appeared to be at different locations for the different probe positions. Asking
observers to report the apparent location of the saccade target rather than of the probe
quantitatively confirmed this observation (Awater & Lappe 2006). Depending on the probe
position the saccade target could be mislocalized by several degrees of visual angle. This
mislocalization was such that the distance between the apparent target position and the
apparent probe position was compressed. When we calculated a compression index for
the apparent probe–target distance, a sizable compression became apparent in the darkness
condition and the compression in the line condition became equal to the compression in the
ruler condition (Fig. 4.1(b), gray bars). Although the flash of the probe influenced perceived
target locations, saccadic amplitudes remained veridical when the probe was flashed within
100 msec before saccade onset. Thus, the saccade target’s apparent position, which was
visually indicated only for 50 msec after fixation point onset, could be decoupled from
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the motor command that drives the saccade. Moreover, the mislocalization of the saccade
target occurred also without a saccade (Awater & Lappe 2006). When the sequence of
fixation point offset, target on- and offset, and probe presentation was run with the explicit
instruction to keep fixation throughout the trial (i.e., not make a saccade to the target),
the perceived location of the target was shifted toward the probe position much like in the
saccade condition. Compression of the probe positions did not occur in this situation.

The apparent position shift of the target in saccade and fixation conditions suggests that
the target shift results from visual factors unrelated to the saccade, or possibly from covert
saccade planning that might have occurred in the fixation condition. We will now turn to the
role of motor parameters in perisaccadic compression and return to the target mislocalization
in the presentation of the proposed framework for perisaccadic mislocalization.

4.3 Motor factors

The necessity of saccade execution for the compression effect has been investigated by
comparing perception during executed saccades with perception during “simulated” sac-
cades, in which the visual stimulation during the saccade is mimicked as closely as possible
by moving the visual image at saccadic speeds while the observer fixates. Apparent position
shifts (Morrone et al. 1997) and compression (Ostendorf et al. 2006) of probe stimuli also
occur in such experiments, but the reported compression is not as strong as in experiments
with real saccades. Thus, the execution of the saccade likely contributes to the compres-
sion. Because perisaccadic mislocalization during real saccades begins already for stimuli
presented 50–100 msec before the saccade, that is, when the eye is still directed toward the
fixation point, the role of the actual movement of the eye is not clear. Motor signals that
drive the eye movement – or corollaries of these signals – are likely to be involved. Two
experimental paradigms, the antisaccade task and saccadic adaptation, have been used to
differentiate between motor execution (or planning) of the saccade and visual stimulation
factors such as the saccade target.

In the antisaccade task, when the fixation point jumps in a certain direction, observers
are instructed to withhold the saccade in the direction of the jump and to perform a saccade
in the opposite direction of the jump. In this case, the peripheral visual stimulus, that is,
the saccade target in regular or prosaccade trials, is decoupled from the motor planning and
execution of the saccade. Thus, one may ask whether perisaccadic compression is directed
toward the visual image of the saccade target or toward the motor signal of the saccade. In
these experiments, perisaccadic localization errors were directed toward the actual saccade,
not toward the visual target stimulus (Awater & Lappe 2004). Strength of compression was
identical in anti- and prosaccade trials. This suggests that the actual motor plan underlies
the compression.

In the saccade adaptation paradigm, the visual target location and the motor execution of
the saccade become decoupled through an adaptation process. As the observer executes a
saccade induced by a target jump of a defined size the target is slightly displaced during the
saccade. Therefore, at the end of the saccade there is an error between the landing position
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of the eye and the postsaccadic target position. When this procedure is repeated for a number
of trials the amplitude of the induced saccade gradually adapts such that the saccade will
end closer to the postsaccadic target position. After the adaptation procedure, a target jump
of the defined size induces a saccade of the adapted amplitude. Thus, target location and
motor execution are decoupled. Awater et al. (2004) measured perisaccadic compression
after saccadic adaptation. They presented probe flashes around the occurrence of adapted
saccades. Adaptation changed the pattern of compression such that probe positions at sac-
cade onset were seen closer to the landing point of the eye rather than the initial target
location. Like the results of the antisaccade study, the results of the adaptation experiment
suggest that the motor plan of the actually executed saccade is the driving force behind the
compression. There is, however, a caveat to this conclusion because the experiments also
showed that probes outside the temporal range of perisaccadic compression, that is, probes
presented more than 100 msec before saccade onset, were mislocalized. This early presac-
cadic mislocalization shifted apparent probe positions in the direction of adaptation. For
instance, when back-stepping the target during the saccade reduced the saccadic amplitude,
perceived presaccadic probe positions similarly shifted backward. Thus, the clustering of
apparent probe positions near the actual saccade landing position at saccade onset may
result partly from a combination of adaptation-induced position shifts and perisaccadic
compression toward the initial target position.

The previous studies show that the saccadic motor plan, or a corollary of it, is involved
in generating the compression. An oculomotor feedback signal of the saccadic motor plan
may originate from a number of brain structures involved in saccade planning or execution.
Depending on where the signal originates in the brain it might be encoded as direction and
amplitude or as a two-dimensional map of saccade goal position. The second, but not the
first, case predicts that mislocalizations should occur in a two-dimensional manner around
the saccade goal position. We tested this in an experiment with probes of small light dots
arranged in a grid around the saccade target position. The perisaccadic mislocalization of
these probe positions showed a clear two-dimensional pattern such that positions at high
eccentricities were mislocalized in oblique directions toward the saccade goal (Kaiser &
Lappe 2004). Thus, the saccade-related signal that drives the mislocalization is a signal of
goal position rather than saccade amplitude.

If compression is induced by an oculomotor feedback signal, then one may also ask how
compression is related to the planning and execution of subsequent saccades. It is known that
perceptual and motor processes in single tasks can be decoupled. Specifically for saccadic
compression, it has been reported that pointing movements toward the apparent position of
the perisaccadic probe do not exhibit compression, although perceptual judgments of probe
position do (Burr et al. 2001). We were therefore interested in the question of whether
targeting saccades to the apparent probe position, conducted after the primary saccade to
the target, shows evidence of compression. In these experiments, subjects were seated in
front of a monitor that displayed an initial fixation point 10 deg left of center against a
gray visual background containing a black ruler. When the fixation point jumped 20 deg
to the right (toward position 10 deg) subjects performed a saccade toward that position.
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Fig. 4.2 Perisaccadic localization quantified by different reporting procedures in a single subject.
The saccade was executed from position −10 deg to position 10 deg with respect to straight ahead.
Probes were flashed at seven positions (−22.4 deg, −14.9 deg, −7.6 deg, 0 deg, 7.6 deg, 14.9 deg,
22.4 deg) in randomized order. (a) Apparent positions (running averages, individual data points not
shown) indicated by a mouse pointer that appeared 500 msec after the saccade and the subject moved
to the perceived probe location. The subject was free to move his eyes at this time. (b) The subject
was instructed to first make a saccade to the target followed by a saccade to the probe that was flashed
around the occurrence of the first saccade. Apparent probe positions were computed from the landing
position of the second saccade. (c) Apparent probe positions indicated by mouse pointing as in (a).
However, in this condition the subject was required to maintain fixation on the first saccade target
while adjusting the mouse pointer using peripheral vision. The compression was similar in all three
conditions and for two additional subjects.

A vertical bar was flashed as the probe for 8 msec at a random time around saccade
onset at one of seven possible locations (−22.4 deg, −14.9 deg, −7.6 deg, 0 deg, 7.6 deg,
14.9 deg, 22.4 deg). Subjects were instructed to direct their gaze after the primary saccade to
the apparent position of the probe stimulus and to keep fixating that position. Gaze direction
was measured with an SMI EyeLink video-based eye tracker at a temporal resolution of
250 Hz. Final gaze positions after the secondary saccade were taken as measurements of the
targeting saccade to the apparent probe positions. These measurements were compared to
perceptual ratings taken in separate trials in which subjects had to indicate the apparent probe
position with a mouse pointer. Figure 4.2(a) and (b) shows results of this experiment for one
subject. The lines give running averages of apparent probe positions for the seven true probe
positions in the 300 msec around the saccade. Saccade onset is at 0 msec. A comparison
of the plots for mouse pointing (Fig. 4.2(a)) and gaze direction reveals that compression
is similar in the two conditions. The percentage of compression in the 50 msec before
the saccade was the same in both conditions. This shows that perceptual and saccadic
mislocalizations are identical. Thus, the compression observed in the perceptual judgments
is reflected also in the positions of targeting saccades. Similar results have been reported in
investigations of the perisaccadic shift of apparent positions in the dark using the double-
step saccade paradigm (Dassonville et al. 1995; Honda 1997).
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Because mislocalizations in perceptual judgments and targeting saccades are so similar,
one must ask whether perceptual judgments rely on the execution of subsequent saccades.
This would seem possible if subjects, after the primary saccade, conduct first a saccade
to the apparent probe position before they report the probe position verbally or with a
pointer. We therefore tested a further condition in which subjects had to give perceptual
judgments with a mouse pointer but were required to keep fixation at the target position
after the primary saccade (Fig. 4.2(c)). Compression in this condition was of equal strength
to the compression observed under free eye movements after the primary saccade and under
conditions of targeting saccades after the primary saccade. Thus, we conclude that secondary
targeting saccades are not necessary for compression to occur and that the compression
observed in the targeting saccades likely results from the use of the compressed perceptual
signal for planning these eye movements.

4.4 A conceptual framework for perisaccadic mislocalization

The studies described previously revealed different types of perceptual mislocalization at
the time of saccadic eye movements. In some conditions, a uniform mislocalization in
the direction of the saccade occurred. In other conditions, mislocalizations resembled a
compression of visual space around the saccade target. The uniform shift occurred when
no visual references were available immediately after the saccade and when probe stimuli
were of high contrast. Compression occurred when probe stimuli were of low contrast and
visual references were present immediately after the saccade. Thus, the visual parameters
of the stimuli as well as the presence or absence of visual references immediately after
the saccade are important for the compression of the apparent position of perisaccadically
flashed objects.

An explanation for the described properties of the compression requires the combination
of pre- and postsaccadic processes, both involving visual and nonvisual factors (Fig. 4.3).
Visual information about the target position and the probe position is registered before the
saccade and encoded in memory. After the saccade, the memory representation has to be
accessed and combined with new visual or nonvisual information about the current eye
position. Because neither the target nor the probe is visible after the saccade, both positions
have to be reconstructed from memory signals and the available postsaccadic information.
Our proposal rests on two assumptions. The first assumption is that the apparent distance
between the saccade target and the probe is compressed in the encoding of the presaccadic
scene. The second assumption is that the reconstruction of the scene after the saccade
prefers postsaccadic visual reference information to nonvisual eye position signals. In
the following we will discuss the support for these assumptions provided by the studies
presented previously.

The role of postsaccadic visual references can be understood by looking at studies of
transsaccadic visual stability. Current ideas on visual stability across saccades hold that
most of the visual information before the saccade is discarded, and a new representation of
the visual world is generated from new incoming information after the saccade (Bridgeman
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Fig. 4.3 Schematic illustration of the steps involved in perisaccadic compression. First, the visual
signals of the target and the probe have to be registered. The location of the target and probe along
with the distance between the two are encoded for transsaccadic memory. Either the registration
or the encoding in memory is subject to a compression of the distance between the target and
the probe. Presumably this compression reflects the action of a nonvisual modulatory oculomotor
feedback signal. This is assumed to occur before the saccade. After the saccade, the layout of
the presaccadic scene has to be reconstructed from the presaccadic encoding and the available
postsacccadic information about target position (visual) and eye position (nonvisual). Because the
system prefers to use visual reference information, the saccade target is localized in the visually
indicated position, and the probe appears compressed according to the compressed presaccadic
memory representation. In the absence of visual target information, nonvisual information about eye
position is used for the reconstruction of the presaccadic probe locations. In this case, the apparent
probe location is shifted along saccade direction because of errors in the eye position signal.

et al. 1994; Hamker 2005a). Visual stability is realized by a store-and-compare mechanism
that uses only limited information from before the saccade (Deubel et al. 1996, 1998;
McConkie & Currie 1996; Currie & McConkie 2000). The basic assumption in this theory
is that the perceptual world remains stable if nothing changes during the saccade. Thus,
the store-and-compare mechanism uses presaccadic information from only a small number
of objects, most importantly the saccade goal itself. This information is stored in a non-
retinotopic memory across the saccade. Immediately after the saccade the visual system
searches the saccade target in a restricted spatiotemporal window and compares the stored
representation with the new visual information after the saccade. If the “new” saccade target
is identified as the “old” saccade target it will be used for the recalibration of the visual
scene. In our experiments, the saccade target was never present after the saccade, but visual
reference information from the ruler was available to indicate the position of the saccade
target. This reference information might be used instead of the image of the saccade target
to localize the saccade’s goal position, allowing the reconstruction of visual space from
presaccadic memory with respect to the saccade target’s ruler location.

The store-and-compare mechanism, thus, could be involved in generating perisaccadic
compression. Postsaccadic visual space is constructed from visual information in the post-
saccadic scene with limited memory information from the presaccadic scene. This post-
saccadic reconstruction is centered on the postsaccadic position of the saccade target. The
probes in our experiment are only presented in the presaccadic scene. Therefore, their
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position has to be reconstructed from visual memory after the saccade. If presaccadic
memory mainly preserves information from the saccade target, then it is conceivable that
information about other objects is distorted toward the saccade target position. Therefore,
we speculate that the observed compression is due either to memory distortions induced
by the presaccadic concentration of resources on the saccade target or to distortions within
the presaccadic scene.

The observed mislocalization of the saccade target in the white line and darkness condi-
tions supports this view. An apparent shift of the target position toward the probe position
occurred both in the presence and in the absence of a saccade. This suggests that the
registered and encoded distance between target and probe is compressed independently
of the occurrence of a saccade. However, the position of the probe was mislocalized only
when the subject performed a saccade, not when the subject maintained fixation. Within the
store-and-compare mechanism the difference between these conditions can be explained
because the postsaccadic reconstruction of the scene obviously only becomes necessary
when a saccade occurs. In this case, the probe and target positions are retrieved from the
encoded compressed distance between target and probe position. If the target position is
indicated by visual references, then it can be localized veridically, but the retrieved probe
position will appear compressed. If, on the other hand, the target position is not indicated
by visual references and the probe location is perceived correctly, then the perceived target
position will appear compressed toward the probe.

Why is the target position not derived correctly from extraretinal eye position signals after
the saccade made in darkness and in the white line condition? If the saccade target’s position
is not visually indicated after the saccade, then both the target and the probe positions
must ultimately be determined from a combination of visual memory with extraretinal eye
position information (Matin et al. 1969; Matin 1972). If the task is to indicate the probe, then
the probe’s position should be determined from its presaccadic retinal location (or memory
thereof) and the eye-position signal as proposed earlier (Matin et al. 1969; Honda 1991;
Schlag & Schlag-Rey 2002; Pola 2004). This is consistent with our results in the darkness
condition. The same procedure may, in principle, be used to locate the target position as
well. However, our results on the apparent target position show that this is not the case.
Because the target is mislocalized toward the probe, its position must be derived from the
probe’s position (including extraretinal information) and the memory of the compressed
distance between the probe and the target in the presaccadic scene.

The previous considerations may explain why, if we assume a compression of distance
between target and probe in the presaccadic encoding, probe positions in the postsaccadic
judgment appear compressed toward the target in the presence of visual references but not
without visual references. They also explain why the target may appear shifted toward the
probe without visual references both after saccades and during fixation. However, they do
not explain why the distance between the probe and the target is compressed in the first place.
The observations described previously point to a presaccadic origin of this compression.
The antisaccade and the saccade adaptation results show that a motor command signal must
be involved that may be dissociated from the visual target position. Thus, an oculomotor
feedback signal is most likely responsible for the presaccadic induction of compression.
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This signal would originate from motor command structures and be fed back to visual areas.
Such signals have been described (Sommer & Wurtz 2002; Moore & Armstrong 2003) and
linked to the boosting of the sensitivity of visual neurons surrounding the target position to
enhance spatial processing in that area (Hamker 2005b). Such a modulatory influence on
neural activities may distort the representation of stimulus locations in the map surrounding
the saccade target, leading to changes in position signals (Hamker et al. 2008). Suppose that
the stimulus excites a population of neurons with partially overlapping receptive fields in a
retinotopic cortical map. For some of these neurons, the stimulus will fall onto the receptive
field center and the neuron will respond strongly; for other neurons, the stimulus will fall
toward the edge of the receptive field and the neuron will respond poorly. The activity in the
map will show a peak at the position where the receptive field center falls on the stimulus
position. Now assume further that the feedback signal from the eye movement command
increases the gain of the neurons with receptive fields close to the saccade target. Those
neurons that contain the stimulus in their receptive field and that are close to the saccade
target will respond stronger than those that contain the stimulus in their receptive field but
are further away from the target. Importantly, those neurons close to the saccade target that
contain the stimulus at the edge of their receptive field will become more responsive to
the stimulus. Thus, in the map, the hill of activity will become asymmetrical and the peak,
or at least the center of mass of the activity, will be shifted toward the saccade target. If
the perceived position of the stimulus is derived from the distribution of the population
activity in such a cortical map (certainly a sensible assumption), then the perceived position
must be distorted toward the target. Quantitative analysis of this model shows that it is
consistent with the two-dimensional mislocalizations (Kaiser & Lappe 2004) and their
similarity to cortical magnification factors (VanRullen 2004; Hamker et al. 2008). It is also
consistent with the finding that low-contrast stimuli lead to stronger compression (Michels
& Lappe 2004) because the gain modulation is most effective for visual stimuli that yield
nonsaturated responses such as stimuli falling on the edge of the receptive field.

4.5 Conclusion

The framework we have proposed has a presacccadic and a postsaccadic component
(Fig. 4.3). Before the saccade, the visual signals of the target and the probe are regis-
tered and encoded in memory. Either the registration or the encoding in memory is subject
to a compression of the distance between the target and the probe, presumably by the
action of a modulatory oculomotor feedback signal. Thus, presaccadic processes induce
compression. After the saccade, the spatial locations of the presaccadic objects have to be
reconstructed from the presaccadic memory in combination with visual reference infor-
mation about target position and nonvisual information about eye position. The system
prefers to use visual reference information when available, locating the saccade target in
the visually indicated position and mislocalizing the probe according to the compressed
presaccadic memory representation. If visual reference information about the target posi-
tion is not available after the saccade, the system must use nonvisual information about
eye position for the reconstruction of the presaccadic locations. In this case, the apparent
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probe location is uniformly shifted due to errors in the eye-position signal, but residues of
compression in the presaccadic encoding can be seen in the mislocalization of the target
position.
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Keeping vision stable: rapid updating of spatiotopic
receptive fields may cause relativistic-like effects

m. concetta morrone, john ross, and david c. burr

Summary

People shift their gaze more frequently than they realize, sometimes smoothly to track objects
in motion, more often abruptly with a saccade to bring a new part of the visual field under
closer visual examination. Saccades are typically made three times a second throughout most
of our waking life, but they are rarely noticed. Yet they are accompanied by substantial
changes in visual function, most notably suppression of visual sensitivity, mislocalization of
spatial position, and misjudgments of temporal duration and order of stimuli presented around
the time. Here we review briefly these effects and expound a novel theory of their cause.
To preserve visual stability, receptive fields undergo a fast but not instantaneous remapping
at the time of saccades. If the speed of remapping approaches the physical limit of neural
information transfer, it may lead to relativistic-like effects observed psychophysically, namely
a compression of spatial relationships and a dilation of time.

5.1 Introduction

Saccades are ballistic movements of the eyes made to reposition our gaze. They can
be deliberate but normally are automatic and go unnoticed. Not only do the actual eye
movements escape notice, but so do the image motion they cause and the fact that gaze
itself has been repositioned. This problem has gained the attention of most visual scientists,
including von Helmholtz (1866), Sperry (1950), Alhazen (1083), and Howard (1996). A
general conclusion to emerge from a variety of studies was that saccades were accompanied
by a “corollary discharge” (Sperry 1950) or an “efference copy” (von Holst & Mittelstädt
1954) of the motor signal that corrected for the eye movement (for general review, see Ross
et al. 2001).

There is now good evidence that many visual neurons are modified by a corollary
discharge. Receptive fields of many neurons in the lateral intraparietal area (LIP) of monkeys
change position before each saccadic eye movement (Duhamel et al. 1992), effectively
anticipating its consequences. Similar effects have been found in other eye movement–
related areas, such as superior colliculus (Walker et al. 1995), frontal eye fields (Umeno &
Goldberg 1997), and even in earlier stages in the cortical visual system (Nakamura & Colby
2002), V4, V3a, and V2. The remapping of receptive fields in all these areas is consistent

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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Fig. 5.1 Effect of saccades on spatial position (a) and temporal separation (b). For the spatial task,
bars were briefly displayed in one of three spatial positions (−20 deg, 0 deg, and 20 deg, indicated
by dashed lines). During a limited interval near the onset of the saccade, the bars were systematically
misperceived toward the saccadic target, indicating compression of space at the moment of the
saccade. For the temporal task, the apparent temporal separation of two briefly flashed bars was
measured with a matching technique (see Fig. 5.2). At presentation times near the onset of the
saccade, the apparent duration of the interval was halved, indicating temporal compression.

with psychophysical studies in the 1960s that showed that briefly displayed visual stimuli
are perceived erroneously when presented around the time of saccades, displaced in the
direction of the saccade (Matin & Pearce 1965; Bischof & Kramer 1968; Matin et al. 1969;
Matin 1972).

5.2 Spatial and temporal mislocalization during saccades

If the errors in localization serve only to compensate for eye movements, they should always
be in the same direction as the saccade. However, this is not always the case. Figure 5.1(a)
(from Ross et al. 1997) shows that the direction of mislocalization of stimuli presented
near the time of saccades depends strongly on the spatial position of the stimuli. Bars
displayed at the center of the screen or to the left of fixation (for a rightward saccade)
were displaced rightward, in the direction of the saccade. However, bars flashed beyond the
saccadic target were displaced leftward, against the direction of the saccade. This results in
a compression of visual space at the time of saccades. The compression is robust, capable of
removing vernier offsets for lines flashed near saccadic onset, and causing multiple stimuli
to merge into one. Compression does not occur during simulated saccades, where scenes
are displaced by mirror movement with similar dynamics to saccades (Morrone et al. 1997).

More surprisingly, a recent experiment in our laboratory has shown that saccades cause
a compression not only of space but also of time. Figure 5.1(b) (from Morrone et al.
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Fig. 5.2 Psychometric functions for the temporal judgments of Fig. 5.1. For the upper curves, a pair
of horizontal bars separated in time by 100 msec was presented either well before (open squares)
or just prior to saccadic onset (filled circles). Subjects were required to report whether this stimulus
pair appeared shorter or longer than a probe pair (of variable duration) that appeared 2 sec later.
With perisaccadic presentations the curves were shifted to the left, implying strong compression of
time, and were steeper, implying greater precision of temporal judgments. For auditory stimuli (brief
clicks) there was no temporal compression accompanying the saccade.

2005) shows how the apparent separation of two briefly flashed bars varies with time of
presentation. The actual separation of the bars was 100 msec, but when flashed near saccadic
onset, the apparent duration was reduced to near 50 msec. As with spatial compression,
the effect was maximal near saccadic onset and followed tight temporal dynamics. The
time course may appear broader than that for spatial compression, but this is only because
the actual stimulus was necessarily broad (100 msec); if this is taken into account, the
dynamics are similar.

Furthermore, the precision with which the judgment was made improved during sac-
cades, brought out more clearly in the upper panels of Fig. 5.2 that show examples of
psychophysical functions for test stimuli presented either well before saccadic onset (open
squares) or perisaccadically (filled circles). Subjects were required to compare the duration
of the tests (pre- or perisaccadic) with a probe pair presented 2 sec later (see Morrone
et al. 2005 for full experimental details). All data are well fit by cumulative Gaussian
curves. The mean of these curves estimates the point of subjective equality (PSE), and the
standard deviations estimate the precision of the match. Note that when the stimuli are
presented perisaccadically, the point of subjective equality shifts toward 50 msec, showing
how time is compressed at that moment. But notice that the curves also become much
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Fig. 5.3 Psychometric functions for a temporal order judgment task in which the observer was
required to judge whether the top or bottom bar was presented first, as a function of temporal
separation (positive times mean bottom first). The curve on the left is a standard psychometric
function for bar presentations at least 100 msec after saccadic onset. The curve on the right shows
data for the critical perisaccadic interval −70 to −30 msec. This psychometric function is actually
inverted over the range of ±50 msec, recovering to veridicality for very large separations (the curve
was fit to the circular points within the dashed lines). This implies that, for a limited range, temporal
order is inverted.

steeper, showing that precision actually improves at the time of saccades. If one assumes
that the precision of the judgment is determined by the neural noise associated with both
test and probe stimuli, and that noise varies inversely with the number of ticks of an internal
clock (Gibbon 1977), then the compression of time and the improved precision in temporal
judgments are consistent with slowing of the clock during saccades.

The lower panels of Fig. 5.2 show another experiment where subjects were required to
judge the duration of pairs of clicks (compared with a later probe). Here the results are
quite different. Under all conditions, the judgments are more precise (in agreement with
Westheimer 1999 and others), but of more relevance to this discussion, the perisaccadic
and presaccadic results are indistinguishable. The effects of saccades on time are clearly
modality-specific, occurring only for visual stimuli.

Even more surprisingly, for certain intervals of stimulus presentation, duration was not
only misjudged but temporal order was inverted. In a further experiment, subjects were asked
to estimate the temporal order of the bars (which were always presented in random order).
Figure 5.3(a) shows the results for stimuli presented 100 msec or more after saccadic onset:
a typical psychometric function where the probability of correct response varies smoothly
with the temporal separation of the bars. However, when stimuli are presented just before
saccadic onset (within the narrow range −70 to −30 msec) the psychometric function
(Fig. 5.3(b)) is far from conventional but becomes triphasic. For bar separations within the
range −50 to +50 msec the function runs smoothly in the opposite direction to reality – as
if time had reversed. Only for large separations (greater than 100 msec or so) is temporal
order perceived correctly.
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5.3 Saccades and special relativity

The pairing of temporal with spatial effects that occur before saccades suggests a possible
explanation: saccades induce a relativistic alteration of spatial and temporal metrics. In
physics, relativistic effects occur when objects move at a speed approaching c, the maximal
speed at which an electromagnetic wave can carry information. Propagation of information
through the nervous system occurs along axons and across synapses at a speed limited by
biophysical constraints. As mentioned earlier, the receptive fields of many cortical neurons
are modulated by eye position (Andersen et al. 1985; Duhamel et al. 1992; Fogassi et al.
1992; Galletti et al. 1995; Duhamel et al. 1997; Nakamura & Colby 2002; Kusunoki &
Goldberg 2003), presumably to anticipate and to offset the change in retinal positions. The
modulation is fast but not instantaneous, often following similar dynamics to perceptual
effects during saccades (Morrone et al. 1997; Ross et al. 1997; Diamond et al. 2000). As
the dynamic coordinate transformation must be rapid (to offset the effects of saccades), it
seems reasonable that it will occur at a rate approaching the limit of neural information
transfer, and this has immediate relativistic consequences in both space and time. If these
neurons mediate the perception of space and also of time (Leon & Shadlen 2003; Janssen &
Shadlen 2005), transient stimuli presented during the dynamic coordinate transformation
will be measured against spatial and temporal scales dilated relativistically, following the
Lorentz transform (Einstein 1920): they will therefore appear compressed in one spatial
dimension and in time. For neural propagations at about 87% maximum speed, objects
will be compressed in both space and time by a γ factor of 2, agreeing well both with
the results of spatial compression (Morrone et al. 1997; Ross et al. 1997; Lappe et al.
2000; Kaiser & Lappe 2004) and with the factor-of-two time compression reported more
recently (Morrone et al. 2005). This suggestion also predicts increased temporal precision
in temporal judgments during saccades, as the clock with which they are measured slows
down, decreasing the number of “clock ticks” between the two events. It is also consistent
with the independence on saccadic size (except for small saccades), as it is the speed of the
receptive field that matters, not the duration of the shift (although the duration may affect
the range over which the compression occurs). Finally, it predicts that blinks will have no
effect on perceived time (although they cause many suppression-like effects that mimic
saccades, with similar time course [Stevenson et al. 1986; Ridder & Tomlinson 1993]),
as they are not associated with shifts in receptive fields, and that nonvisual stimuli (e.g.,
clicks) will not be compressed. In the following section we formally develop these ideas.

5.3.1 Maps in the brain

Images on the retina form a map (see Morgan 2003 for an interesting discussion). Let us
suppose that the brain registers this map but also develops a map of activity that codes the
location of objects in external space that we refer to as the craniotopic map and that this
latter map is used for spatial and temporal order judgments. The craniotopic map (x′, y′,
t′) also receives a retinotopic input that will be shifted with each saccade by an amount to
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counteract the retinal shift in order to establish the craniotopic specificity. However, if a
new signal arrives and excites this map while it is being displaced, and if the displacement
takes place at high speeds, many relativistic effects of temporal and spatial localization can
be predicted.

5.3.2 The Lorentz transformation

Let x, y, and t be the retinal spatial and temporal Cartesian coordinates of the stimuli
(x and y can be considered signed eccentricities). Let x′, y′, and t′ be the spatial and
temporal coordinates of the craniotopic map used by our brain. The role of the craniotopic
map is to assign a location of the external space and time: a stimulus that elicits a neuronal
activity centered around x′, y′ will be localized at that external position independently of its
retinal location, and the temporal separation between two peaks of activity (measured with
the same neuronal clock that is used for the activity) will define the perceived delay of one
stimulus over the other.

Assume that the saccade is executed horizontally from position 0 to f. Before the saccade
the two maps are in register: x′ = x, y′ = y, and t′ = t. After the saccade has been executed
the two maps, retinal and craniotopic, will differ only by a constant spatial shift: x′ = x −
f, y′ = y, and t′ = t, where f is a constant that describes the position of the eye in external
coordinates corresponding physiologically to the corollary discharge signal, in agreement
with many models (Xing & Andersen 2000; Pouget et al. 2002). Let us suppose that, before
the saccade, activity in the craniotopic map (x′) begins reafferation to change its input to
the retinal afference that will be appropriate to maintain craniotopic invariance after the
saccade. This rapid reafference can be described mathematically as a movement in the map
to reach a displacement equal and opposite to f by the end of the saccade. Let us further
suppose that the motion occurs at a speed close to the maximum physiologically possible
speed for the cortical area that codes the map. Maximum speed will be limited by the number
of synapses involved in the transfer of information, the total length of dendrites and axons
to be traveled at the diffusion speed of horizontal connection – about 0.2 m/sec (Tucker &
Katz 2003) – or by a cortical-to-cortical connection of 3.5 m/sec (Girard et al. 2001).

Any signal delivered at position x, y and time t will be represented by the dynamic map
at positions x′, y′, and t′ given by the Lorentz transform

x ′ = γ (x − ut)
t ′ = γ (t − ux/c2)
y ′ = y,

(1)

where

γ = 1√
1 − u2/c2

(2)

and u is the velocity of the moving frame along the x axis (in the direction opposite to the
saccade), and c is the maximum speed of neural information transmission.
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Fig. 5.4 Schematic illustration of the effect of the Lorentz transform on the stimuli of this study.
Observers fixate O, then saccade to the target f that appears abruptly when the fixation spot disap-
pears. (The saccade is assumed to occur outside the temporal limits of this graph.) At a variable
time relative to saccade onset, a pair of extended horizontal bars are presented one clock tick apart.
For an observer moving at relativistic speeds, in this case 0.87 c, the spatial and temporal axes (x′

and t′) will be rotated in space–time, following the Lorentz transformation (Equation 1). To visualize
geometrically the resulting temporal dilation, consider that all lines parallel to the x′ axis have constant
t′ (dotted lines in figure). Their intersection with the t′ axis will produce a dilated time scale, with
ticks more than double those of the t axis. A similar argument occurs in space, explaining spatial
compression. The two horizontal gray lines represent two stimuli separated by L for the stationary
map, but by L/γ for the craniotopic map.

5.3.3 Spatial compression

For simplicity, let us consider only events that take place before the eye actually moves
[eye movement will alter only the actual retinal position (x) of the delivered stimuli, not the
conceptual basis of the model]. Consider two brief stimuli delivered during the motion of
the localization map at a spatial separation of L, depicted in Fig. 5.4 with two gray vertical
lines. The distance estimate by the craniotopic map during its fast reafference will be:

L′ = L/γ.

This expression is easy to derive if the spatial separation is evaluated at the same temporal
instant t′ of the craniotopic activity. (To derive this expression just calculate Equation 1 for
difference of two impulses and assign at �x = L and �t′ = 0).
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If we consider that c = 1 and u = 0.87c, γ will be equal to 2, so

L′ = L/2.

This implies that apparent distance would appear compressed by about a factor of two
(agreeing well with the psychophysics: Morrone et al. 1997; Ross et al. 1997; Lappe et al.
2000; Kaiser & Lappe 2004). If only one stimulus is delivered, its position may be judged
by the distance between the stimulus and one of the activities present in the dynamic map,
usually the saccadic target, obtaining the same compression for stimulus location as for
separation. If the speed of the dynamic remapping is low compared to maximum speed
and equal to �f/�t, where �t is the typical saccadic mislocalization temporal dynamics
and �f the cortical distance covered by the saccade, the distance of the two targets will be
unaffected and their positions will be shifted in the direction of the saccade, as sometimes
observed in the dark for memory-guided saccades (Cai et al. 1997; Lappe et al. 2000).

The major spatial compression takes place within a 50-msec interval around saccadic
onset (for a saccade of 20 deg). This implies a speed of information transfer of 400 deg/sec
and an estimate of the maximum speed of about 440 deg/sec.

5.3.4 Compression of time

A similar argument can be developed for the temporal judgments. The stimuli presented in
this experiment encompass all spatial positions along x, although the two bars will excite
different pools of neurons given their vertical offset. Each bar will be interpreted by the
dynamic moving map as a stimulus encoded at different spatial positions (x′) and time (t′).
If we assume (conservatively) that the temporal judgments are performed by neurons that
assume the same x′ position of the moving map, the resulting estimate will be

T ′ = T/γ = 100 msec/2 = 50 msec,

where T and T ′ are the measured temporal separations of the stimulus pair in the two
different inertial frames of reference. (Again, to obtain this expression it is sufficient to
repeat the procedure used for the spatial compression and assign �x′ = 0 and �t = T).

Given that each tick of the clock of the moving map lasts two ticks of the stationary
(retinally anchored) clock, we should also have a decreased error if error is associated with
number of ticks to be counted (Weber’s law). This estimate holds when both stimuli are
delivered during the dynamic phase of the map. In our condition this corresponds to when
one bar is delivered 50 msec before the eye movement and the other 50 msec after the eye
movement. To simulate the interval before or well after saccadic onset, we could consider
that only some of the clock ticks are subject to time dilation induced by the dynamic
remapping and that this would necessarily decrease the time compression effect.

At some crucial intervals just before saccadic onset, the temporal order of the bars was
consistently seen to be inverted. The reversal of apparent order does not follow immediately
from special relativity alone but could easily be accounted for within this framework by
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considering temporal postdiction (Libet et al. 1979; Eagleman & Sejnowski 2000). If each
of the two successive bars is labeled independently and referred backward in time by N
clock ticks to compensate for delays in neural processing, the second bar will sometimes
be pushed backward beyond the first if the clock were ticking more slowly at the time of
second bar presentation.

5.4 Concluding remarks

The idea of a shift of reference to preserve visual stability is an old one: what is novel here
is the suggestion that a shift can and does have relativistic consequences. This suggestion
can explain why spatial compression is predominantly one-dimensional and why it is
accompanied by temporal compression and reversal of temporal order. Shifts of reference
are not rare: they occur whenever saccades are made, three times a second on average
throughout waking life. The effects of saccades, common though they are, escape notice
because they are nullified by an accompanying shift of frame of reference. Only transient
stimuli, rare in nature, will be distorted, and then only if they happen to appear while the
rapid shifts of reference are in progress.

Acknowledgment

This research was supported by the European Union Framework Programme 6 and 7:
“MEMORY” and ERC advanced grant 229445 “STANIB.”

References

Alhazen, I. (1083). Book of optics. In A. I. Sabra (ed.), The Optics of Ibn al-Haytham.
London: Warburg Institute.

Andersen, R. A., Essick, G. K., & Siegel, R. M. (1985). Encoding of spatial location by
posterior parietal neurons. Science 230(4724): 456–458.

Bischof, N., & Kramer, E. (1968). Untersuchungen und Überlegungen zur
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Combined influences of extraretinal signals, retinal
signals, and visual induction on space perception and
manual behavior in perisaccadic and steady viewing

leonard matin and wenxun li

Summary

The locations of stationary objects appear invariant, although saccadic eye movements shift
the images of physically stationary objects on the retina. Two features of this perceptual
stability related to saccades are that postsaccadic locations of objects appear invariant rel-
ative to their appearance in the presaccadic view, and perception of postsaccadic stimula-
tion is free from interference by remnants of presaccadic stimulation. To generate stability,
quantitatively accurate cancellation between retinal input (RI) and extraretinal eye position
information (EEPI) must occur, and persisting influences from the presaccadic view must be
eliminated. We describe experiments with briefly flashed visual stimuli that have measured
(1) the time course of perisaccadic spatial localization, (2) the interfering effects of persisting
stimulation prior to the postsaccadic period, (3) the achievement of perceptual stability by
removing visual persistence early, and (4) the influence of metacontrast utilizing the normal
perisaccadic spatiotemporal distribution of retinal input to prevent interference from visual
persistence.

For the steady eye, a generalized cancellation mechanism is analyzed through studying
mislocalizations in perceptual orientation and visually guided manual behavior produced by
(1) modifying EEPI in observers with experimental partial paralysis (curare) of the extraocu-
lar muscles and/or (2) modifying RI by varying visual field orientation (i.e., its pitch and/or
roll). The influences of visual pitch and roll derive from the retinal orientations of individual
straight lines and their combinations, with the identical lines influencing perceived verticality
and elevation. Surprisingly, although full accuracy is found in pointing and orienting a fully
extended finger/hand/arm to perceptually mislocalized elevations and frontal-plane orienta-
tions, large errors in manual settings equal and opposite to the perceptual errors occur with the
hand close to the body. This variation in manual accuracy is linearly graded with hand-to-body
distance and serves useful ecological purposes at both extremes as well as at the intermediate
distances.

6.1 Introduction

None of the visual system’s extraordinarily versatile capabilities is more remarkable than the
ability to perceptually localize objects in egocentric space and to carry out accurate, visually
guided sensorimotor behavior in reaching for them. Most significant for our adaptation to
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life on earth is the ability to maintain perceptual constancy of an object’s spatial location
in the face of movements of the eye while effortlessly distinguishing movements of objects
in the environment from movements by the observer’s own eye that generate identical
stimulations to the retina. However, generally unnoticed, but of equally great significance
for perceptual constancy of spatial location and orientation as well as manually guided
sensorimotor behavior, is the fact that such perceptual constancy is normally achieved in a
visual environment whose orientation is consistent with the direction of gravity, providing
a powerful frame of reference for perception and for action.

This article describes the mechanism that maintains perceptual constancy when saccades
occur in an erect visual environment and then goes on to describe the maintenance of
perceptual constancy based on the consistency between orientation of the visual framework
and the direction of gravity.

6.2 Spatial localization and saccadic eye movements

Much of the focus on spatial constancy in the presence of eye movements has been on
the contribution of extraretinal processes to shifting Lotze-like retinal local signs (1886)
for visual direction, with emphasis on whether these processes are fed forward from the
command system controlling movements of the eye (outflow signal) or fed back from
peripheral organs in the orbit (inflow signal) (see Matin 1972, 1976a, 1982, 1986; Shebilske
1977; Li & Matin 1997; Schlag & Schlag-Rey 2002, for reviews). But the pre-1960 treatment
did not include the complex involvement of processes originating in the visual nervous
system that play a significant role in maintaining perceptual stability in the presence of
saccades.

6.2.1 Uncovering EEPI with flashes of light

The visual system did not evolve to cope with brief flashes of small isolated points of light in
otherwise total darkness. However, such stimulation has been central to the methodology in
investigations relating perceptual stability and eye movements as the most straightforward
way for experimenters to localize stimulation in both time and space while maintaining
reasonably constant adaptation without complicating stimulation from a steady background,
and because considerable perceptual stability had already been demonstrated in similar
experiments during attempts at maintaining steady fixation in total darkness (Matin &
Kibler 1966; Matin et al. 1966). The use of such stimulation during saccades forced
recognition of the care needed in dealing with three additional matters relating to the retinal
side of things: (1) visual persistence, (2) retinal smears, and (3) visual latencies.

In the first experiment directly aimed at demonstrating the existence of an extraretinal
signal regarding eye position (i.e., EEPI: extraretinal eye position information) that would
stabilize spatial localization in the presence of a voluntary saccade (Matin & Pearce 1965),
a brief test flash was presented during a saccade, and the subject compared its location
to a target viewed before the saccade (Fig. 6.1). If the flash was perceived at the same
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physical location as the earlier comparison target, it could be interpreted as demonstrating
the presence of a temporally sampled version of the normal continuous view, perceptually
stabilized by the time-varying extraretinal signal. In the first of two conditions, the subject
compared the location of the test flash to that of the saccadic target (upper graph); in the
second condition the subject compared the location of the test flash to that of the fixation
target (lower graph). To eliminate influences from the visual field, total darkness was
employed (invisible infrared beams were employed in the highly sensitive and accurate
contact-lens eye-movement monitor; Matin 1964; Matin & Pearce 1964) and as much time
separated the three necessary stimuli (Fig. 6.1(c)) as the work permitted. The limitations on
time resulted from concerns about the possibility of too much involuntary eye movement
in total darkness before the saccade if the fixation target was gone too long, and too much
visual persistence if stimuli followed each other too quickly. Instead of results disclosing
the extraretinal signal, in the first condition the point of subjective equality (PSE) for the
saccadic target was close to a retinotopic match (Fig. 6.1(a)). However, a comparison of
the location of the test flash to the previously viewed fixation target (Fig. 6.1(b)) yielded
the originally anticipated result. In order for the test flash that was presented in the middle
of the saccade to appear at the same location as the previously viewed fixation target, the
test flash had to be nearly at the physical location of the fixation target itself. This provided
support for a stabilizing extraretinal signal in an experimental context in which the process
had been interrogated without completely destroying it.

6.2.2 The sluggish change in perisaccadic spatial localization

Two matters became clear in subsequent experiments (Matin & Matin 1964–1965, unpub-
lished) aimed at disentangling the influences of the temporal and location values of the
three stimuli that were fixed parameters in the two conditions in Fig. 6.1: (1) The difference
in results for the two comparison targets in Fig. 6.1 was not a consequence of the target’s
function as a fixation target or a saccadic target (also see Section 6.2.7). (2) Changes
in the temporal parameters of the visual stimulation alone could influence the results
drastically.

To delineate these temporal parameters in an expansion of the paradigm (see Fig. 6.1(c)),
the test flash was presented at various times before, during, or following the 2◦11’ saccades.
Figure 6.2 displays the average measurements on three subjects, showing the time course of
EEPI’s development as measured by the shift at the retina (retinal PSE) required for a test
flash to appear in the same location as the fixation target (Matin et al. 1969, 1970; Matin &
Matin 1972; Matin 1976b). The 1-msec variably-located test flash was presented each of a
number of times from about 300 msec prior to the saccade to about 1500 msec following the
saccade. Continuous measurements of horizontal eye movements were made throughout
each trial. The retinal PSE (ordinate) changed slowly relative to the saccade itself throughout
the range of durations. Thus, the existence of a contribution of EEPI originally found
(Fig. 6.1) was confirmed. But these experiments failed to substantiate a model consisting
of visual and extraretinal components that were assumed to maintain equal and opposite
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Fig. 6.1 Summary of the psychophysical results in two experiments (Matin & Pearce 1965) in which
the subject made voluntary horizontal 2◦11′ saccades in total darkness employing the paradigm in
(c). The variably located test flash (abscissa) was presented when the fovea crossed the trigger point
halfway between the fixation and saccadic targets. The flash was triggered by an electronic signal
from the infrared contact-lens apparatus continuously measuring eye position (Matin 1964; Matin
& Pearce 1964). In (a) the subject reported the location of the test flash relative to the location of
the saccadic target; in (b) the subject reported the location of the test flash relative to the location
of the fixation target. The ordinate values of the open squares in (a) and open circles in (b) display
the percentage of trials on which the test flash appeared to the right of the comparison target. PSEs
(points of subjective equality) were calculated from the best-fitting normal given in each case. When
the subject’s comparison was to the saccadic target (a), the PSE was close to a retinotopic match.
When the comparison was to the fixation target (b), the PSE was close to an accurate match. The
cancellation (w/EEPI) locus shown for each condition indicates where full perceptual accuracy would
be (see text); the retinotopic locus is the target location for which the test flash would have stimulated
the same retinal locus as the comparison target.
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Fig. 6.2 The paradigm in Fig. 6.1(c) was employed to trigger a test flash at various times before,
during, or after the saccade. The subject compared the horizontal location of the test flash to that of
the fixation target in a method of constant stimuli format. PSEs (points of subjective equality) were
calculated from the psychometric function at each time. The values displayed are the averages from
three subjects. (Data from Matin et al. 1969, 1970; Matin 1972, 1976, 1986; Matin & Matin 1972.)
Labeling the errors in the saccade direction (prior to the saccade) as “positive” and errors in the
opposite direction (following the saccade) as “negative” in this figure follows the usage introduced
by Honda (1993) that has become standard in some quarters (see Section 6.2.6).

magnitudes in the temporal neighborhood of the saccade (“cancellation model”) and would
require a constant difference between them to attain a constant localization value. If EEPI
had tracked the saccade and was responsible for perceptual stability, it should have been
possible to interrupt the visual stimulus, eliminate the portion presented during the saccade,
and obtain stability for a postsaccadic stimulus as well as for a presaccadic stimulus relative
to perception prior to the saccade. But, as the results in Fig. 6.2 show, neither presaccadic
nor postsaccadic stability was obtained. Subsequent experiments with 5-deg-long and 8-
deg-long saccades were in agreement with the monotonic shift in Fig. 6.2 (Pola 1973, 1976).
The normal stimulation contained in the saccadic stimulus contributed something essential
to stability, and elimination of it prevented stability (see Section 6.2.5). The trial-to-trial
variability in oculomotor behavior in these experiments led to the discovery of another
aspect of the control by EEPI: for any given time following the saccade, the retinal PSE for
the previously viewed fixation target was systematically dependent on the position of the
eye.

Both Hallett and Lightstone (1976a,b) and Hansen and Skavenski (1985) later reported
high levels of accuracy in making eye movements and arm movements to targets during
voluntary saccades, thus raising questions about how motor behavior could be so accurate
if perceptual localization manifested such sizeable errors as in Figs. 6.1 and 6.2. However,
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subsequent work from three independent laboratories failed to substantiate the high levels
of motor accuracy in pointing with the eye or the hand, but instead, in experiments involving
perceptual localization, manual localization, and direction of gaze, motor errors manifested
a similar sluggishness to perceptual errors, and the sluggishness in both was similar to that
seen in the earlier experiments with perceptual localization alone (Honda 1989, 1990, 1991,
1993, 1999; Dassonville et al. 1992, 1993, 1995; Miller 1996; Bockisch & Miller 1999;
Schlag & Schlag-Rey 2002).

6.2.3 Constraints on EEPI from visual persistence

The initial comparison between the perceived locations of the test flash and the fixation
target had produced evidence for an extraretinal signal regarding eye position, but the com-
parison to the saccadic target had not (Fig. 6.1). It was conjectured (Matin & Pearce 1965;
Matin 1972) that the difference was a consequence of (a) a difference in visual persis-
tence between the fixation target and the saccadic target when the comparisons to the test
flash were made, and (b) the persistence difference that arose from the difference in tem-
poral interval between the fixation-target-offset/test-flash-onset (approximately 500 msec)
and the saccadic-target-offset/test-flash-onset (approximately 100 msec). The much briefer
saccadic-target/test-flash interval led to a cotemporal period for persistence of the two items
in the comparison that resulted in retinotopy, whereas the lack of such a cotemporal period
for the fixation target permitted EEPI to work. Following experimental confirmation of the
conjecture (Fig. 6.3) (Matin et al. 1971; Matin 1972, 1976b), a generalization (Matin 1972,
p. 353) was proposed:

The influence of a saccade-contingent extraretinal signal on relative visual direction of different
stimuli is severely restricted unless a sufficiently long time interval separates their presentations.
Relative visual directions of successive stimulations presented at shorter time intervals appear to be
essentially judged on the basis of relative retinal location alone as in the steadily fixating eye. The
short interval effects evidently depend on whether the neural consequences of the earlier stimulation
can persist into the time period during which the second stimulus is being processed. This persistence
will undoubtedly depend on variables such as state of light adaptation and stimulus intensity . . . we
may conceive of two storage ‘registers’: a ‘short-term’ memory storage and a ‘long-term’ storage.
When a saccade occurs, the extraretinal signal associated with it may influence the relation of visual
directions of two targets only if the neural process corresponding to [the first] one of them exists in
the long-term storage when the [second] one is seen.

In the first part of a two-part experiment (Fig. 6.3), the during-the-saccade and post-
saccadic segments of the earlier paradigm were repeated (one-flash paradigm, Fig. 6.3(b));
the variably located 1-msec test flash was used to measure the retinal PSE for the pre-
viously viewed fixation target following different postsaccadic delays (unfilled circles,
Fig. 6.3(a)). In the second part (two-flash paradigm, Fig. 6.3(c)) the 0-delay retinal PSE
from the first part was presented when the eye crossed the trigger point, and served as
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Fig. 6.3 (a) Results for an experiment in which the influence of visual persistence on localization of
a target flashed in conjunction with 8-deg-long saccades is systematically varied. (b) Sketches the
one-flash paradigm in the first part of the experiment. (c) Sketches the two-flash paradigm in the
second part of the experiment. The one-flash (open circle) data displayed in (a) are measurements
of the retinal PSE for the previously viewed fixation target as measured by the variably located test
flash using the paradigm in (b). The two-flash (filled-circle) data displayed in (a) are the retinal
PSEs for the standard flash as measured by the variably located test flash using the paradigm in
(c). In the second part the standard flash was presented as the eye crossed the trigger point; it was
presented 1◦20’ below the horizontal location that had been determined as the PSE in the first part
of the experiment when the eye had been at the trigger point (0-delay). Note the early approximate
200-msec period during which the retinal PSE for the standard flash (one-flash paradigm in the first
part of the experiment) is essentially constant and thus retinotopic, demonstrating the presence of
persistence; also note the subsequent gradual PSE rise as visual persistence of the first flash dissipates
in the two-flash paradigm in the second part of the experiment (Matin et al. 1971; Matin 1976b).
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Fig. 6.4 Visual persistence (PSE for test flash offset/probe flash onset) as a function of test flash
duration at each of two luminance levels (average for two Ss; Bowen et al. 1974).

the standard flash against which the location of the test flash – presented at a vari-
able delay from the standard flash – was judged. This match with the standard flash in
the second part (filled circles, Fig. 6.3(a)) was essentially constant and retinotopic until the
test flash was presented about 200 msec following the standard flash, at which time the
retinal PSE began to change along a time course that was somewhat slower than that in
the first part. This 200-msec retinotopic period corresponds to the duration that visual
persistence of the standard flash overlaps the period during which the test flash was
visible; the subsequent growth along a slower time course is consistent with a gradual
decrease in the persistence of the standard flash beginning near the end of the 200-msec
period.

Direct psychophysical measurements of visual persistence with the stationary eye demon-
strated the presence of a significant second component to the persistence explanation
for the difference between the two results in Fig. 6.1. An increase in visual persistence
with decrease in flash duration as measured for the flash by offset/onset PSEs rela-
tive to a constant probe flash is seen in Fig. 6.4 (Bowen et al. 1974; see also Efron
1970; Bowen 1981). The longer persistence for the short-duration (70 msec) saccadic
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target over the long-duration (4 sec) fixation target results in a difference in persistence
approximating 100 msec and adds to the influence of the difference in temporal inter-
val; this further strengthens the persistence explanation of the nearretinotopic result in
Fig. 6.1. Systematic decreases in persistence have been measured with increases in adapt-
ing luminance of a background (Matin & Bowen 1976; Bowen 1981), but persistence against
high-level backgrounds remains substantial, indicating the significance of the persistence
interpretation in visible backgrounds as well as in darkness.

6.2.4 Further persistence-related work

Additional support for the persistence explanation derives from work in four laboratories.
Experiments made use of brief flashes during trials in which voluntary saccades were made;
all involved manipulations of the temporal parameters of the stimulation, and two of them
employed differences in luminous intensities between different segments of the stimulation
during an individual trial. Although it is clear that significant variations in visual latency
were present in all four sets, it is not clear that these latency variations played the role that
might have been expected. However, all four sets are readily explained by the contributions
of visual persistence and its timing.

a. Flashed Vernier offsets and visual latencies (excerpts by Matin et al.; described in
Matin 1976b): An experiment based on one of the better-known facts of visual science –
the decrease in response latency with increased intensity of visual stimulation – called for
vernier discriminations between two vertical lines of identical or widely disparate intensities
presented simultaneously during a saccade. Subjects executed a 2◦11′ horizontal saccade
during which two 34′20′′ × 1′5′′ vertical lines vertically separated by 2′20′′ were flashed
simultaneously for 1 msec at the moment that the fovea crossed the trigger point midway
between the fixation and saccadic targets. In two of the four conditions, the intensity of
the two lines differed by a factor of 100, with the intensity of the upper line higher in one
condition and lower in the other; in the other two conditions the two lines were presented at
the same high intensity or the same low intensity. The magnitude and direction of horizontal
offset between the two lines was randomly varied among trials in each condition, and the
subject reported on the horizontal offset between the two lines. No changes were made
between conditions other than the insertion, removal, or shifting of two-log unit neutral
density filters between filter holders in the upper and lower beams.

The total extent of each of the four psychometric functions for each subject was less
than 1 minarc with no discernible systematic differences among the four functions. Our
calculations from other work indicate that, at the intensities involved, the 2-log unit dif-
ference would produce at least a 10- to 30-msec difference in onset latency. The saccade’s
duration was about 25 msec (from 10% to 90% complete), with a velocity greater than
6 minarc/msec in the middle of the saccade when the two lines were simultaneously
flashed. Thus, the eye would have moved at least 1 deg in 10 msec, and if EEPI had kept
pace with the eye, the subjects should have seen the two collinear lines displaced by at
least 1 deg. This is a far cry from the measured nonsystematic less-than-1-minarc total
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variation of the four psychometric functions. Where did the onset latency difference go?
The result strongly suggests that the long cotemporal segments of the persisting neural
(“retinal”) responses of the two brief flashes forced retinotopic comparison related to the
cotemporal period (as in the 0- to 200-msec “retinotopic period” in Fig. 6.3(a), section
6.2.3), preventing EEPI from operating separately on the two lines.

b. Presaccadic flash duration and 3-point Vernier alignment (Cai et al. 1997; also
see Miller & Bockisch 1997): When long-duration and short-duration flashes to differ-
ent retinal loci terminated simultaneously shortly before a saccade in a 3-point verti-
cal vernier task, the short-duration center dot appeared horizontally displaced from the
longer-duration two outer dots in the direction of the impending saccade by about 1 deg,
although no such displacement occurred when a saccade was not impending. The expla-
nation for this interesting result follows immediately from the combination of two of
the facts described above: (a) visual persistence is considerably longer for short-duration
flashes than for long-duration flashes (Bowen et al. 1974, Fig. 6.4); (b) the magnitude
of mislocalization for stimulation in the presaccadic period grows monotonically with
time in the 200 msec before a saccade, reaching a presaccadic maximum at saccade
onset (Matin et al. 1970; Matin 1972; Fig. 6.2(a)). Because visual persistence for the
long-duration flash is over and gone considerably before that of the short-duration flash
in the presaccadic period, the growing EEPI related to the impending saccade coexists
with the longer-persisting short flash for a longer time period than it does with the
shorter-persisting long flash, and thus the EEPI for the short flash is of greater magni-
tude than for the long flash, resulting in a larger shift of perceived location for the short
flash.

c. Luminance insensitivity (Boucher et al. 2001): Consistent with the insensi-
tivity to the visual latency/intensity variation in the two-flash vernier experiment
(Section 6.2.4a), differences in perisaccadic mislocalization due to luminance differences
are much smaller than models based on differences in visual latency can account for.
The authors obtain some improvements in prediction by assuming large magnitudes of
damping of EEPI, thus reducing the theoretical influences of latency differences, although
they consider these magnitudes implausible. It is likely that such damping may be
the expression of increased visual persistence consistent with the approach we present
here.

d. Effects of interflash interval (Sogo & Osaka 2001, 2002): In the first of the authors’
extensive series of experiments, retinotopic localization was found with a short interflash
interval (78 msec) and nonretinotopic mislocalization with a long interval (2 sec) (Sogo
& Osaka 2001). They suggest a basis in differences in perceptual strategy that is exo-
centric with short intervals and egocentric with long ones, where the egocentric strategy
involves EEPI and the exocentric strategy does not. In 2002, they reported an extension
of their retinotopic upper limit to 120 msec and reduction of the egocentric lower limit to
240 msec. Given the differences in parameters and method, their results are entirely consis-
tent with those in Fig. 6.3, and their differences between short and long interflash intervals
are consistent with the visual persistence differences described above.
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Fig. 6.5 The perceived length of the saccadic stimulus of a transiently transilluminated slit (2’
horizontal × 30’ vertical) is displayed as a function of the duration of slit illumination. Viewing
was monocular against a completely dark field except for the fixation and saccadic targets above the
slit. The onset of the slit was triggered from the eye movement monitor at the moment that the eye
crossed the trigger 1 deg into the 4 deg saccade and remained illuminated for the duration shown on
the abscissa. The comparison line was presented 350 msec following the saccade for 2 msec (method
of constant stimuli) to obtain the perceived smear length (Matin et al. 1972).

6.2.5 Saccadic suppression and metacontrast

If the presaccadic view stimulating the retina were to persist into the saccadic period and
beyond, it would interfere with clear vision of the postsaccadic view, much like two succes-
sive exposures of the same segment of film in a camera that had been rotated between the
exposures; the problems are similar for eye and camera exposures during rotation. Thus,
it is essential to eliminate visual persistence prior to the postsaccadic period if vision is
to possess its normal clarity and for EEPI to do the important work of stabilizing spatial
localization in the postsaccadic period. In fact, the clearing mechanism is effective, and
interference from such double exposures and saccadic smears only occurs in rare and/or
unusual circumstances (E. Matin 1974). The main mechanism for clearing visual persistence
of earlier stimulation is a consequence of the spatiotemporal course of retinal stimulation
near a saccade and is carried out by metacontrast, a mechanism that had been measured
with the stationary eye and its pervasiveness demonstrated in the somesthetic and auditory
systems as well as in vision (Alpern 1952, 1953; Kolers & Rosner 1960; Kolers 1962; Raab
1963; von Békésy 1967, 1968; Kahneman 1968; Weisstein 1972; Breitmeyer & Ganz 1976).
This was discovered in experiments (Fig. 6.5) in which exposure of a stationary narrow
vertical slit began with the eye 1 deg into a 4-deg rightward-going horizontal saccade in a
dark field, and was terminated following different exposure durations with the eye either
further into the saccade or following its completion (E. Matin et al. 1972). The perceived
horizontal extent of the slit was measured by comparison with a 2-msec variable-length
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horizontal line presented to the stationary eye 350 msec following the saccade. Perceived
length grew with exposure duration, matching the retinal extent stimulated by the slit on
the saccading eye up to exposure durations close to the saccadic duration. However, for
longer exposures perceived length diminished until, for sufficiently long exposures, it again
appeared as a narrow slit as it did for very brief exposures during the saccade or for con-
tinuous viewing with the stationary (nonsaccading) eye. As a segment of their subsequent
work containing other interesting observations, Campbell and Wurtz (1978) replicated these
results.

Although the magnitude of illumination by the fixed-intensity light is distributed across
the retina inversely with saccade velocity (peak velocity is near the center of the saccade),
following saccade termination, the energy in a continuing exposure accumulates on a single
retinal region. This accumulation provides the metacontrast induction stimulus generating
suppression and shortening of perceived length as this later, more intense segment inhibits
visibility in the earlier, less intense segment (“backward masking”) whose persistence has
also begun to diminish on its own. The growth of smear length with exposure duration
up to the 35-msec duration of the saccade matched the length of the retinal distribution,
but the length peak was earlier and shorter with the more intense stimulus, consistent
with metacontrast masking (e.g., Alpern 1952) in that saccadic velocity diminishes toward
the end of the saccade and the now-slowly-moving eye receives greater magnitudes of
illumination distributed over smaller areas generating greater suppression. So for the high-
intensity stimulus, by 100-msec duration, with about 65 msec of light in one retinal location
following saccadic termination, the postsaccadic stimulus is sufficient to eliminate the
smear from perception, and what is seen is a narrow line again, exactly as predicted from
the mechanism based on metacontrast with stationary stimuli.

Thus, each and every stimulus in a visual field, at every location and at every intensity,
carries its own inhibitor of presaccadic and during-the-saccade visible persistence, sup-
pressing the smear before it can be perceived (backward masking), pushing the presaccadic
view into a memory store that allows the postsaccadic local sign shift to be operated on
by the extraretinal signal via cancellation. Nearly all of SSV (saccadic suppression of vis-
ibility) is a result of such visual inhibition from spatiotemporal stimulation to the retina
(see E. Matin 1974, 1976; Riggs et al. 1982; and particularly Greenhouse & Cohn 1991,
for a treatment of a smaller portion of SSV due to a lessening of sensitivity resulting from
a mix of extraretinal factors); about 80% of SSD (saccadic suppression of displacement;
Bridgeman et al. 1975) is a result of inhibition by extraretinal factors related to the eye
movement (see Li & Matin 1997, for summary). So, saccadic suppression, both SSV and
SSD, is central to a useful set of functions that allows perception to be stable in the presence
of saccades. The neural basis for suppression of the presaccadic and during-the-saccade
stimulation in the spatiotemporal distribution of stimulus energy is similar to that which
generates sharpening of the perception of auditory frequency in the cochlea and of spatial
localization of stimulation from the Békésy cochlear model applied to the skin (von Békésy
1967, 1968) as well as possessing a significant role in contour perception (Ratliff et al.
1958; Ratliff 1965).
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6.2.6 Influences of visual context on saccadic localization

With a temporal paradigm similar to the one in Figs. 6.1 and 6.2, employing horizon-
tal 8-deg-long saccades in the absence of a background, Honda (1993, Fig. 3) measured
localization errors similar to those in Fig. 6.2. The pattern of errors did not depend on
the horizontal location of the standard target in the psychophysical measurements. How-
ever, he also discovered that when a steady background was present the pattern depended
significantly on the horizontal location of the standard target (Honda, Fig. 2). Increasing
distance of the standard target from the fixation point produced a reduction of the positive
error (see Fig. 6.2), virtually eliminating it, and increased the size of the negative error in
response to stimulation during the saccade. In effect, this was manifested as a significant
reduction in the differences in distance between apparent horizontal locations (measured by
matching) of the standard targets during the saccade relative to the differences both prior to
and following the saccade. Employing 20-deg-long saccades, Ross et al. (1997) confirmed
Honda’s result with the background, labeling the main result as “compression.” Awater
and Lappe (2004) subsequently confirmed Honda’s result that compression required visual
references and did not occur in their absence.

Thus, visual context is an important modulator of spatial localization. As shown in
the first experiment (by E. Matin 1968) to examine the influence of visual context on
spatial localization in the presence of saccades, even a continuously present single point of
light exerts a major influence on localization (E. Matin et al. 1969; Matin & Matin 1972;
Matin 1976b; Fig. 6.5). The legend in that 1972 article provided a caveat worth repeating.
The results presented there “indicate the necessity of eliminating confounding contextual
influences in experiments in which the attempt is to measure the extraretinal influences
alone” (Matin & Matin 1972, p. 363). However, Ross et al. (1997) and Morrone et al. (1997)
have presented a model with which they are able to obtain good fits to their compression data
that make use of an extraretinal component and a compression function as simultaneously
operating, additive, time-varying contributors to the apparent visual direction of flashes in
the temporal neighborhood of saccadic eye movements in the presence of stationary visual
context.

6.2.7 A hybrid EEPI and the effect of eye position

Whether an inflow or outflow signal provides the source for EEPI has remained contro-
versial at least since a plausible physiological basis for inflow – the stretch receptor – was
discovered (Sherrington 1898, 1918). The original outflow theory suggesting that EEPI
resulted from a corollary discharge accompanying the command to turn the eyes had been
proposed much earlier by von Helmholtz (1866/1963; for relevant reviews that also discuss
some matters beyond our most immediate concerns see Matin 1972, 1976a, 1986; Stein-
bach 1987; Andersen et al. 1997; Colby & Goldberg 1999; Donaldson 2000; Schlag &
Schlag-Rey 2002). Figure 6.6 displays the results of an experiment with saccades (Li 1989;
Li & Matin 1992a) that requires contributions by both inflow and outflow components and
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cannot reasonably be explained with only one. Here subjects reported the location of a test
flash relative to a saccadic target in an experiment where parameters were chosen, as in the
earlier experiments (Fig. 6.1), so as to avoid critical constraints from visual persistence.
On each trial, 2 sec following initiation of the initial display, a tone instructed S to execute
a 10-deg saccade; 2.5 deg into the saccade, a trigger from the eye movement monitor
turned off the initial display and, 70 msec later, generated a 10-msec, variably located test
flash. The saccades varied in length from about 2.5 deg shorter than the 10-deg attempt to
2.0 deg longer, and the accuracy of perceptual localization for the test flash was systemati-
cally related to the eye position at the termination of the saccade in a way that clearly required
the useful operation of EEPI. The relation between the perceptual and oculomotor errors was
linear, with a shallow slope that averaged 0.19 for the three Ss (Fig. 6.6). These results differ
markedly from the 1965 experiment (Fig. 6.1(a)) where a retinotopic result was obtained
for the saccadic target. Because visible persistence decreases markedly with increased
flash duration (Fig. 6.4), the saccadic target was no longer present as a persisting visual
image at the time of test flash presentation in Fig. 6.6 but only in longer-term memory (see
Section 6.2.3), thus permitting the useful contribution by EEPI. Thus, the difference is
consistent with the persistence explanation and earlier results. Here EEPI can be treated
quantitatively as a consequence of a weighted combination of two components in a hybrid
mechanism in which inflow contributes 81% and outflow the remaining 19% (note the
inflow and outflow loci in Fig. 6.6). The fact that localization changes only slightly with
the position of the eye in the orbit (less than 0.5-deg error in the PSE for a 2.5-deg error in
eye position) demonstrates this dominance of inflow.

6.2.8 The cancellation mechanism

The assumption of a cancellation mechanism has been basic to all previous treatments of
egocentric space perception throughout the more than 150-year literature (at least since
von Helmholtz 1866/1963; also see Sperry 1950; von Holst & Mittelstaedt 1950; von Holst
1954). We’ve employed it as a basis for analysis above (Matin 1972, 1982, 1986). This
model may be simply represented as

PSE = RI − EEPI, (1)

where the PSE represents the physical location that the observer matches to a visual target,
RI is retinal location based on retinal local signs in which the spatial metric is given
to perception by the structure of the visual nervous system, and EEPI is superimposed
on that basis independently of the parametric details of stimulation. Thus, turning the
eye horizontally by X degrees produces an X-degree retinal image shift (RI), and in an
environment in which all objects are stationary, the EEPI signal (= −X) is assumed to
be equal and opposite (EEPI = −RI), leading to cancellation in a subsequent comparator
stage that does the algebra and leaves perceptual localization (i.e., the PSE) of all objects
in the visual field unchanged. Its intuitive simplicity is based on the assumption of linear
additivity between the two input processes (RI and EEPI) and derives from the geometric
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fact that the eye movement–driven shift of distance at the retina is essentially linear with
change in eye position.

The model in Equation (1) is a simplification that does not show the involvement of
the visual factors we have emphasized above: visual persistence, metacontrast, and visual
latency. With the three variables in Equation (1) treated as functions of time, the represen-
tation in Equation (1) was shown to fail in the earliest experiments with saccades involving
flashes (Matin & Pearce 1965; Matin et al. 1969, 1970) and was in need of further detailed
development. Nevertheless, its intuitive appeal has resulted in its continuing to provide an
important basis for most subsequent psychophysical work to the present time.

Recently, Pola (2004, 2007) has presented a mathematical development that treats exper-
imental results for visual localization of flashes in the presence of saccadic eye movements
emphasizing the contributions of persistence and visual latency. His model weights a time-
varying theoretical extraretinal signal by a retinal signal whose temporal properties were
chosen to be consistent with known durations of visual persistence and neural delays. The
parameter choices were in part based on some well-known aspects of the temporal fre-
quency characteristics of the visual nervous system for sinusoidally modulated flicker, and
he incorporated this front-end modeling in a linear systems framework that also makes use
of some quantitative properties of a back-end plant for generating saccadic eye movements.
In his formulation, the integration of the moment-by-moment product of the extraretinal
and retinal signals yields a “psychophysical extraretinal signal” that was employed in neural
simulations for several variations of his model. Pola (2004) found good fits to the simu-
lated results for single flashes before, during, and after saccadic eye movements (data as
in Sections 6.2.2 and 6.2.3) for cases in which this psychophysical extraretinal signal is
sluggish relative to the speed of the eye during the saccade as well as when the speed of the
psychophysical extraretinal signal matches the time course of the change in eye position.
The full model is shown to be a further development of the cancellation model in which eye
position is subtracted from the psychophysical extraretinal signal to yield perceived target
location. That it is a sophisticated version of the simple model in Equation (1) is made
clear by noting that the eye position in the subtraction and the retinal signal are essentially
identical when signs are taken into account appropriately. Pola (2007) fitted the model
to the two-flash experiments with a variable interflash interval (Sogo & Osaka [Section
6.2.4]). For both the single-flash and two-flash results he obtains a surprising conclusion:
the psychophysical extraretinal signal is confined to the postsaccadic period.

Pola’s model is an interesting and novel approach. It brings the use of the extraretinal sig-
nal in providing perceptual stability to perisaccadic visual localization into the intellectual
home that has led to significant advances in our contemporary understanding of tempo-
ral processing in vision and visual perception during the past century. Here it provided a
basis for treatments of the relations between temporal resolution, temporal integration, and
intensity discrimination across different adaptation levels, and for the de Lange function
(e.g., Graham & Kemp 1938; de Lange 1954, 1958; Matin 1962, 1968; Brown 1965; Hood
& Finkelstein 1986). It will remain for future work to further examine this approach to
saccadic localization.



6 Combined influences of extraretinal signals, retinal signals, and visual induction 79

6.3 Beyond the saccade: egocentric spatial localization and sensorimotor
behavior in the steady state

EEPI’s function in the time period around a voluntary saccade is an important piece of
the story regarding spatial constancy. However, a much broader picture is obtained by
examining the large and significant influences of spatial induction normally generated
by the orientation of the visual field on egocentric space perception and visually guided
sensorimotor behavior. Demonstrating this influence is best achieved by changing the
orientation of the entire visual field, a manipulation not readily available in most laboratory
environments, and so the effects of such changes have not been frequently examined.
The classic work by Witkin and Asch (Asch & Witkin 1948a,b; Witkin & Asch 1948a,b;
Witkin 1949) with a roll-tilted room and the rod-and-frame situation opened the door
on the study of these aspects of egocentric spatial orientation (see also Wertheimer 1912;
Koffka 1935). It demonstrated the dominance of spatial induction by a roll-tilted visual field
over gravitational factors mediated by the body-referenced mechanism1 on the perception
of verticality in the face of strong belief to the contrary (Gibson & Mowrer 1938). The
work below describes some of the further developments and generalizations involving (a)
the perception of elevation, (b) connections between the perceptions of verticality and
elevation, (c) the basis for induction in oriented straight lines, and (d) influences of spatial
induction on visually guided sensorimotor behavior demonstrating common influences of
illusion-producing stimulation with egocentric space perception.

6.3.1 Modification of EEPI by paralysis

The major influences of spatial induction on the perception of elevation were first discov-
ered in psychophysical experiments with five human subjects whose extraocular muscles
were partially paralyzed under curare, substantially reducing transmission capability at
the neuromuscular junction in a normal laboratory environment (Matin et al. 1982, 1983).
Three facts are of greatest interest in the present context.2

First, the world looked essentially normal to the paretic subjects; things appeared at the
correct places and orientations. However, as soon as all room illumination was extinguished,
the subject saw a small (20′ diameter), dim, red fixation target at true eye level slowly
descend to a position near the (invisible) floor. Normal illumination immediately restored
the target’s appearance to eye level again. This light/dark response sequence could be
repeated as often as desired.

1 The term “body-referenced mechanism” was introduced (Matin & Fox 1989) to refer to the combination of all extraretinal
influences on the perception of interest, including extraretinal eye position information, extraretinal head orientation information
(including information regarding the head relative to the body and the head relative to gravity), other effects of gravity on the
body, pressure cues from the surfaces of the body, joint receptors, and the vestibular organ; it includes, in addition, the basic
local sign information from the visual target employed to measure the discrimination itself.

2 When attempting to execute a voluntary saccade to a specified goal, the paretic eye fell short of its goal, and a second saccade
or series of saccades ensued that reached the goal with the following limitation: the total extent of possible gaze variation was
considerably reduced by an amount approximately equal to the magnitude of visual mislocalization in the given dimension; the
reduction was dose-dependent; initial saccade length was scaled to the reduction in total gaze extent (Matin et al. 1983).
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Second, in otherwise complete darkness, large, steady-state mislocalizations of perceived
elevation (VPEL: visually perceived eye level) and perceived laterality (VPSA: visually
perceived straight ahead) occurred, measured by settings of a small target. These reached
±20 deg from true eye level and ±20 deg from the median plane, respectively, and were
systematically related to the magnitude of the reduced-range, steady-state, voluntary devi-
ations of the eye in the orbit relative to an orbital zero (Fig. 6.7), but were unrelated to
head pitch.

Third, because the auditory system lies behind the blood–brain barrier, it was not influ-
enced by curare, and auditory/visual matches in the horizontal dimension were mislocalized
identically in illumination (Fig. 6.7(c,d)) and darkness, demonstrating the continued oper-
ation of a significantly modified extraretinal signal in normal illumination as well as in
darkness.

The dramatic changes in egocentric localization with illumination demonstrated the
greater potency of the visual field relative to influence from the body-referenced mechanism
(although this difference is modified at high-g: Chelette et al. 1995; Li et al. 2001). The
changes in darkness caused by change in transmission at the neuromuscular junction
strongly supported an outflow basis for EEPI.3 By passively pressing on the eye of normal
subjects, Stark and Bridgeman (1983) created visual mislocalizations consistent with those
for the outflow interpretation for the paralyzed eye. Along with a subsequent reinterpretation
of the consequences of eyepress they report a small contribution of inflow (Bridgeman &
Stark 1991). The evidence for major outflow and minor inflow effects in the paralyzed eye
and eyepress cases appears to be in conflict with the evidence for major inflow and minor
outflow in the saccade case (Section 6.2.7). However, the conflict is eliminated, although
not satisfactorily explained, by noting that the paralyzed eye effects are measured with an
essentially steady eye, whereas the effects with saccades involve transients.

6.3.2 Visual induction, the dominant influence in egocentric space perception

The experiments with paralyzed observers had raised a significant question: Why was the
visual perception of elevation in the curarized state, although so badly mislocalized in
darkness, normal in illumination? There are two main possibilities: (1) Consistency of the
orientation of the illuminated visual field with the direction of gravity led to normalization of
visual perception in the illuminated field. (2) The influence of visual input under illumination
was combined with the abnormal EEPI or overrode it, generating the perception of elevation
independently of any consistency between the orientation of the visual input and the
direction of gravity.

Confirmation of the second possibility was obtained on normal observers with the aid of
a pitchroom (for description see legend, Fig. 6.8(a)) (Matin & Fox 1986, 1989, 1990; Stoper
& Cohen 1989). Consistency between visual and gravitational inputs was only a special
case. Systematic variation of the pitch of the observer’s visual environment generated

3 As suggested by the hybrid model (Matin 1976, 1986), the possibility of modification by curare of signals from gamma efferents
leading to spindles in extraocular muscle complicates the inference of purely outflow control from the paralyzed eye.
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Fig. 6.7 Each of five subjects was continuously administered d-tubocurarine systemically to reduce
the efficiency of the neuromuscular junctions of the extraocular muscles. This produced large errors
in spatial localization of visual targets in otherwise complete darkness: (a,b). Each of two subjects
set the elevation of a target to appear at eye level (VPEL setting) either in the normal (noncurarized)
state or in the curarized state. The ordinate displays the error in visual angle units as a deviation
from true eye level as a function of the elevation of the eye in the orbit (abscissa). (c,d) Each of the
same two Ss set the horizontal location of a target to appear in the median plane (“straight ahead”) in
either the normal or curarized state. The ordinate displays the error in visual angle units as a deviation
from the true median plane as a function of the horizontal position of the eye from the true median plane
(abscissa). (e) Subject LM attempting to point to a visual target; due to the curare-induced systemic
weakness, it was necessary for the right hand to assist the left (pointing) hand. The anesthesiologist
(Edwards) is in the background (adapted from Matin et al. 1982).
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Fig. 6.8 Cutaway sketches of the pitchroom (pitched topbackward) inside the erect exterior room of
the building. The rectangular structure is mounted on the base of two semicircular rockers resting
on the exterior floor. A black cloth (not shown) was draped over the observer’s shoulders and hung
between the chinrest and the shelf of the pitchroom extending along the latter’s horizontal extent; it
prevented the observer from seeing any part of her body or the exterior room’s floor. The walls and
ceiling of the pitchroom along with the black cloth constituted the observer’s entire visual field. The
pitchroom’s pitch was adjustable between 45 deg topbackward and 30 deg topforward (see Matin &
Fox 1989 for further detail). The subject reported on the elevation of a small target within the median
plane relative to eye level projected on the wall facing the subject; the settings of VPEL were either
made in the variably pitched pitchroom (a), or in the completely dark pitchroom with only (b) the
two long variably pitched inducing lines visible, or (c) only the left or (d) the right variably pitched
inducing line visible. The data (e) display VPEL as a function of the pitch of the visual field (data
from Matin & Li 1995).

large near-linearly related changes in VPEL. With the illuminated pitchroom set 40 deg
topbackward (Fig. 6.8(a)) VPEL averaged 25.4 deg below true eye level (below the subject’s
hip); topforward pitch produced VPEL settings above true eye level, reaching 15.5 deg
above true eye level with 25-deg pitch. If VPEL was determined by pitchroom orientation
exclusively, the slope of the near-linear VPEL-versus-pitch function should have been 1.00.
However, its 0.63 slope indicated that the pitchroom orientation (V) shared control with
the extraretinal influence of the body-referenced mechanism (B) in a weighted average:

VPEL = kVV + kBB (2)

with kV + kB = 1, kV = .63, and kB = .37.

6.3.3 Identical retinal orientations induce changes in perceptions of elevation (VPEL)
and verticality (VPV)

When we asked what there was about a pitched visual field that led to the dramatic effects
on the perception of elevation we entered a geometric world filled with surprises.
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First surprise: A single, long pitched-from-vertical line in total darkness (Fig. 6.8(c,d))
generated an effect on VPEL only 15% less than the entire well-illuminated, fully structured
visual field in Fig. 6.8(a), and the effect of two such lines together (Fig. 6.8(b)) was only
10% less (Fig. 6.8(e)); horizontal lines produced only very small effects (Matin & Li 1994a).

Second surprise: (a) Because visual pitch is generated by rotating a frontoparallel plane
or line around a horizontal axis in the erect observer’s frontal plane, whereas visual roll
is generated by rotating the same plane or line around an orthogonal horizontal axis in
the observer’s median plane, and (b) because visual pitch and visual roll produce different
effects on egocentric space perception (as noted above, change in the elevation perceived
as eye level [VPEL] by visual pitch; change in the frontal-plane orientation perceived as
vertical [VPV] by visual roll), a very different fundamental basis in line orientation might
be anticipated for VPEL than for VPV. However, this naive expectation fails. Individual
lines from pitched and from rolled planes that lie in the same nodal triangle (Fig. 6.9(a)),
A′′ and A (or B′′ and B), strike the same retinal orientation and exert the same influence
on VPEL whether originating from a pitched or rolled plane (Matin & Li 1994b; Li &
Matin 1996), emphasizing that the key to the influence of an individual line on VPEL is its
retinal orientation, not the physical plane from which it may arise.

But two other surprising results do hold here: Third surprise: Not only do all lines
in a given nodal triangle (Fig. 6.9(a)) exert the same effect on VPEL, but they all also
exert the same effect on VPV (Matin & Li 1994b, 1995). Thus, stimulation of a given
retinal orientation influences both the perceptions of elevation and verticality (Figs. 6.9(b),
6.9(c)). Fourth surprise: (a) Whereas two parallel rolled lines stimulating bilaterally–
symmetrically centered retinal orientations exert the same influence on VPV, they exert
equal and opposite influences on VPEL. (b) Whereas two bilaterally symmetric lines
stimulating bilaterally–symmetrically-centered retinal orientations exert the same influence
on VPEL, they exert equal and opposite influences on VPV. The identity of effects of
pitched-from-vertical lines and roll-tilted lines are displayed in the identity of the results in
the two graphs of Fig. 6.9 (Matin & Li 1994b,c, 1995, 1996). In each graph a point plots
the average VPEL on the ordinate and the average VPV on the abscissa for the identical

Fig. 6.9 (cont.)
the two different nodal planes shown stimulate bilaterally symmetric retinal orientations. Note that
parallel lines A′′ and B′′ are pitched from vertical but that A and B, bilaterally symmetric for the
viewing eye, are rolled from vertical. (b) Average results of psychophysical measurements of VPEL
(visually perceived eye level) and VPV (visually perceived vertical) for which the VPEL (ordinate)
and VPV (abscissa) values shown as coordinates of a given point were measured with the same
pitched-from-vertical inducer; VPEL and VPV were measured in different sessions. The inducers
were either a single line in the right or left visual fields (“1-Line Right”, unfilled circles; “1-Line Left”,
unfilled squares), or a pair of lines where the two members of the pair possessed either the same pitch
or equal and opposite pitches (“2-Line Same Pitch”, filled squares; “2-Line Opp Pitch”, filled circles).
(c) Same as (b) employing rolled-from-vertical lines from an erect frontoparallel plane; each rolled-
from-vertical line in (c) stimulated the same retinal orientation as one of the pitched-from-vertical
lines in (b); the same four subjects were employed in (b) and (c). (Matin & Li 1996).
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inducing line(s) at one of seven different retinal orientations. Thus, both (a) and (b) are
directly displayed in Fig. 6.9(b) and 6.9(c). The equivalence of the influences of the left
and right visual fields on elevation (VPEL) is manifested in the left–right symmetry in
both Figs. 6.9(b) and 6.9(c), and the equivalence of influences on verticality (VPV) in the
up–down symmetry in both Figs. 6.9(b) and 6.9(c). Thus, line orientation mediated by
retinal orientation not only provides the basis for the VPEL results in the full pitchroom
but also provides the basis for the VPV results in the rod-and-frame situation (Li & Matin
2005b,c).

With a great deal of success, a neuromathematical model predicts the VPEL response to
variation of orientation and length of 1-line inducers, the response to 2-line inducers of all
combinations of orientation and lengths, and to the fully structured visual field of the pitch-
room (Matin & Li 2001). Generalizations of these influences have also been discovered
that have shown that the global orientation of a series of points (Li & Matin 1992b; Matin
et al. 2006) and an array of short parallel lines orthogonal to their individual local orien-
tations induce effects on VPEL of the same order as do the individual lines, suggesting
connections with the perception of form and texture (Shavit et al. 2004, 2005).

6.3.4 Influence of eye elevation and generalized cancellation

For a given pitchroom orientation (±20 deg), VPEL is invariant over a ±20 deg vertical
range of eye position (Li & Matin 1993; Matin & Li 1995), demonstrating that the com-
bination of RI and EEPI maintains their relation (cancellation) when a pitch-induced error
of fixed magnitude is added. This leads to a generalization of Equation (1): With VPEL as
the PSE,

VPEL = RI(ep) − EEPI(ep) + kBB + kVV. (3)

Equation (3) thus represents the influences of the internal (EEPI) and external (V)
influences in a single framework along with visual stimulation from the target of the
discrimination (RI). V equals visual pitch or equivalent pitch of the pitched or rolled lines
(e.g., Fig. 6.9(a)), and RI and EEPI are functions of eye position (ep). Equation 3 applies to
the steady state in the pitchroom as well as to the transient (perisaccadic) situation and the
curarized state (Matin et al. 1982, 1983; Matin & Fox 1986, 1989; Matin & Li 1992, 1995,
2001; Li et al. 2001; Cohen et al. 1995). This makes it clear that the pitchroom illusion
arises as a consequence of having broken into the fundamental mechanism that stabilizes
the perception of elevation against changes in eye position.

6.3.5 Spatial induction and hand-to-body distance dependence of visually guided
sensorimotor manual behavior

The fifth and sixth surprises are centered on visually guided manual behavior. In spite of
large errors in perceived elevation and perceived verticality that are systematic with pitch
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Fig. 6.10 Each of four subjects set a small visual target to appear at eye level (VPEL; open circles
in (a) and (b)) under induction by a single dim, 50-deg-long × 4.5′-wide line (25 deg horizontal
eccentricity) set at each of seven pitches in otherwise total darkness. In (a) with the hand in the
midfrontal plane and fixed at true eye level, the subject pointed (filled circles) the index finger at
the visual target whose elevation was at the elevation previously set to VPEL. In (b) the manual
settings were made with the finger at the end of the fully extended arm (filled circles). In separate
sessions the subject pointed to the visual target that was 6 deg above (filled triangles) or 6 deg below
(filled squares) VPEL in the presence of the inducer; the dashed and dotted lines are 6 deg above
and below the VPEL locus (open circles) (Li & Matin 2005a). (c) and (d) Each of six subjects first
set the orientation of a short line in the median plane to appear vertical (VPV; open circles) under
induction by a two-line right-angle inducer (“half-a-square”) at each of three physical orientations
in the frontoparallel plane (10 deg ccw, erect, or 15 deg cw) in otherwise total darkness. In (c) and
(d) manual settings to match the perceptual VPV settings were made with the hand in the midfrontal
plane and at 60 cm from the midfrontal plane, respectively (filled circles). The subject average of
the rolled-from-vertical manual settings from the midfrontal plane did not depart significantly from
veridicality regardless of the orientation of the visual target that changed systematically by about
13 deg, but with the hand fully extended (60 cm) from the midfrontal plane, full accuracy was
attained in matching the target that appeared to be vertical (VPV), although VPV varied by about 13
deg. Entirely consistent results were attained in (c) and (d) with the target of the match set 5 deg cw
(filled triangles) or 5 deg ccw (filled squares) from VPV; the dashed and dotted lines are 5 deg cw
and ccw from the VPV locus (Matin et al. 2004; Li et al. 2008).
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and roll (Figs. 6.10(a–d); Li & Matin 2005a; Li et al. 2008), with a fully extended arm,
subjects were able to point accurately at the elevation of a visual target under induction by
a single, long, variably pitched line (Fig. 6.10(c)) and to set the orientation of the hand to
accurately match the orientation of a tilted line under induction by a tilted 2-line right-angle
frame (Fig. 6.10(d)), both in otherwise total darkness. However, with the hand close to the
body (in the midfrontal plane; 0 cm hand-to-body distance), manual errors changed linearly
with pitch or roll of the inducer. Thus, the elevation of S’s finger point was invariant when
pointing to the visual target that appeared at eye level (at VPEL), although the target’s
physical elevation was changed systematically with visual pitch (Fig. 6.10(a)), and the
orientation of S’s hand was invariant when set to match the orientation of the target line
that appeared erect (at VPV), although the physical orientation of the target line changed
systematically with the inducing frame’s roll tilt (Fig. 6.10(b)). Further experiments (Li
& Matin 2005a; Li et al. 2008) have shown that the influences at the two extremes of
hand-to-body distance are parts of variations in manual accuracy that are linearly graded
with hand-to-body distance.

These large hand-to-body distance-dependent modulations of manual accuracy to percep-
tually mislocalized visual targets make it clear that the dissociation between “perception”
and “action” systems reported for an illusion of size contrast (Aglioti et al. 1995; Milner
& Goodale 1995; Haffenden & Goodale 2000) is not general (see Li & Matin 2005a, foot-
notes 2 and 3, for summaries and references to the large, extended controversy). Further, the
attempt to align the perception/action dichotomy with the separation of ventral and dorsal
streams (Milner & Goodale 1995), although plausible, is not sufficient to account for the
results in Fig. 6.10.

The results on manual behavior in Fig. 6.10 disclose a connection between perception
and action that is different with the hand in near space and far space. This manifests useful
manual accuracy to distant objects where accuracy is needed in dealing with the object
regardless of perceptual inaccuracy, and it manifests a complete lack of visual influence
with the hand close to the body where visual influence that would, for example, put the hand
20 deg below the face would seriously hamper normal manual behavior, such as putting
food in one’s mouth or scratching one’s ear.
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Space constancy: the rise and fall
of perceptual compensation

bruce bridgeman

Summary

Information about eye position comes from efference copy, a record of the innervation to
the extraocular muscles that move the eye and proprioceptive signals from sensors in the
extraocular muscles. Together they define extraretinal signals and indicate the position of the
eye. By pressing on the eyelid of a viewing eye, the extraocular muscles can be activated to
maintain a steady gaze position without rotation of the eye. This procedure decouples efference
copy from gaze position, making it possible to measure the gain of the efference copy signal.
The gain is 0.61; the gain of oculomotor proprioception, measured by a similar eye press
technique, is 0.26. The two signals together sum to only 0.87, leading to the conclusion that
humans underestimate the deviations of their own eyes and that extraretinal signals cannot
be the mechanisms underlying space constancy (the perception that the world remains stable
despite eye movements). The underregistration of eye deviation accounts quantitatively for
a previously unexplained illusion of visual direction. Extraretinal signals are used in static
conditions, especially for controlling motor behavior. The role of extraretinal signals during
a saccade, if any, is not to compensate the previous retinal position but to destroy it. Then
perception can begin with a clean slate during the next fixation interval.

7.1 Introduction

All visual information arrives in the brain through the retinas, whose images are displaced
with each eye movement. Yet we perceive a stable visual world. How does the brain
accomplish the stabilization? This problem defines one of the fundamental accomplishments
of visual perception: space constancy, the perception that the world remains fixed even as
the eyes scan across it. Perceiving a stable visual world establishes the platform on which
all other visual function rests, making possible judgments about the positions and motions
of the self and of other objects. The perception seems paradoxical.

A half-century ago, it seemed that the problem of space constancy had been solved; the
basic mechanism was known, and it remained only to find the physiological substrate and
clean up the details. The solution was a signal emanating from motor areas of the brain
to inform the visual system about when and where the eyes had moved. At the time of an
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eye movement this signal could be subtracted from the shift of the retinal image, achieving
visual space constancy. Because the idea requires that the visual centers receive a copy
of the neural efference to the eye muscles, it is now called efference copy. The efference
copy is an extraretinal signal (Matin 1972) affecting vision but not originating from the
retina. It is also called “outflow” because a signal flows out from the oculomotor centers to
compensate for retinal image motion (Teuber 1960).

The solution was a long time coming; ideas about something coming out of the brain,
complementing what was coming in, go back to the ancient Greeks (Grüsser 1986a). Their
idea was very different, though; for Aristotle, some sort of energy emanated from the eyes to
allow vision to take place. Thinking that the eyes of animals seeming to glow in the dark was
a visible manifestation of such emanations, they concluded that the emanations interacted
with objects in the world to mediate vision. Arab scholars followed this interpretation.
Needless to say, such ideas did little to advance vision science.

7.2 Early formulations

The efference copy idea originated with the physiologist Charles Bell (1823/1974), who
had already discovered the Bell/Magendie law of separated afferents and efferents in the
spinal cord. At about the same time Purkinje (1825) also described the idea, apparently
independently. Both descriptions are based in part on perceptions that occur when the side
of an eye is pressed with a finger. If the eye is pressed in darkness with an afterimage on
the retina, no motion of the afterimage is perceived. An active eye movement, though, will
result in apparent movement of the afterimage. Experience with a real image is just the
reverse – it appears to move when the eye is pressed but does not move with a voluntary eye
movement. These four observations could be explained if an active eye movement elicited
an extraretinal signal to compensate for eye movement, but the eye press did not.

The failure of afterimage movement with the eye press in darkness would be inevitable,
for the afterimage would remain fixed on the retina while the eye press did not elicit an
extraretinal signal. The movement of the afterimage with an eye movement in otherwise
dark surroundings could be explained only by an efference copy, for only the efference
copy changes in this condition. A normal eye movement in a normal environment would
not elicit apparent motion because the retinal image motion would be matched by the
efference copy. But the eye press in a normal environment would elicit apparent motion
because the resulting retinal image motion would not be compensated by the extraretinal
signal.

The four conditions are neatly explained with a single theory summarized in Table 7.1.
The conditions in bold type result in space constancy, either with both efference copy and
active eye movement or with neither efference copy nor active eye movement. The other two
conditions represent failure of space constancy because of a mismatch between efference
copy and image movement.

Both Bell and Purkinje went further to conclude that gaze movement signals canceled
retinal image displacements to achieve space constancy. Somewhere in the brain, signals
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Table 7.1

Retinal Image Motion No Retinal Image Motion

Efference copy Normal eye movement Afterimage with saccade
No efference copy Eye press in normal field Eye press in darkness

representing change in position of a retinal image were subtracted from signals representing
change in oculomotor innervation.

7.2.1 The founding of physiological optics

For more than a century after this, efference copy was the major mechanism assumed
to mediate space constancy. Hering (1861/1990) further asserted that one should obtain
compensation for voluntary eye movements but not for involuntary movements such as
vestibular afternystagmus. These are the involuntary eye movements induced by continuing
vestibular activity following sustained head rotation, accompanied by feelings of dizziness
and perceived motion of the visual world. The breakdown in space constancy occurs because
the eye movements are driven directly by the vestibular system in a three-neuron arc that
does not activate the normal outflow signal.

The dominance of outflow mechanisms in explaining space constancy was assured by
von Helmholtz in his Physiological Optics (1866/1962), then and now the most influential
work in the field. He expanded the empirical base for outflow theories with observations of
neurological patients collected by Albrecht von Graefe. These patients had muscle pareses
so that they could not use part of their oculomotor fields. When they attempted to look into
the paretic field, the world seemed to jump in the direction of the intended movement, and
pointing to a target in that direction went too far in the direction of the intended movement.

In analyzing these observations, von Helmholtz extended the efference copy idea to
include sensorimotor coordination as well as perception. The patient has two facts to
evaluate, for example, in pointing with a gaze that is paralyzed for movements to the right:

1. I am looking toward the right.
2. There is an image on my fovea (the fixational area of the retina).

The reasonable conclusion is that there is an image to the patient’s right, although due to
failure of the eyes to move, the gaze has actually remained straight ahead. Von Helmholtz
called this reasoning an “unconscious inference,” analogous to the processes of formal logic
but executed effortlessly and without training. Pointing too far in the direction of the paretic
field (“past pointing”), to the right in this case, shows that the patient has no information
from eye muscle proprioception or any other source that might inform him of the actual
gaze position. It is only the intended gaze position that affects perception and action. Von
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Helmholtz called the intention to change gaze position a “Willensanstrengung,” an effort
of will.

The explanation is similar for the perception of a jump of the world in the direction of
an intended eye movement. Before the intended jump there is an image on the fovea and
a Willensanstrengung straight ahead. After the intended jump the eyes have not moved
because of the paresis, but the Willensanstrengung is now directed toward the right, and
the same image is still on the fovea. The conclusion is that the image has now jumped to
the right, because eye position (as reported by Willensanstrengung) has changed, but the
retinal image position has not.

Von Helmholtz also gave four observations in normal subjects supporting his outflow
theory. First, moving the eye passively results in apparent motion; second, moving the eye
passively does not result in apparent motion of an afterimage; third, image displacement is
compensated in normal saccades (space constancy); fourth, adaptation to displacing prisms
transfers intermanually. However, perhaps because von Helmholtz saw his eye movement
signal as related to the will, he did not analyze it mathematically. Mach (1906), another
physicist–physiologist, made that step by hypothesizing that a neuronal copy of oculomotor
efference sums algebraically with the retinal signal to yield a position of viewed objects
relative to the head. The first flow diagrams to define the concept came from von Uexküll
(1920, 1928), who foreshadowed later mathematical analyses by differentiating efference
copy from eye muscle proprioception and describing the consequences of each.

7.2.2 Mathematical theories and the modern era

Two papers appeared independently in 1950 that defined efference copy theory for the next
generation. In fact, the phrase “efference copy” first appeared in an article in German by
Erich von Holst and Horst Mittelstaedt (1950) as “Efferenzkopie.” This was an empirical
article, describing the results of inverting the head of the blowfly Eristalis by rotating its
neck 180 deg and holding it there with a bit of wax (the blowfly has a very flexible neck).
Von Holst and Mittelstaedt observed that the fly would circle continually. When the fly
was in darkness, though, its locomotion seemed normal. With light restored, the fly would
circle either in the original direction or in the opposite direction at random.

These results were explained with the assumption that the fly monitored the output of its
locomotor system. The results compared that output with the retinal flow field (because the
Eristalis eye is fixed to the head, the locomotor system is also the oculomotor system). The
copy of locomotor efference, the Efferenzkopie, would be subtracted from the retinal signal
to stabilize locomotion by negative feedback. Inverting the head converted the negative
feedback to positive feedback – a random nudge in one direction would feed back a signal
to “correct” in the same direction. That would result in a further deviation in the same
direction, and continuous circling would result.

Von Holst and Mittelstaedt also contributed an engineering flow diagram and algebraic
analysis, with the efference copy exactly canceling the afferent retinal signal (Fig. 7.1). This
seminal article also introduced the terms “exafference,” a retinal motion signal resulting
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EC vector

0 + 0 = 0, stable 
Retina = 0 

EC = 0 

+10 + (−10) = 0, stable

Retina = −10

EC = +10 

Fig. 7.1 Perceptual compensation by efference copy (EC). The EC, expressed as innervations to the
six extraocular muscles controlling each eye, can be conceived as a vector along the line of sight.
Top: The eye in primary position receives an image of the world. Bottom: The eye moves up 10 deg.
As it does so, the EC indicates a 10-deg upward deviation and the retinal image shifts by 10 deg. The
two signals of equal magnitude cancel, resulting in constant apparent position.

from motion of objects in the world, and “reafference,” a retinal motion signal resulting
from the organism’s movements.

Sperry (1950) made similar observations in a fish whose eye he inverted surgically. He
concluded that his fish’s normal swimming in the dark excluded the possibility of brain or
nerve damage and introduced the term “corollary discharge” to identify the efferent signal.

These articles formalized the quantitative compensation idea that had dominated physi-
ology and psychology for more than a century. The new evidence offered for the idea was
motor rather than sensory in nature, an emphasis that would prove important in the coming
decades, although some speculations about perception were made.

7.3 Problems with compensation theories

Although compensation theories completely dominated thinking about space constancy to
this point, there had always been problems with them. Considerations from control theory,
which had made rapid progress during World War II, made these problems clear.

7.3.1 Spatial problems

First, the efference copy is a feedforward, a signal that informs the brain of where the eyes
ought to be rather than where they actually are. As such it cannot be exact – it should drift
with time, and it is not corrected when it is in error. Yet the perception of space constancy
is perfect – the world does not appear to jump in the slightest when the eyes move. To



7 Space constancy: the rise and fall of perceptual compensation 99

the average person, the idea that the world should jump with each saccade seems bizarre
at best. If perception is rock solid, but the efference copy is not, something else must be
supplementing the feedforward signal, and that something else might be all that is necessary
to do the job.

Recognizing that efference copy could not be perfect, E. Matin (1974) proposed that
saccadic suppression could mask the inevitable errors. It was known then that displacements
of the entire visual world would not be detected perceptually if they occurred during saccadic
eye movements (Wallach & Lewis 1965; Mack 1970); if the imprecision of efference copy
was less than the displacement thresholds during saccades, space constancy could be
maintained despite small mismatches of efference copy and retinal displacement.

Matin’s solution was the best idea available at the time, but it didn’t last long. The first
parametric description of saccadic suppression of displacement showed that, at the optimal
timing of image displacement and saccade, the perceptual threshold was about one-third
as large as the saccade itself (Bridgeman et al. 1975). Clearly, any visual orientation
mechanism that tolerated an error of one part in three had no idea where the visual world
was and could support neither perceptual space constancy nor a reasonable visual–motor
calibration.

This result along with similar observations should have led to a capitulation of the
efference copy theory, but it did not. The reason why is that a theory cannot be abandoned
because of evidence; it can only be replaced by another theory, and none was at hand.
There was a realization, though, that efference copy would not be the answer to the space
constancy question.

7.3.2 Temporal problems

Before long, other problems with the efference copy theory began to surface. One of them
began with the technique of reverse modeling, applying an output (behavior) to a linear
model and running the equations backward to read the input (nerve signals to the muscles)
necessary to drive the behavior. Applied to the oculomotor system, reverse modeling was
able to clarify the motor signals that drive voluntary nystagmus, a rapid oscillation of
the eyes that can be performed by a small proportion of otherwise normal people. The
oscillations are small in amplitude, usually 3 deg or less, but high in frequency, up to
20 Hz in most cases. The resulting rotational accelerations of the eye are so great that the
oculomotor driving signals can be generated only by the saccadic controller. Even though
the movements have a nearly sinusoidal profile, they must be elicited by the pulse-step
mechanism of saccades; the sinusoidal appearance is a result of temporal filtering by the
oculomotor plant. All of this is relevant to the space constancy question because subjects
experience oscillopsia, a back-and-forth fluttering of the visual world, during voluntary
nystagmus. In short, space constancy breaks down.

But normally space constancy survives saccades, which are accompanied by saccadic
suppression. What is going on? The possibility that small saccades do not elicit saccadic
suppression was disproved by Nagle et al. (1980), who compared suppression during
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Table 7.2

Retinal Image Motion No Retinal Image Motion

Space constancy Normal saccade Nystagmus with afterimage
No space constancy Nystagmus in normal field Saccade with afterimage

voluntary nystagmus to suppression during single voluntary saccades matching the ampli-
tude of nystagmus in the corresponding subject. The suppression was virtually identical
in both cases, demonstrating that saccadic suppression does not necessarily accompany
space constancy. Further, an afterimage remained motionless during voluntary nystagmus
(Table 7.2), showing that the changes of eye position failed to elicit changes in apparent
position. Space constancy must use some other mechanism.

The voluntary nystagmus experiment showed that single isolated saccades were accom-
panied by space constancy, whereas rapidly alternating saccades of the same size were
not. Perhaps the space constancy mechanism was still operating but could not keep up
with rapidly alternating saccades of voluntary nystagmus. Grüsser et al. (1984) achieved a
better temporal resolution of the constancy–frequency relationship in studies of the appar-
ent movement of an afterimage with saccades in darkness. They asked subjects to make
saccades from one loudspeaker to another, cued by tones from each speaker. After a bright
light gave a lasting afterimage, saccades were performed in darkness. Grüsser et al. mea-
sured the subjects’ estimates of the spatial separation of the afterimages when the eye was
aimed at the left speaker versus the right speaker. As saccades became more frequent, the
subjective separation of the afterimages became smaller and smaller, until at the highest
saccade frequency (about 3.8 saccades/sec) the afterimage appeared to remain fixed in front
of the subject. Space constancy had failed completely.

The result showed that voluntary nystagmus frequency was far higher than space con-
stancy could handle and that perceptual compensation is quite slow. Even for intersaccade
intervals well within the temporal range of saccades accompanying normal perception, the
compensation was much smaller than the saccade amplitudes.

The temporal properties of space constancy were linked directly with efference copy a
few years later in experiments exploiting the deceptively simple maneuver of pressing on
the outer canthus of the eye. Explaining the method in these experiments requires a brief
diversion into methodology.

The consequences of a gentle press on the outer edge of the eyelid have been misunder-
stood for centuries, since Purkinje’s 1825 assumption that the press resulted in a passive
eye movement, as reviewed previously. Von Helmholtz (1866) made the same assumption,
that pressing on the eye moves it passively, and that the resulting apparent motion originates
from retinal image movement without an efference copy. Two observations support this
interpretation. First, the entire visual world appears to move in the direction opposite the
eye press; and second, the eye of another person appears to move when it is observed
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during their eye press. The two observations are consistent with one another, but both are
misinterpretations.

The apparent movement is based on the inference of motion of the retina, but the two
kinds of motion are not necessarily linked. The real situation is easily demonstrated – simply
pick a fixation target, then slowly press on the outer canthus of one eye while closing the
other. You will find that you can hold your gaze on your fixation target, even while the
entire visual world, fixation target and all, appears to move. This means that the retina is
not moving at all with respect to the visual world.

If the motion is not coming from retinal slip, it must come from another source. That
source originates with the successful effort of oculomotor tracking mechanisms, which
cannot be turned off, in keeping the eye on the fixation target despite the eye press. The
effort requires oculomotor innervation, and with it a change in efference copy. Far from
demonstrating the effect of passive eye movement, the eye press demonstrates the effects
of active compensation for oculomotor disturbance and shows that efference copy alone
can drive the perception of motion.

The second misinterpreted observation is that the eye of another person performing an
eye press appears to move. What the observer sees, however, is not an eye rotation but a
lateral translation of the eye in the orbit. The eye is influenced by two rotational forces
in opposite directions; one originates from the pressing finger producing a nasal-ward
rotational force, and the other is an equal and opposite force generated by the lateral rectus
muscle. The oculomotor innervation is driven by a retinal slip initiated from the finger but
compensated by an involuntary optokinetic tracking system. Thus the two rotational forces
cancel, and the eye does not rotate.

But each of these forces also introduces a translational component in the medial direction,
the finger pushing the anterior part of the eye nasal-ward and the lateral rectus pulling the
posterior part of the eye nasal-ward. The translational forces sum to move the eye several
millimeters in the orbit, as measured experimentally (Stark & Bridgeman 1983). Because
the cue that humans use to perceive movements of the eyes of others is the amount of sclera
visible on the two sides of the iris, the translational motion is misinterpreted by observers
as a rotation. The rotation of the occluded fellow eye, whose rotation is not canceled by the
eye press, provides an objective measure of the forces applied.

Now the eye-press technique, which causes a deviation in efference copy without a change
in retinal image position, can be applied to the problem of measuring the temporal aspects
of efference copy. It was possible to use scleral search coils in both eyes simultaneously,
and also to press on the eye without popping out the required scleral contact lens (the
experiment is not for the fainthearted). Again the nonpressed eye is occluded so that its
movements are measured in darkness. In this experiment, extending the static experiments
of Stark and Bridgeman (1983), we pressed repeatedly on the viewing eye in a roughly
sinusoidal pattern (Ilg et al. 1989). Adding to the complexity of the setup, a force transducer
on the fingertip provided an objective record of the frequency and timing of the eye presses.

Replicating the work of Stark and Bridgeman (1983), we found that at low temporal fre-
quencies the viewing eye does not rotate. Only the occluded eye rotates, under its occluder,
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revealing the compensatory oculomotor innervation; according to Hering’s law (Hering
1868), that innervation affects both eyes equally. When we began pressing more rapidly on
the eye, however, the compensation was no longer complete. At a rate of less than 1 Hz the
occluded eye still rotated, but in addition the viewing eye rotated passively as it was repeat-
edly pressed and released. At the surprisingly low rate of 2 Hz, the occluded eye ceased its
rotation completely, and only the viewing eye rotated in the passive manner that Purkinje
and von Helmholtz would have predicted. Interpolation of our data implied that the oculo-
motor compensation system ceases to function at about 1–1.5 Hz. The implication is that
any efference copy–based system that normally contributes to space constancy must cease to
function at these relatively low rates, well within the bandpass of normal perceptual events.

By 1989, then, evidence from a number of directions was converging on the idea that
efference copy could not be responsible for space constancy. Its action was too slow and
its gain too low to support a perceptual compensation for eye movements. The theory
continued to dominate, however, because no theory was available to replace it.

There was also a more qualitative sort of evidence that should have eliminated efference-
based theories from consideration, but did not, again because of the lack of an alternative.
One bit of evidence came from an experiment on saccadic suppression by Brune and
Lücking (1969), who fed an eye movement signal into a mirror that moved an image with
the eyes, but at variable gain (output/input). At low gains, when the image was moving one-
tenth as far as the eye, the image appeared always to be stable, replicated by the findings of
Bridgeman et al. (1975). But at a slightly higher gain, when the world as a whole continued
to appear stable, “prominent objects” would seem to jump or jiggle with each saccade.
The efference copy theories, however, do not allow the possibility that parts of the image
can move relative to one another – the visual world is conceived as a monolithic object.
The observation would seem to eliminate all efference copy and related theories in a single
stroke.

There are technical reasons, however, why the Brune and Lücking experiment might
have resulted in dissociations. The prominent objects might have been brighter than the
background, for example, and therefore signals coding them would move through the
visual system at a faster rate than signals from dimmer parts of the image. In a continuously
moving environment, this might result in prominent objects being perceived in different
locations than the context. Another possible artifact is that the prominent objects might
have been fixated so that signals from them would course through the visual system in
slower, high-acuity channels. Again, relative mislocalizations might result.

All of these possibilities were eliminated in a replication and extension of the study that
used tesselations of a plane by the Dutch artist Maurits Escher as the stimulus materials
(Bridgeman 1981). Escher used two repeated shapes that interlocked to completely cover
a surface. For instance, devils and angels might tesselate a plane. Some subjects could
selectively concentrate on just the angels, or just the devils, at will. All of those subjects
saw slight movement of the attended figure while the “background” figure remained stable,
at a near-threshold feedback gain from eye movement to image movement. Because this
perception occurred with both figures, without any change in the stimulus, all image
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variables were controlled. Something was wrong with compensation theories – none of
them could account for this result.

Another observation, one that had been known since the nineteenth century, is “autoki-
netic” motion of a small bright dot in darkness. Normally the visual world remains quite
stable, but after a few seconds the small dot begins to appear to wander slowly through
the dark field. No compensation theory can account for this observation, for these theories
require an equal quality of constancy regardless of image properties. Space constancy in
the efference copy theory requires an extraretinal signal that matches whatever comes in
through the retina, regardless of structure or extent.

Autokinetic motion is now thought to originate from noise in the vestibular system
affecting eye movements through a vestibulo-ocular reflex not registered in perception
(Leibowitz et al. 1983). The noise drives the eye away from a target, and pursuit eye
movements, which are registered in perception, are required to cancel the eye drifts. In a
full field, however, the optokinetic reflex, which is also not registered in perception, can
stabilize the field. The observations can be made consistent with efference copy theory only
if one assumes that some kinds of eye movements are accompanied by an efference copy
whereas others are not. It then becomes impossible for any brain mechanism comparing
efference copy and retinal input to know what head-centered position to assign to the retinal
input (Bridgeman 1995).

If the extraretinal signal theories have so many problems, what is the use of the extraretinal
signals? An answer came from quantitative work on the gains of the efference copy and
proprioception signals, building on a half-century of investigations of these signals. The
work again exploited the static eye press technique, but with an additional twist. Pressing on
the side of the viewing eye changed efference without changing gaze position, but pressing
on the occluded eye should change only proprioception. The argument is that the occluded
eye when pressed will be forced to rotate under the eyelid because the press does not result
in any corrective signal from error feedback. If the proprioceptive signals from the two
eyes are summed in the brain (as they must be according to Hering’s law), the resulting
binocular gaze signal would equal half the deviation of the occluded eye (Fig. 7.2).

As infrared techniques had already been developed to monitor this eye position in
darkness, the proprioception could be measured, and its effect on behavior could be assessed
simultaneously by having subjects point to targets while eye press deviates the occluded eye.
The situation in pressing the viewing eye is now more complicated because the perceptual
changes will result from a combination of two signals working in opposite directions.
Proprioceptive signals will come from the deviated, occluded eye, and altered efference
copy will be driven by the active compensation for the press of the viewing eye. (This
analysis was suggested by Wenshun Li.)

With these improvements in the eye press technique, it became possible to quantify
gains of both outflow and inflow in normal observers in the same experiment. The internal
signals could be recovered by algebraic rearrangement of the measured signals (Bridgeman
& Stark 1991). Careful measurements of perceptual deviations with various magnitudes of
eye press on the viewing or the occluded eye resulted in magnitudes of deviations that could



104 I Time–space during action
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Fig. 7.2 Manipulation of outflow and inflow signals with monocular eye press in monocular viewing.
Left: In the outflow condition the viewing eye is pressed, resulting in a compensatory efference (and
efference copy (EC)). The cyclopean direction is half of the deviation of the occluded eye because
the cyclopean signal is averaged with the undeviated viewing eye. Right: In the inflow condition the
occluded eye is pressed, and it deviates mechanically because there is no visual error signal to correct
gaze posture. Efference does not change. Again, cyclopean direction and proprioceptive signal equals
half the eye’s deviation.

Efference
 Copy 
(Gain 0.61)

Proprioception
               (Gain 0.26)

Missing gain 0.13 

Fig. 7.3 Gains of efference copy and proprioception sum to 0.87, leaving an underregistration of 0.13
that is the origin of an eccentric-gaze illusion.

be used to recover the internal inflow and outflow signals. The resulting gains were 0.61
for outflow and 0.26 for inflow, a disturbing result because, even with perfect summation
of the two gains, the brain would underestimate how far the eye really moved. There was a
“missing” gain of 0.13 (Fig. 7.3). Where did it go?

The answer came from an earlier study of the perception of the deviation of an eccentric
target from an observer’s midline. Targets are perceived as more eccentric if their position
is judged while looking at them through peripheral vision, with the eyes straight ahead,
than if they are fixated with eccentric gaze first (Morgan 1978). This implies that eye
deviations are registered as being smaller than the actual eccentricity of gaze. Quantifying
these observations, Morgan drew a graph of her results but did not go further. It was a
simple matter to calculate the gain from her graph, and the result was 0.13, precisely the
“missing” gain from the eye press experiments. Outflow, inflow, and illusion gains sum to
1.00, closing the circle on the signals used in registering eye gaze position and the resulting
perceptions.



7 Space constancy: the rise and fall of perceptual compensation 105

As a result of this quantitative accounting for the eccentric-gaze illusion, we can draw
several previously unrealized conclusions. First, inflow and outflow gains are summed in
the brain’s calculation of eye eccentricity. Two centuries of work on efference copy and
proprioception led to the conclusion that efference copy dominates. We can now see that
the reason for the apparent domination is that the efference copy gain is much higher
than the proprioceptive gain, about 2.4 times greater. Thus, efference copy explains a wide
range of results and clinical observations better than proprioceptive input does. Second,
proprioceptive deviations are not compensated in eye posture. Presses on the occluded eye
are passive, resulting in no oculomotor compensation.

The role of efference copy and of extraretinal signals generally, then, appears to be
to inform the brain about static eye position during visual fixation, the time between
saccades when the retina is transducing the visual world reliably. It does not support space
constancy.

7.4 Modern alternatives for space constancy

Despite all of the difficulties with it, efference copy was discarded only recently as a mech-
anism for space constancy, with a new theory centered on a reanalysis of what information
is carried over from one fixation to the next. The break came in 1992 when Kevin O’Regan
asserted that it is not necessary to link successive images together – there need be no
memory of the content of previous fixations because the information remains in the world
and can be reacquired whenever the observer wants it. What the brain possesses is currently
available retinal information and nothing more. This idea, that transsaccadic memory is in
the world rather than in the brain, turned out to be too radical, but not by much.

Two years later another reanalysis appeared, along with a critique of previous theories
(Bridgeman et al. 1994a,b). According to this analysis three information sources are tradi-
tionally used to achieve space constancy: proprioceptive inflow from eye muscles, efference
copy outflow, and retinal information. The work reviewed previously, in addition to other
physiological studies, converges on the conclusion that none of these sources by itself
provides adequate information. Physiologically, by then we did not know all of the details
of the dozens of visual areas in the brain, but we did know enough to be certain that no
area contained the panoramic, high-acuity representation of our perceptual experience. The
experience had to come from something else, something not coded in a topographic visual
map in the brain.

Three solutions to the problem of space constancy have been proposed: the elimination,
translation, and evaluation solutions. Physiological and psychophysical evidence allows us
to reject all three – no subtraction, compensation, or evaluation need take place. Bridgeman
et al. (1994a) offered an alternative “calibration” solution: correct spatiotopic positions are
calculated anew from inflow, outflow, and retinal sources for each fixation. There is no
need to take previous fixational positions into account; the world appears to be in the same
place because nothing tells the visual system that it still is not in the same place. The role
of extraretinal signals during saccades, if any, is not to compensate the previous retinal
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position but to destroy it. Then perception can begin anew with a clean slate during the next
fixation interval.

According to a more specific elaboration of this new interpretation, attention shifts to a
reference object at the saccade target before a saccade is executed (Deubel et al. 2004). Due
to the attention shift, location and visual attributes of the reference object and of surrounding
objects are stored in transsaccadic memory. After the saccade, the visual system searches for
the reference object within a restricted spatiotemporal “constancy window,” which is about
50 msec in duration and is confined to a few degrees around the saccade target. If the object
is found, the world is assumed to be stable. Spatial information from the previous fixation
is discarded or ignored, and localization proceeds using currently available information. If
no other prominent objects are in the region of the saccade landing point, even an object
dissimilar to the original saccadic goal object will be accepted as the target if it is in the
right position. The positions of other objects in the visual field are then interpreted in terms
of the position of the reference object. Only if the object is not found do outflow and other
information sources come to bear.

The more radical part of this reanalysis posits that little is carried over from one fixation
to the next; we do not build a visual world by pasting together samples calibrated with
efference copy, but simply use what is currently available, plus a gist and a few previ-
ously attended objects (Irwin, Hollingworth, pers. com.). The stable, rich visual world
of our perception is more promise than physiological reality. Extraretinal signals are
used in static conditions, though, especially for controlling motor behavior (Bridgeman &
Stark 1991).

Evidence for this new position comes from a number of sources, the most dramatic being
the demonstrations of change blindness, the inability of observers to identify changes in
naturalistic scenes if the change in images is masked by a brief blank of 100 msec or less,
a “flicker” paradigm (Simons 1996; Rensink et al. 1997). The interruption need not blank
the entire image; if a few “mud splashes” provide visual transients simultaneous with the
image change, the change becomes equally invisible (O’Regan et al. 1999). Even the abrupt
transient has been shown not to be necessary (Turatto et al. 2003); an image can be ramped
down from normal contrast to zero contrast in 1 sec, changed at the instant of zero contrast,
and immediately ramped up again, the pattern repeating as in the flicker paradigm. Change
blindness is just as strong as in the flicker paradigm, suggesting that it is the diversion of
attention rather than abrupt masking transients that underlies the effect.

The importance of change blindness for this article, then, is that a willful inattention to
previous images prevents their interfering with present perception. This is the final solution
to the space constancy problem.
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Intercepting moving objects: do eye
movements matter?

eli brenner and jeroen b. j. smeets

Summary

Due to neuromuscular delays and the inertial properties of the arm people must consider where
a moving object will be in the future if they want to intercept it. We previously proposed that
people automatically aim ahead of moving objects they are trying to intercept because they
pursue such objects with their eyes, and objects that are pursued with the eyes are mislocalized
in their direction of motion. To test this hypothesis we examined whether asking subjects to
fixate a static point on a moving target’s path, rather than allowing them to pursue the target
with their eyes, makes them try to intercept the target at a point that the target has already
passed. Subjects could not see their hand during the movement and received no feedback about
their performance. They did tend to cross the target’s path later – with respect to when the
target passed that position – when not pursuing the target with their eyes, but the effect of
fixation was much smaller than we predicted, even considering that the subjects could not
completely refrain from pursuing the moving target as their hand approached it. Moreover,
when subjects first started to move, their hands did not aim farther ahead when pursuing the
target than when trying to fixate. We conclude that pursuing the target with one’s eyes may be
important for interception, but not because it gives rise to localization errors that predict the
target’s displacement during the neuromuscular delay.

8.1 Introduction

It takes tens of milliseconds for visual stimulation of the retina to give rise to activity in
the brain (Schmolesky et al. 1998), even longer for neural activity within the brain to result
in the contraction of muscles in the arm, and longer yet for the arm to move to its goal.
Due to neuromuscular delays and the inertial properties of the arm one must aim ahead of
a moving object if one wants to intercept it. How far ahead should depend on how long one
expects it to take one’s hand to reach the object, and on the object’s position and velocity.
Surprisingly, making the object appear to move faster by moving the background in the
opposite direction does not make people aim farther ahead, and making it appear to move
more slowly does not make them aim less far ahead (Smeets & Brenner 1995; Brouwer
et al. 2002). To explain this we proposed that the perceived velocity might not be used to
predict the point of interception at all (also see Brenner & Smeets 1996). When one wants

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
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to intercept a moving object, one follows it with one’s eyes. If the position of an object
pursued with the eyes were judged to be farther in the direction of ocular pursuit than it
really is, then aiming for this position would make one aim ahead of the moving object
(Brouwer et al. 2002; Rotman et al. 2005). But why should the perceived position of a
moving object be misjudged in such a manner?

Targets that are flashed while subjects are pursuing a moving object with their eyes tend
to be mislocalized in the direction of the eye movement (Hazelhoff & Wiersma 1924; Mita
et al. 1950; Mitrani et al. 1979; Mateeff et al. 1981). The retinal stimulation by the flash is
probably associated with an eye orientation at a later time (Matin et al. 1970; Matin 1986;
Schlag & Schlag-Rey 2002). We have proposed that the origin of this misalignment in time
is that signals arising from retinal stimulation (some time earlier) are combined with eye
movement command signals (that will soon give rise to a change in the orientation of the
eye) without considering any of the associated neuromuscular delays (Brenner et al. 2001).
Pointing tasks reveal a mislocalization that corresponds with an asynchrony of more than
100 msec (Rotman et al. 2004a,b, 2005; Kerzel et al. 2005). This is all for flashed targets,
but a study showing that the relative positions of flashed and moving targets are not mis-
perceived during pursuit (Nijhawan 2001) suggests that moving targets are mislocalized in
a similar manner as flashed ones (although relative positions may be judged independently;
Brenner & Cornelissen 2000).

If eye-movement related mislocalization of a moving target is essential for intercepting
the target, then we would expect subjects to always hit behind moving targets if they do not
move their eyes. But do they? Of course, if they realize that they do so they will compensate
for this on subsequent trials. Moreover, the position of the hand may also be misperceived
when the eyes are moving, so asking subjects not to pursue the target may not only affect
judgments of the target’s position, but also that of the hand. To avoid such issues we asked
subjects to hit moving targets in an experiment in which they could not see their hand and
were not informed about whether they had hit the target. We compared their movements
when asked to pursue the moving target with their eyes (which is what they would naturally
do) with their movements when asked to fixate a point near where we expected them to
intercept the target. If compensating for delays with eye movement–related mislocalization
is the only reason for pursuing the target, then except for the hand passing behind the target
when fixating, movement trajectories should be similar when fixating and pursuing the
target.

8.2 Methods

Thirteen subjects took part in the experiment. Two were the authors. The other eleven were
unaware of the hypothesis under study. Each subject took part in one session of 200 trials.
There were eight types of trials (twenty-five each) and they were presented in random order.
The trials differed in the eye movement that the subject was expected to make (pursuit or
fixation), the target velocity (30 or 40 cm/sec), and the position at which we expected the
subject to hit the target (left or right). The task was always to hit the target as quickly as
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Fig. 8.1 The setup. The white starting point (represented here by the black disk), green target (large
white disk), and red fixation point (small white disk) were back-projected from above onto a screen
that the subject viewed by way of a mirror. The target always moved rightward. The fixation point
was only presented on trials in which the subject was expected to fixate. The image in the mirror
was precisely aligned with the surface of a drawing tablet across which the subject moved a pen. The
task was to move the tip of the pen through the target as quickly as possible. The subject’s hand is
shown under the mirror to clarify the setup, but the subject could not see his or her hand during the
experiment.

possible. To do so subjects moved a “pen” across a large (WACOM A2) drawing tablet.
The experiments were conducted in a dimly illuminated room.

Figure 8.1 is a schematic depiction of our setup. The distance between the mirror and
the screen (and that between the mirror and the drawing tablet) was 20 cm. The target
was a 4-cm-diameter green disk that always moved from left to right. On fixation trials a
1-cm-diameter red disk was visible on the target’s path, 8 cm to the right of the center of
the drawing tablet. The pen’s starting point was a 1-cm-diameter white disk that was 30 cm
closer to the subject than the target’s path and was also 8 cm to the right of the center of
the drawing tablet. Between trials a 1-cm-diameter blue disk indicated where the pen was,
to help the subject bring his or her hand to the starting position.

Subjects recognized fixation trials by the fact that the red disk appeared slightly to the
right of the center of the tablet. On pursuit trials a similar disk appeared at the position
at which the target would later appear, unmistakably to the left of the center of the tablet.
This position was not fixed but was determined for each trial on the basis of the time it
took the subject to reach the target’s path on the previous trial of that condition. By doing
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so we tried to make the subjects hit the targets near two selected positions, irrespective of
their movement times, so that the interception points of trials with different eye-movement
instructions would be comparable even if the movement times differed. We used two
positions rather than a single position to discourage people from simply always making the
same movement. The red disk appeared as soon as subjects held the pen motionless at the
starting position. The moving target appeared between 500 and 1000 msec later. On pursuit
trials the red disk disappeared when the moving target appeared (at the same position).
On fixation trials the red disk remained visible throughout the trial; it occluded part of the
target as the target crossed it, but the target always remained visible because it was much
larger than the fixation point.

Hand movements (i.e., movements of the tip of the pen) were recorded at 200 Hz. The
movements of both eyes were recorded at 250 Hz (Eyelink, SensoMotoric Instruments,
Teltow, Germany). The subjects’ eyes were about 55 cm from the targets’ paths so that
the targets’ velocities were about 30 and 40 deg/sec. Each session began with a calibration
of the eye-movement recordings. To motivate the subjects we gave points for each hit (in
inverse proportion to the time it took them to hit the target) and displayed the outcome after
the experiment. Because we were looking for small variations in subjects’ arm movements
we did not want to restrain the subjects in any way. This made it impossible to determine
whether the subject’s gaze was directed exactly at the moving target or at the fixation
point because the subject could move his or her head and body, whereas the Eyelink
recorded the orientation of the eye in the head. However, because our hypothesis specifically
relates to eye velocity (rather than gaze position) this does not matter. Similar mechanisms
to those that we propose could also apply to head and body movements, but the influence
that differences in head or body movement speed between the conditions can have on the
velocity at which the gaze position changes is presumably negligible in comparison to the
influence of differences in eye velocity.

8.3 Results

Fifty-two of the 2600 trials (about 2%) were discarded because the pen did not reach the
target’s path within 1000 msec of the target appearing or because the data acquisition failed
for technical reasons. Tables 8.1 and 8.2 show the average reaction time and movement time
for each condition. We first determined the mean value for each subject in each condition and
then averaged the thirteen subjects’ values for each condition and calculated the standard
error of this average. We also subjected the values to a repeated-measures analysis of
variance with the eye-movement task, target speed, and position as variables. The reaction
time was slightly shorter for the targets that were hit further to the right (p = 0.002)
and for ones that moved more slowly (p = 0.046). The movement time was also slightly
shorter for the targets that were hit further to the right (p = 0.003). No other differences
were significant.

We manipulated the position at which the target appeared to ensure that subjects would
hit the targets at about the same position when fixating as during pursuit. This precaution
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Table 8.1 Reaction time in msec (means and standard errors of the
thirteen subjects’ average values)

Target Speed Position Eyes Fixating Static Point Eyes Pursuing Target

30 cm/sec Left 291 (20) 309 (30)
Right 268 (14) 271 (20)

40 cm/sec Left 303 (20) 345 (28)
Right 274 (17) 281 (19)

Table 8.2 Movement time in msec (means and standard errors of the
thirteen subjects’ average values)

Target Speed Position Eyes Fixating Static Point Eyes Pursuing Target

30 cm/sec Left 369 (35) 379 (31)
Right 344 (30) 352 (31)

40 cm/sec Left 368 (35) 360 (30)
Right 347 (32) 354 (32)

turned out to be superfluous because the reaction and movement times did not depend on
the eye movement task. We tried to make subjects hit the targets when they were at two
positions (which we refer to as the left and right positions) that were 4 cm apart. In fact,
the average distance between the targets at the moment they were hit (which was defined
as the moment at which the hand crossed the target’s path) was 3.9 cm for the fixation trials
and 3.7 cm for the pursuit trials. The overall average target positions were also similar for
the two eye-movement tasks (on average the target was 0.2 cm further to the right when it
was hit during ocular pursuit).

Although the targets at the left and right positions were almost 4 cm apart (on average)
when the hand crossed their paths, the difference between the average positions of the hand
was only 2.3 cm when pursuing the target and 1.5 cm when fixating. This can partly be
explained by subjects tending to aim toward a similar position as on the previous trial,
because on average they hit 0.5 cm further to the right if the previous target was hit on the
right (p = 0.0001; as evaluated by a similar analysis of variance to that described in the
next paragraph, with previous target position as an additional variable). The tendency to
aim toward a similar position as on the previous trial was slightly stronger (0.6 vs. 0.4 cm)
when there was a fixation point, but the difference was not significant (p = 0.42). Subjects
probably also considered the positions on earlier trials and may also tend to aim toward
where they are fixating (moving targets appear to be closer to fixation than they really are;
Brenner et al. 2006).
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Fig. 8.2 How much further in the target’s direction of motion the pen crosses the target’s path (relative
to the target’s position at the time) during ocular pursuit than when trying to fixate (black bars; means
and standard errors of the thirteen subjects’ average values). The gray bars indicate the minimal
extent to which we expected subjects to hit further in the direction of target motion when pursuing
the target, considering the eye movements they made.

For a direct evaluation of our proposal we examined the systematic errors that subjects
made. How far ahead or behind the target does the pen cross the target’s path? There was
considerable variability between subjects (average values between –0.2 cm and 5.2 cm)
with an overall average value of 2.8 cm (whereby a positive value indicates passing ahead
of the target center). A repeated-measures analysis of variance showed that the tendency to
hit ahead of the target was larger for targets on the left than on the right (3.8 vs. 1.9 cm; in
accordance with the tendency mentioned in the previous paragraph; p < 0.0001) and was
slightly larger for the faster targets (3.0 vs. 2.6 cm; p = 0.003). Most importantly, it was
slightly larger during pursuit than during fixation (3.1 vs. 2.5 cm; p = 0.03), especially on
the right (p = 0.0009 for the interaction between position and eye-movement task). The
extent to which subjects hit further ahead during pursuit is shown in Fig. 8.2.

Figure 8.3 shows the average pen-movement paths for the two eye-movement instruc-
tions. These paths were constructed by resampling the lateral position of the pen for fifty
equidistant sagittal steps from the pen’s starting position to the target’s path (using linear
interpolation). The resampled positions for individual movements were then first averaged
across trials for each subject and condition, and then across subjects. The average paths
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Fig. 8.3 The average path of the hand (pen) in each of the eight conditions. Thick curves are for the
target that was to be hit on the right and thin ones for the target that was to be hit on the left. Solid
curves are for movements while the subject pursued the target with his or her eyes. Dotted curves are
for movements while the subject tried to fixate a static disk near where he or she was expected to hit
the target. The lateral movement has been exaggerated for clarity (see different scales).

are slightly curved. This curvature differs systematically between the two eye-movement
tasks. Contrary to our prediction, the subjects’ hands initially appear to have been heading
less far ahead of the target when the subject was pursuing the target with his or her eyes,
rather than further ahead. This too may be caused by a tendency to underestimate the retinal
eccentricity of the target ( judging it to be closer to where one is fixating).

Figure 8.4 shows the average velocity of the eye and hand near the moment that the
hand passed the target’s path. The orientations of the two eyes were first averaged and
smoothed with a Gaussian curve with a standard deviation of 8 msec. Velocities of eye
and hand were determined by dividing the distance between consecutive samples by the
time interval between them. These values were attributed to the moment between the two
samples. The velocities were then averaged across trials for each subject and condition. The
mean velocity profile (curve) and standard error across subjects (shaded area) are shown
for each condition. When the task was to pursue the target with their eyes (solid curves),
the subjects’ eyes moved at about the same velocity as the target (indicated by the dashed
horizontal lines) during the last 200 msec before the hand passed the target’s path (top
panels). When the task was to fixate (dotted curves), the eye gradually accelerated as the
target and hand approached the fixation point. The hand decelerated in the sagittal direction
as it approached the target’s path (bottom panels of Fig. 8.4) and accelerated to the right
(central panels). The hand moved faster to the right near the time of the hit when the target
was on the right (thick curves) and when the subjects were following the target with their
eyes (solid curves).
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Fig. 8.4 The average velocity of the eye and hand (pen) near the moment that the subjects tried to intercept the target. Thick
and thin curves are for movements in which we expected the target to be hit on the right and left, respectively. Solid curves
are for movements while the subject tried to pursue the target with his or her eyes. Dotted curves are for movements while
the subject tried to fixate a static disk near where the target was to be hit. The shaded areas indicate the standard errors across
subjects.
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The critical question was whether subjects would hit further back along the target’s path
if they were forced to fixate while hitting. We initially expected them to hit at least 3 or
4 cm behind the target when forced to fixate. These are the distances that the targets move
during 100 msec, and we anticipated that pursuing the targets gives rise to a localization error
that corresponds with the targets’ displacement during at least 100 msec. However, because
subjects also pursued the targets with their eyes to some extent when trying not to do so, we
have to refine our expectation. Our refined estimate of the expected effect depends on the
difference between the extent to which subjects pursue the target on pursuit and fixation tri-
als, which changes during the movement. The minimal difference that could be considered
consistent with the proposal that mislocalizing targets during pursuit overcomes neuro-
muscular delays is 100 msec times the difference in the velocity of pursuit at the moment
that the hand passed the target’s path. This is the prediction shown by the gray bars in
Fig. 8.2. It is clear that the tendency to hit further along the target’s path when pursuing
the target with the eyes than when fixating is much weaker than we predicted. Moreover,
the extent to which individual subjects hit further ahead on pursuit trials than on fixation
trials was not significantly correlated with the extent to which their average eye-movement
velocity differed between the two kinds of trials.

On average, subjects crossed the target’s path further ahead of the target during pursuit
than during fixation, but the extent to which they did so was only 25% of the predicted effect.
Because our prediction did not distinguish between pursuit and saccades, we averaged the
eye movements irrespective of whether saccades were made or not. To make sure that our
conclusion would not have been different if we had restricted ourselves to smooth pursuit,
we also selected the trials in which there was certainly no saccade near the critical moment:
when the velocity of the eye did not exceed 100 deg/sec during the last 100 msec before
the target was intercepted. For those trials (92% of fixation trials and 89% of pursuit trials),
the extent to which subjects hit further ahead of the target during pursuit was 30% of the
predicted effect. This is slightly more than we found when we included all trials. The
increase is mainly caused by the fact that the predicted effect is smaller (on average by
0.16 cm) if trials with saccades are excluded, which is not too surprising because 85% of
the saccades during pursuit trials were in the direction in which the target was moving,
whereas only 51% of the saccades in the fixation trials were in the direction of target
motion (for the left position on fixation trials most saccades were to the left, opposite the
direction of target motion). The tendency to hit further ahead of the target during pursuit
was (on average) 0.065 cm larger on trials without saccades. Although these differences
may be interesting, it is clear that excluding trials with saccades does not change our main
conclusions.

8.4 Discussion

Apart from disproving our hypothesis about the relationship between manual intercep-
tion and the mislocalization of targets flashed during pursuit, this study reveals two
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interesting phenomena. The first is that the hand’s path toward the target depends on the eye
movements the subject makes (Fig. 8.3). The hand’s sagittal velocity hardly differs between
the conditions (Fig. 8.4). It decreases as the hand approaches the target, but that is probably
just the result of the hand reaching full extension and the end of the drawing tablet. The
acceleration to the right, however, does differ between the conditions (Fig. 8.4). In all
cases the hand curves slightly to move along with the target near the moment of intercep-
tion (perhaps to reduce the influence of errors in judging one’s own sagittal movement;
Brenner & Smeets 2005), but when there was a static fixation point the path was less curved
than when the eyes pursued the target (Fig. 8.3).

The difference between the paths could be explained by subjects underestimating the
moving target’s retinal eccentricity (Brenner et al. 2006) because if so subjects will initially
aim closer to the fixation point when not pursuing the target and, because they are fixating
a point that the target is still to pass, this means they will initially aim further ahead of the
target. If the retinal eccentricity of the moving target is systematically underestimated, then
the target’s apparent position will change more rapidly during pursuit than when fixating.
This could explain why the hand ended up moving faster to the right during pursuit
(Fig. 8.4), and perhaps even why the final position was slightly further ahead of the target in
that case (Fig. 8.2). Thus the different curvatures of the paths, different final lateral velocities
of the hand, and different positions at which the hand crossed the target’s path may all result
from underestimating the retinal eccentricity of the moving target. Alternatively, subjects
may tend to move their hand toward where they are looking for some other reason, or
they may just underestimate the target’s velocity during pursuit (e.g., Dichgans et al. 1975;
Sumnall et al. 2003), either of which could also account for the difference between the
paths.

The second interesting phenomenon is that subjects were unable to maintain fixation near
the moment they hit the target. This is not simply a reflexive response of the eye to the target
crossing the fixation point because the eye did not speed up earlier or more strongly when
the target was to be hit on the right, although such targets crossed the fixation point 133
or 100 msec earlier (for targets moving at 30 and 40 cm/sec, respectively). It also cannot
be considered proof that the eye and hand are functionally linked during interception,
supporting the many examples of failures to independently move the eye and hand (e.g.,
Lunenburger et al. 2000; Neggers & Bekkering 2001, 2002; Horstmann & Hoffmann 2005),
because subjects also fail to fixate when performing tasks that require that one attends to
a moving object without moving one’s hand toward it (Khurana & Kowler 1987). It is
interesting that the eye even seems to rotate to the right, in the same direction as the target
and the hand, when the target is hit to the left of the fixation point (thin dashed lines in
top panel of Fig. 8.4; note that we did not remove the occasional leftward saccades when
calculating these average paths). For a better understanding of these eye movements, we
need to have more complete information about the direction of gaze.

The relationship between the eye and hand movements was not as we predicted. Even
considering the failure to fixate, subjects did not hit even nearly as much further ahead of
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the targets during pursuit as we had predicted. The predictions shown in Fig. 8.4 are low
estimates for the expected difference because the mislocalization during pursuit usually
corresponds to more than 100 msec of target motion, and the difference in eye velocity
would be larger if we were to consider an earlier moment before passing the target’s path
(remember that our proposal applies to the whole movement). Moreover, the movement
paths curved differently when fixating than when following the target with the eyes, which
would not be so if subjects only consistently misjudged the target’s position in its direction
of motion. Thus we conclude that eye movements play a role in interception, but that this
role is not mediated by the perceptual mislocalization that is revealed when targets are
flashed during eye movements.
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The utility of visual motion for goal-directed reaching

david whitney, ikuya murakami, and hiroaki gomi

Summary

Visual information is crucial for goal-directed reaching. Recently a number of studies have
shown that motion in particular is an important source of information for the visuomotor
system. For example, when reaching for a stationary object, nearby visual movement, even
when irrelevant to the object or task, can influence the trajectory of the hand. Although it is
clear that various kinds of visual motion can influence goal-directed reaching movements, it is
less clear how or why they do so. In this chapter, we consider whether the influence of motion
on reaching is unique compared to its influence on other forms of visually guided behavior. We
also address how motion is coded by the visuomotor system and whether there is one motion
processing system that underlies both perception and visually guided reaching. Ultimately,
visual motion may operate on a number of levels, influencing goal-directed reaching through
more than one mechanism, some of which may actually be beneficial for accurate behavior.

9.1 Introduction

Visual motion is constantly produced as we move our eyes and head and as objects move
in the world. The visuomotor system, therefore, faces a serious challenge in that it must
register target as well as background motion and then segment these different sources
of motion in order to direct actions to objects. Over the last three decades, a broad and
expanding literature has examined how the visuomotor system processes and uses visual
motion in goal-directed behavior. Although there is still a great deal that remains unknown,
a coherent picture is beginning to emerge, and the results of recent studies have overturned
traditional intuitions about what sorts of visual motion information are used to guide action.

9.1.1 Moving objects

The use of visual motion by the visuomotor system has been studied in a number of
different situations, including that from moving objects, entire scenes, or just backgrounds
(Fig. 9.1). Of these, the visual motion of objects has been studied most extensively. This
is not surprising, as some of the most impressive human motoric abilities involve goal-
directed behaviors to moving objects on brief time scales. Sports such as baseball, cricket,
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Fig. 9.1 Several types of retinal motion (right panel) produced by various combinations of physical
stimuli (left panel) and eye movements (or head or body movements, middle panel). The mug
represents a target object and the white dots a structured background. (a) physically static world can
create either a static retinal image or one that moves opposite the direction of an eye movement. (b)
A moving object with a static background can produce the same retinal image (with no ego motion)
or retinal motion of the background alone (with fixation of the target). (c) The movement of the
background alone (e.g., fixating the stereo as we drive in a car) can produce background motion with
a retinally static target. (d) The movement of targets with the background can produce coherent static
or moving retinal images. Because different combinations of physical stimuli and eye movements can
produce identical patterns of retinal motion, the visuomotor system needs to segment target motion
from motion of the background.

jai-alai, and others present ample evidence that the human brain is capable of rapidly
coding object position and motion (Land & McLeod 2000; Gray 2002) and that there are
predictive mechanisms at work (Savelsbergh et al. 1991; Tresilian 1993; Regan 1997). The
motion complex MT+ (the human homologue of monkey MT and MST) appears to play
an important role in these abilities (Schenk et al. 2005).

9.1.2 Moving backgrounds

Although moving objects provide a means of testing the limits of the visuomotor system,
motion of individual target objects is not the only type of motion we face. More commonly,
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we face situations in which the target and background move together (Fig. 9.1(d)) or the
target is stationary while the background moves (Fig. 9.1(c)). This is because the world
(often including the target object) is usually stationary while we are moving. This not only
causes retinal motion of the target but retinal motion of the entire scene. Similarly, even
when the target object is moving in the world, we often move our eyes and head to track
the object. In both instances, there is background retinal motion that the visuomotor system
must explicitly distinguish from the target object (and then either ignore or use it, if it is
informative).

9.1.3 Benefits of visual motion: optic flow

One potentially useful type of background retinal motion information extensively studied
is optic flow. As we move around the world, characteristic patterns of retinal motion are
produced that may be informative about our body movements (Lee 1980; Gibson 1986).
For example, moving forward through a stationary scene produces expanding optic flow.
Many species of animals, including humans, use this kind of optic flow to gauge and adjust
posture (Lee & Aronson 1974; Lee & Reddish 1981; van Asten et al. 1988; Previc 1992;
Warren et al. 2001). It has been shown that neurons in visual area MST respond to different
kinds of optic flow (e.g., expanding, contracting, shearing) (Saito et al. 1986; K. Hikosaka
et al. 1988; Tanaka & Saito 1989; Duffy & Wurtz 1991a,b). Physiological experiments in
monkeys have demonstrated that stimulation of neurons showing optical flow preferences
(in MST) influences judgments of heading (Britten & van Wezel 1998). Consistent with the
monkey physiology, neuroimaging studies in humans indicate that there is a homologue of
the MST area that exhibits preferential activation to patterns of optic flow (Greenlee 2000;
Dukelow et al. 2001; Huk et al. 2002). However, many other high-level motion areas that
respond to complex visual motion, such as biological motion and inferred motion (Culham
et al. 2001), do not show the selectivity for optic flow.

Optic flow is not simply a property of backgrounds or scenes, but may be used for visually
guided behaviors toward or away from individual objects. One possible by-product of optic
flow computations is time-to-collision (τ ; Lee & Reddish 1981). As an object looms or
approaches our eyes, the expanding retinal image (optic flow) may afford information about
the time-to-collision. Physiological evidence in pigeons (Wang & Frost 1992) as well as
behavioral evidence in humans and diving gannets suggests that the visual system may use
a derivative of optic flow information to estimate time-to-collision (Savelsbergh et al. 1991;
Regan 1997), although this is controversial (Tresilian 1993).

9.1.4 Visually guided reaching with background motion

The evidence that visual motion is used to guide behavior so far comes from studies of
posture and timing (e.g., τ ). Recently, however, it has been found that background retinal
motion can influence the direction of reaching movements as well. For example, when
subjects reach a stationary target, a moving background can cause shifts in the trajectory
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of the reaching movement and endpoint consistent with the direction of the background
motion (Mohrmann-Lendla & Fleischer 1991; Brenner & Smeets 1997; Yamagishi et al.
2001; Whitney et al. 2003; Saijo et al. 2005).

The effect of background motion on reaching is distinct from the effect of optic flow on
posture. Most forms of optic flow (especially expanding and contracting flow fields) are
perfectly predictive of head movement and largely predictive of whole-body movements.
It is therefore intuitive that this sort of visual information could be used to control posture,
locomotion, or body position. On the other hand, the influence of background motion on
reaching is counterintuitive because it is neither predictive of hand position or motion, nor
is it predictive of the relationship between the hand and the target. Several authors have
proposed explanations for the influence of background motion on reaching, but the issue
remains controversial. In this chapter we review the evidence for the influence of visual
motion on reaching, consider alternative underlying mechanisms, and discuss whether the
effects are a beneficial adaptation.

9.2 Object motion and the double-step paradigm

When reaching to a moving object, the visuomotor system could predict future hand
position relative to the current hand position by using a forward model (Desmurget &
Grafton 2000). This could allow for rapid corrections in response to either target or effector
(hand or mouse) displacements and may help reduce the error introduced by sensory and
motor delays. An important question over the last decade has been to evaluate what sorts
of visual information are used for online control of reaching.

Many studies investigating goal-directed reaching to moving targets demonstrate that the
visuomotor system monitors target motion (or perhaps relative position or motion between
the hand and moving object) and uses this information to guide the hand. Comparable results
have been obtained whether the target physically jumps (Goodale et al. 1986; Pelisson et al.
1986; van Sonderen et al. 1988, 1989; Paulignan et al. 1991b; Prablanc & Martin 1992;
Day & Lyon 2000; Brenner & Smeets 2003) or moves continuously (Brenner et al. 1998;
Schenk et al. 2004). Subjects are able to make rapid corrections to ongoing behavior.

One of the strongest examples of the speed with which the visuomotor system can respond
to changing visual information is the perturbation or double-step paradigm (Bridgeman
et al. 1979). In this technique, a target is presented to which subjects reach. During
the reach, the target can be displaced in position. The reaction of the hand to the dis-
placed target occurs within 100–150 msec (Goodale et al. 1986; Pelisson et al. 1986;
van Sonderen et al. 1988, 1989; Castiello et al. 1991; Paulignan et al. 1991b; Prablanc
& Martin 1992; Brenner & Smeets 1997). Even if the displaced target is presented dur-
ing a saccade, preventing awareness of its displacement, subjects can still make fast and
accurate corrections (Bridgeman et al. 1979; Goodale et al. 1986; Pelisson et al. 1986).
Although very different measurements of the visuomotor reaction to perturbed targets have
been used (including derivatives of hand position, such as velocity and acceleration), the
results have been uniformly similar. The brevity of the reaction time – the visual feedback
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delay – shows that visual information is important in the online control of action even late
into the movement (Desmurget & Grafton 2000).

The double-step paradigm has provided a rich source of information about how the
visuomotor system programs and executes action. For example, it has shown that the fast
visual feedback necessary for motor control is not dependent upon awareness of the tar-
get’s displacement or motion (Goodale et al. 1986; Pelisson et al. 1986). This points to a
direct route independent of conscious vision and provides support for, at least, the mod-
erate form (Jacob & Jeannerod 2003) of the dual visual systems hypothesis (Trevarthen
1968; Schneider 1969; Ingle 1973; Goodale & Milner 1992). Double-step studies have also
demonstrated that reaching movements can be guided and modified online, whether or not
subjects fixate on a static point (Goodale et al. 1986; Pelisson et al. 1986; van Sonderen
et al. 1988, 1989; Castiello et al. 1991; Paulignan et al. 1991b; Prablanc & Martin
1992; Brenner & Smeets 1997; Diedrichsen et al. 2004). This is important for evaluat-
ing the hypothesis that the hand is guided or anchored by the direction of gaze (Paillard
1982; Binsted et al. 2001; Neggers & Bekkering 2001). Although it is generally true
that we reach where we are looking (Ballard et al. 1992; Pelz et al. 2001; Soechting
et al. 2001), this is not exclusively the case, and bimanual tasks (particularly bimanual
double-step tasks) provide adequate evidence for not needing to fixate the endpoint goal of
the hand (Diedrichsen et al. 2004). The double-step paradigm has provided even stronger
evidence that corrections to fast-reaching movements can occur on an extremely brief time
scale, even without changes in eye position and based only on peripheral retinal informa-
tion (Paillard 1996). Therefore, although eye position certainly contributes to visuomotor
control, and foveal location or gaze direction may be an important source of information
with which to guide the hand, it is only one of many sources of information that contribute
to visually guided behavior.

What remains unclear from the double-step studies is whether the target position or
motion (or both) are used for online guidance of the hand. One might ask whether a
distinction should even be drawn between the motion and position of an object, because
these properties are necessarily physically interdependent. The visual system, however,
need not code object motion and position as a single dimension. Along with spatiotemporal
sensitive mechanisms that simultaneously code the position and motion of an object (Burr
et al. 1986; Geisler 1999; Burr & Ross 2002; Nishida 2004), several visual illusions suggest
that the visual system may also have independent mechanisms for coding object motion and
position (Whitney 2002). Therefore, it becomes meaningful to ask whether rapid corrections
to visually guided reaching are driven by object motion, shifts in the coded locations of
targets due to the motion, or a combination of these. Unfortunately, to date this question
has not been fully addressed (see Section 5).

9.3 Background scene motion

The above experiments have been extended by showing that both reaching and pointing
movements tend to deviate in the direction of background retinal motion (Mohrmann-
Lendla & Fleischer 1991; Brenner & Smeets 1997; Proteau & Masson 1997; Yamagishi
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et al. 2001; Whitney et al. 2003; Saijo et al. 2005), not just target motion (Smeets &
Brenner 1995a). There are several surprising characteristics of this effect. First, even in
the presence of a stationary target, background retinal motion influences the reach (Bren-
ner & Smeets 1997; Whitney et al. 2003; Saijo et al. 2005). Second, retinal motion can
be separated by many degrees from the target and still be influential (Whitney et al.
2003; Saijo et al. 2005). Third, reaction time to background retinal motion is around
120–150 msec (Brenner & Smeets 1997; Whitney et al. 2003; Saijo et al. 2005), which is
just as fast as reactions to changes in target location or motion of the target itself in double-
step studies (Prablanc & Martin 1992). Visual motion during either the programming ( prior
to the reaction) or execution influences the trajectory of the reach (Whitney et al. 2003).
Finally, the percept of the target (its motion or position) can be dissociated from the hand’s
trajectory, demonstrating that the hand does not simply follow perceived target position or
motion (Yamagishi et al. 2001; Whitney et al. 2003). Rather, the visuomotor system uses
visual motion to directly control the hand.

9.3.1 Underlying cause of background motion’s influence on reaching

There is not consensus about the underlying cause of the influence of visual motion of the
background on the trajectory and endpoint of goal-directed reaching movements. It has been
argued that background visual motion shifts the coded locations of objects (Whitney et al.
2003). This is an “indirect” mechanism, because the visuomotor response is modulated by
the target position (or shifted position). Alternatively, it has been suggested that background
motion triggers a passive manual following response (Saijo et al. 2005) akin to the ocular
following response (Kawano & Miles 1986; Miles et al. 1986; Kawano et al. 1994; Masson
et al. 2001). This is a “direct” effect of motion on reaching, as the representation of the
target position is not shifted.

To distinguish between direct and indirect influences of visual motion on visuomotor
control, it is helpful to consider a distinction made in the visual motion perception literature
between velocity- and position-based motion computations. Visual motion could be an
inference based on perceiving the position of an object at two time points (Ullman 1979;
Nakayama & Tyler 1981; Cavanagh 1992; Del Viva & Morrone 1998; Seiffert & Cavanagh
1998; Derrington et al. 2004). There is evidence for this sort of motion detector (Cavanagh
1992; Lu & Sperling 1995), which may involve attention and could be helpful in tracking
camouflaged or second-order (feature or contrast-defined) motion. This mechanism indi-
rectly measures motion and cannot recover it without a means of coding object position. The
more familiar, dominant, and common sort of motion detector is sensitive to velocity and is
considered a “direct” measure of motion because it does not require multiple samples over
space or time (Adelson & Bergen 1985; van Santen & Sperling 1985; Watson & Ahumada
1985). Even when an object position has not been identified or tracked, a velocity detector
can still register motion.

The distinction between directly and indirectly sensed visual motion carries over
to visuomotor control. When programming and executing reaching movements, the
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visuomotor system could, independent of any target representation, monitor visual motion
information and use this to guide the hand (Saijo et al. 2005; Gomi et al. 2006). Alterna-
tively, visual motion could influence the coded locations of targets, and it is these target
positions that are monitored throughout the execution of the reach (Whitney et al. 2003).
Cases of akinetopsia (Zihl et al. 1983) show that patients can perceive object position but
not object motion, whereas cases of blindsight (Cowey & Stoerig 1991) reveal an unaware-
ness of object position coupled with intact perception of nonlocalized motion. Although
blindsight and akinetopsia are somewhat controversial, the possibility that motion directly
and/or indirectly contributes visuomotor control is plausible. Evidence for each possibility
is reviewed in the following.

9.3.2 Shifted target positions

One explanation for the deviations in the trajectory and endpoints of the reach is that the
target position that serves to guide the hand is shifted by background motion (Brenner &
Smeets 1997; Whitney et al. 2003). It is well known that visual motion can influence the
perceived locations of both static and moving objects (Ramachandran & Anstis 1990; De
Valois & De Valois 1991; Nishida & Johnston 1999; Whitaker et al. 1999; Hayes 2000;
Whitney & Cavanagh 2000; McGraw et al. 2002) (see Fig. 9.2 and Whitney 2002, for a
review). For example, the briefly flashed objects in Fig. 9.2(c) appear shifted in the direction
of the nearest visual motion. Is it possible that visual motion shifts either the perceived
location or the represented location of targets, thus indirectly causing a deviation in the
hand’s trajectory? There are three possibilities: the reach may simply follow the perceived
shift in target location; the reach may follow a shift in the coded location of the target
independent of what is perceived; or the reach may not depend on shifts in the perceived
or coded target location.

9.3.2.1 Dissociating perception and action

Is the influence of visual motion on reaching due to a visual illusion, or does the visuomo-
tor system rely on visual motion information that bypasses conscious vision? Yamagishi
et al. (2001) found that pointing movements to a drifting Gabor pattern were differentially
shifted relative to the perceived location of the Gabor (also see Ashida 2004). Although
the directionality of the illusion was comparable for perception and action, the magnitudes
differed (but c.f., Kerzel & Gegenfurtner 2003, 2005) for counterevidence). Morhmann-
Lendla & Fleischer (1991) and Brenner & Smeets (1997) obtained similar results in that the
trajectories of reaching movements directed to physically static objects deviated slightly in
the direction of superimposed moving backgrounds. The perceived position of continuously
visible static targets in this situation, however, is generally veridical, while displaying, if
anything, induced motion or motion contrast (Brenner & Smeets 1994; Smeets & Brenner
1995b). Similar dissociations between perception and action have been reported in studies
of frame of reference, induced motion, and induced Roelofs effects, although their relation
to the influence of background motion on reaching is unclear (Bridgeman et al. 1979, 1981,
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Fig. 9.2 The influence of visual motion on perceived position. (a) Two kinetically defined squares
contain dots drifting in opposite directions. The black lines were not visible; the squares were defined
only by the relative motion of the drifting dots. The right panel shows the perceived positions of the
motion-defined squares, which are displaced in the direction of the motion. (b) Drifting a luminance-
modulated carrier (sine wave) inside a static Gaussian contrast envelope causes the static envelope
to appear shifted in position, in the direction of the visual motion. The magnitude of the effects in
(a) and (b) peak when the luminance of the drifting regions is equated to that of their surroundings.
(c) Motion in one region influences the perceived positions of briefly flashed static objects separated
from the motion. (d) The motion aftereffect, following motion adaptation, can be accompanied by
a concurrent shift in the perceived position of the test pattern. Figure adapted from Whitney (2002)
with permission.

1997; Sheth & Shimojo 2000; Dassonville et al. 2004; Post & Welch 2004). Nonetheless, a
variety of paradigms suggest that the influence of visual motion on reaching is not simply
based on misperceiving the target motion or position.

9.3.2.2 Relative speed of perception and action

In order to gauge the relative time course of motion’s influence on visuomotor behavior
and perception, Whitney et al. (2003) employed a motion-reversal paradigm that involved
presenting a moving pattern for an unpredictable period of time followed by a reversal in
its motion. A brief static target was flashed several degrees away from the visual motion at
an unpredictable moment – either before, simultaneous with, or after the motion reversal
(Fig. 9.3). When the target was presented during continuous motion (well before the rever-
sal), the hand deviated in the direction of the background motion (similar to Mohrmann-
Lendla & Fleischer 1991; Brenner & Smeets 1997; Yamagishi et al. 2001). However, when
the target was presented just before the motion reversal (circled points in Fig. 9.3(b)), the
hand initially deviated in the direction of the initial visual motion and then abruptly reversed
the direction of its deviation (Fig. 9.3(c)). In other words, the trajectory of the hand closely
mimicked the motion reversal – albeit delayed in time. Visual motion therefore influences
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Fig. 9.3 Stimulus and results of an experiment demonstrating the influence of visual motion on fast
visually guided reaching. (a) A static target was briefly flashed (rectangle) near a drifting grating. The
nearby grating initially moved in one direction and then abruptly reversed direction. Subjects reached
and hit the target with their index finger. (b) Endpoints of reaching movements. The abscissa shows
the interstimulus asynchrony (ISA) between the target presentation and the motion reversal. Data
are presented in a manner such that initially the grating drifted upward and then reversed direction
and drifted downward. Targets presented well before (after) the motion reversal produced systematic
upward (downward) errors in the endpoint of the reach, always in a direction consistent with that of
the nearest visual motion. (c) For each given ISA (from (b)), the difference in the trajectory of the
hand (vertical position over time) was calculated as a function of the direction of visual motion. The
resulting difference is the modulation in the hand’s position as a function of motion direction. At an
ISA of ∼–240 msec (c), the net effect of visual motion shows that the hand initially deviates upward,
reaches a maximum deviation, and then deviates back downward, mimicking the motion reversal.
The difference between the physical motion reversal and the moment of the hand’s trajectory – the
visuomotor delay – was about 120 msec (arrow). (d) The temporal tuning of visual motion’s influence
on perceived position (dashed line, circles) and its influence on reaching (solid line, squares). The
perceived position of the flashed target (measured using Fig. 9.2(d)) depends on when it is presented
relative to the grating’s motion reversal (dashed line). Both the perceived position of the target and
the endpoint position of the hand follow a similar time course. Figure adapted from Whitney et al.
(2003), with permission.
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the trajectory of the hand during both the programming and execution (online) phases of
the reach. Consistent with the double-step studies described earlier, the visuomotor delay
(the reaction time to a change in visual motion direction) was about 120–150 msec (arrow
in Fig. 9.3(c)). This delay is quite brief, even though the target and influencing motion was
separated by many degrees.

To test whether the deviation in the trajectory of the reaching movement depends on
perceptual awareness of target position, Whitney et al. (2003) measured the perceived
shift in the position of the target (as in Fig. 9.2(c)) using the same stimulus as in
Fig. 9.3(d). When the time courses of the perceptual and motor effects are directly
compared (Fig. 9.3(d)), it is clear that the deviation in the hand occurs as early as the
deviation in the perceived position of the target. More importantly, the moment at which
a perceptual decision is reached lags behind visual motion’s influence on the reach.
Figure 9.3(d) shows that the perceived position of the target depends on visual motion pre-
sented at least 300 msec after the target (targets presented at –300 msec ISA do not appear
shifted upward despite the fact that they are presented during upward motion because their
perceived position depends partially on downward visual motion presented more than
300 msec later). Reaching, however, has a delay of about 120 msec (Fig. 9.3(c)). Therefore,
the visuomotor system does not depend upon a later perceptual decision but modifies the
hand’s trajectory online, whereas the perceived position of the target is still indeterminate.
These results demonstrate that hand position cannot be based on the percept (because the
direction of the hand’s response precedes and is even opposite to the perceived position of
the target). Of course, it is entirely possible that the same information is used by visuomotor
and perceptual systems; however, it unfolds on different time scales. Regardless, perceived
target position does not govern the direction or endpoint position of the hand. Other,
nonperceptual representations of target position might be responsible for fast, online
control of reaching.

9.3.2.3 Similarities between manual responses to object and background motion

The double-step studies described in Section 9.2 share many common traits with the
influence of visual motion on reaching. First, both of the effects involve visual feedback
used for online control, occur at very high speeds, and have comparable reaction times of
around 100–150 msec (Brenner & Smeets 1997; Whitney et al. 2003; Saijo et al. 2005). In
comparison, grip aperture reactions to changes in the visual shape or structure of objects
are slower, as are other reactions to higher-level visual features (Paulignan et al. 1991a,b;
Bock & Jungling 1999; Day & Lyon, 2000; Pisella et al. 2000).

As mentioned before, however, it is debated whether the visuomotor correction in the
double-step paradigm is due to changes in target position per se or just the visual motion
(or percept of motion) induced by the jumping target. One piece of evidence supporting
the former (position matters, not just motion) comes from double-step studies in which
the target was defined solely by chromatic differences (Pisella et al. 2000; Brenner &
Smeets 2004). Color provides relatively weak input to the magnocellular stream (Living-
stone & Hubel 1988; Derrington 2000), and color-defined motion is perceived more slowly
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(Cropper & Derrington 1994, 1996), less accurately (e.g., motion standstill; Cavanagh
et al. 1984; Cavanagh 1992; Lu & Sperling 1995; Lu et al. 1999), and, at least at low con-
trasts, with a position-based mechanism (Cropper & Derrington 1994; Seiffert & Cavanagh
1998). Therefore, if reactions to color changes are fast, this would be strong evidence
that nonmoving features of objects (i.e., their positions alone) are sufficient to drive fast
motor corrections. In one study using color-defined targets, Pisella et al. (2000) found that
subjects were slow at overriding (halting) a reaching movement based on changes in the
color of the target. This could indicate that visual motion matters for fast manual correc-
tions. However, Brenner and Smeets (2004), measuring correcting responses rather than
overriding responses, found that subjects were quite fast at correcting the direction of their
pointing movement in response to changes in the color of a target. Therefore, visual motion
may not be the only attribute of scenes and objects that can give rise to fast corrections; it
may be that target position matters in both the double-step and background motion studies.
Unfortunately, the issue is still unresolved because no study has successfully controlled
for the luminance of the targets. The stimulus used by Brenner & Smeets (2004) was
physically isoluminant, but was not equated psychophysically, so nonlinearities (Anstis &
Cavanagh 1983; Lu & Sperling 2001b) could result in apparent brightness differences that
could give rise to strong motion signals. Therefore, the double-step experiments need to be
repeated with psychophysically equiluminant or second-order, contrast-defined stimuli that
are detected by a position-based mechanism (Seiffert & Cavanagh 1998). These stimuli
would provide definitive data on whether it is the position and/or velocity of targets in the
double-step paradigm that drives the hand.

Another similarity between the influence of visual motion on reaching and the double-
step paradigm is that both have revealed an important contribution of visual information
during the programming as well as the execution (online) phases of the movement. A static
target displaced prior to or during a reach influences the direction of the hand’s trajectory
(Section 9.2). Likewise, visual motion presented before or after a reaching movement is
executed (during the programming or the execution phases) influences the direction of the
hand (Whitney et al. 2003; Saijo et al. 2005; Gomi et al. 2006). The fact that visual motion
during the programming phase of the movement influences a reach suggests that either the
predicted reach position or the representation of the target may be shifted by visual motion
just as it is when the target position is displaced in double-step experiments.

Although incomplete and necessitating further studies (see Section 9.5), the results
reviewed here suggest a possible link between visual motion and double-step–induced
modifications to the trajectory of the hand. If the link holds, this would suggest that the
visuomotor system monitors target positions continuously (or at least frequently) and that
visual motion causes updating of target positions similar to actual changes in their locations.

9.3.3 Following responses

Although it is suggested that the visual motion and double-step results are due to the
manner in which the visuomotor system represents and updates target positions, there is
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another possibility. Visual motion (of the background or the target itself) could influence the
hand directly. The “indirect” model assumes that a deviation in the trajectory of reaching
movements in the presence of background motion occurs because the visuomotor system
has an explicit representation of target position and updates, modifies, or shifts this position
representation in the presence of background (or target) motion. Visual motion is important
in this account, but only indirectly via an influence on the target positions tracked by the
visuomotor system. An alternative is that the visuomotor system has direct access to visual
motion, which influences a reach independent of the target representation. The most likely
form of this alternative account is a manual following response (Saijo et al. 2005). The
following discussion will draw a distinction between the direct (following response) and
indirect (shifted target representation) hypotheses.

9.3.3.1 Background motion modulates smooth pursuit

Before examining the manual following response, it is worth considering the similar but
distinct effects of background motion on the eye. It has long been known that the gain of
pursuit eye movements (ratio of eye velocity to target velocity) is modulated by the presence
and direction of background motion (Yee et al. 1983; Collewijn & Tamminga 1984; Keller &
Khan 1986; Howard & Marton 1992; Masson et al. 1995; Mohrmann & Thier 1995;
Zivotofsky et al. 1995; Niemann & Hoffmann 1997; Schwarz & Ilg 1999; Lindner et al.
2001, but c.f. Kowler et al. 1984). For example, pursuit gain can be reduced by upward of
10% when there is retinal motion opposite the direction of ocular pursuit (Masson et al.
1995), and this effect is specific to the energy or first-order motion in the display (Masson
et al. 2002). Interestingly, however, gain modulation is a function of the distance between
retinal motion and the pursuit target (Howard & Marton 1992; Masson et al. 2001; Goltz &
Whitney 2004; Whitney & Goodale 2005); increasing the separation between the target and
the motion by approximately 2 deg is sufficient to abolish the pursuit modulation (Goltz
& Whitney 2004; Whitney & Goodale 2005). The influence of visual motion on reaching,
however, operates over much larger distances, indicating differential spatial integration (or
different gain or weighting functions for eye and reaching movements (Whitney et al. 2003;
Saijo et al. 2005).

9.3.3.2 Ocular following response

In addition to eye movement speed (i.e., pursuit gain), it has also been shown that eye
position is influenced by background retinal motion (Kawano & Miles 1986; Miles et al.
1986; Kawano et al. 1994; Masson et al. 2001), even in the absence of pursuit eye move-
ments. This has been termed the “ocular following response.” The latency of this response
is much shorter than smooth pursuit eye movements because of a direct neural pathway
between cortical regions of visual motion processing and subcortical areas responsible
for the generation of eye movement commands (Shidara & Kawano 1993; Kawano et al.
1994).
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Fig. 9.4 Experimental setup to measure and quantify the manual following response, as well as
arm kinetics, muscle, and ocular responses induced by visual motion. (a) Large field visual motion
(right or left indicated by large arrows) was presented after the hand traveled 5 cm from its initial
position. (b) Top panel: The hand’s acceleration in the x-direction (orthogonal direction to the hand
path) shows a deviation in the acceleration in the direction of the background motion within about
100 msec (the thick black, thick gray, and thin curves represent the rightward, leftward, and no
visual motion conditions, respectively). Middle panel: The normalized and rectified electromyogram
(EMG) of the shoulder flexor muscle. Bottom panel: Right eye velocity. The small vertical arrows
in the middle and bottom panels show that the shoulder muscle response to visual motion is as fast
as the ocular response. (c) Manual following response induced by a large-field visual motion during
a follow-through movement, after hitting a target. The stop position of the reaching movement was
not specified; subjects were instructed to follow through their reach in the most natural direction. (d)
The averaged hand acceleration in the x-direction (the direction of the background visual motion) for
those trials in which the background moved rightward or leftward during the follow-through phase
of the reach. Figure adapted from Saijo et al. (2005), with permission.

9.3.3.3 Manual following response

The influence of visual motion on reaching movements (Brenner & Smeets 1997; Whitney
et al. 2003; Saijo et al. 2005) is similar, in many respects, to the ocular following response
(Gomi et al. 2005, 2006) and may therefore be characterized as a manual following response
(Fig. 9.4). Akin to the ocular following response, the manual following response is a short-
latency passive deviation in the trajectory of the hand in the direction of large-field visual
motion (Brenner et al. 1997; Whitney et al. 2003; Saijo et al. 2005). This response can
be elicited without a visible target, suggesting that positional information about the target
itself may not be essential to response generation (Saijo et al. 2005).
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The manual following response is distinct from several other reported effects. When
tracking a moving target with the hand (manual pursuit), background texture (moving or
stationary) influences the gain of the manual pursuit – but in a direction opposite that of
the manual following response (Masson et al. 1995; Soechting et al. 2001). The manual
following response is also not due to the location or movement of the eye (Sections 9.3.3.1
and 9.3.3.2). Although there are coordinated mechanisms serving both ocular and manual
responses (Prablanc et al. 1979; Herman & Maulucci 1981; Biguer et al. 1982; Fischer
& Rogal 1986; Turrell et al. 1998; Henriques et al. 1998b; Engel et al. 2000; Soechting
et al. 2001; Ariff et al. 2002; Henriques et al. 2003), the manual following response induced
by visual motion is opposite the pointing error caused by gaze shifts (Henriques et al.
1998b, 2003). More importantly, the latency of the arm muscle activity is comparable to
that of the ocular following response (Saijo et al. 2005) as shown in Fig. 9.4(b). If the hand
simply followed the eye, one would expect a more substantial delay. Finally, the ocular
following response is eliminated when subjects fixate or when visual motion is presented
in just one visual field; however, the manual following response remains strong in both
of these cases (Whitney et al. 2003; Saijo et al. 2005). These observations diminish the
possibility that eye–hand coordination produces the manual following response (see also
Section 9.2).

Another possible explanation for motion’s influence on reaching, as discussed previously,
is that visual motion affects the representation of the target’s position, which could lead
to an online correction of the manual movement. Interestingly, however, the quick manual
response can be induced without simultaneous presentation of the target and background
visual motion (Saijo et al. 2005). More strikingly, the manual following response is still
present during “follow-through” movements – even after the target is hit, the arm continues
to deviate in the direction of background visual motion (Figs. 9.4(c) and (d)). Because
the variation in the trajectory of follow-through movements after contact with the target
is different from target-directed reaching, it has been suggested that the trajectory of
the follow-through movement is distinct from the target-directed reaching phase (Saijo
et al. 2005). From these observations, it appears that at least part of the quick manual
response induced by a large-field visual motion is due to the direct influence of visual
motion on the arm motor system rather than an indirect effect of visual motion on target
representations.

The rapid manual following response occurs for visual motion not only in the fronto-
vertical plane (Brenner & Smeets 1997; Whitney et al. 2003) but also in any direction along
the horizontal plane (Saijo et al. 2004). This suggests that the manual following response is
coded in 3D space rather than retinal 2D coordinates. Moreover, varying motion coherence
(Newsome & Pare 1988) causes comparable changes in the following response (Saijo et al.
2005), implicating motion energy computations via motion processing units at a relatively
late stage in the visual system – at least beyond the level of primary visual cortex, and
most likely in visual area MT+. Using TMS, a recent study directly tested this hypothesis
and found that stimulation of MT+ significantly reduced the manual following response
(Whitney et al. 2007).
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The observations reviewed here suggest that visual motion not only affects the representa-
tion of target position but also directly influences manual control. For the sake of efficiency,
the visuomotor system analyzes information about the target and background in parallel.
Simply disregarding background information would be difficult if not impossible, and for
this reason it is necessary to consider how the visual system codes and uses background
motion information. To elucidate the potentially diverse functional mechanisms that allow
for skilled motor performance, it is important to compare and combine observations from
both behavioral and physiological techniques. Together with the results above, a coherent
story is beginning to emerge that visual motion information – even that of the background –
is tightly linked to motor processing. This linkage operates through a direct influence of
motion on reaching (manual following response) and may also involve a secondary indirect
influence of visual motion on the represented positions of targets.

9.4 Beneficial uses of visual motion for reaching

Whether or not a distinction is drawn between (direct) motion-induced and (indirect)
position-induced visuomotor responses, it is possible that both models operate under normal
conditions and make comparable predictions in most circumstances. In fact, the influence
of background motion on reaching could be an adaptive and beneficial response that the
visuomotor system employs to guide reaching movements. Based on the statistical regularity
of motion – the fact that background retinal motion is generally produced by self-movement
(especially eye movements), the visuomotor system could access retinal motion as a means
of gauging how the eye or body has moved relative to target objects (Whitney et al. 2003).

Although potentially adaptive, this explanation for the findings shown previously is
counterintuitive. To reach to a target, the hand and the target must be coded in a common
coordinate frame. If reach plans were coded in head, body, or hand-centered coordinates,
then retinal motion’s influence on reaching would be detrimental because the relative
position of the hand and target do not change when the eyes move. A deviation in the
hand’s trajectory would therefore cause inaccuracy. However, there is evidence suggesting
that targets are actually coded in eye-centered coordinates (Henriques et al. 1998a; Buneo
et al. 2002; Crawford et al. 2004) and that coordinate transformations only happen on
demand (Henriques et al. 1998a). If the common coordinate frame in which reach plans are
coded is eye-centered, then every time we reach for an object, the visuomotor system must
take into account eye position. Retinal motion in this scenario would be informative about
changes in eye position and could be used to help update target (or eye) position for reaching.

9.4.1 Errors in reaching

If visual motion’s influence on reaching is beneficial, then what is the error being corrected
or compensated? One possibility is an error in extraretinal signals such as an efference copy.
If an efference copy were perfect, the visuomotor system could update target positions
continuously relative to gaze direction. Thus, the visuomotor system would have perfect
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information about relative eye-target positions and would accurately reach to objects.
Unfortunately, efference copy signals are not always available, and even when they are
available, they are routinely underestimated (i.e., the gain of the mechanism is less than one
[Bridgeman 1995]). This is supported by demonstrations such as the Filehne and Aubert-
Fleischl illusions (Mack & Herman 1973; Wertheim 1981; Freeman 2001). Underestimating
eye movement amplitude (distance traveled) or velocity could cause reaching movements
to systematically miss targets. This is especially true when targets are no longer visible after
reach initiation. Visual motion could cause a bias in the trajectory of the reach opposite
the direction of the eye movement, thereby reducing the systematic underestimation of
efference copy. In fact, retinal motion opposite the direction of a pursuit eye movement
improves reaching to the remembered position of a static target (Whitney & Goodale 2005).

Another possibility is that there are delays in coordinate transformations that necessitate
a compensation mechanism. The target and hand must be coded in a common coordinate
frame. Regardless of which frame this is, several transformations are required. Either the
target is sequentially transformed from retinal to eye-, head-, body-, and hand-centered
coordinates, or the hand is transformed in the reverse order. In both cases, unless transfor-
mations are instantaneous (a physical impossibility), there will be a mismatch between the
target’s physical location and the representation of the hand and target in a common coor-
dinate frame. When reaching to a physically static object during a pursuit eye movement,
the delays transforming the representations of the hand and target mean that by the time the
reach is executed the eye will have continued along its trajectory, leaving a gap between
the actual target location and the reach goal (i.e., an error in programming). Similar to the
underestimation of an efference copy, this error would be reduced by retinal motion in a
direction opposite that of the eye movement. When retinal motion is not available, on the
other hand, this error does manifest itself (Whitney & Goodale 2005).

If the reach errors above are compensated by visual motion, then akinetopsic (motion
blind; Zihl et al. 1983) patients might lack this compensation. In fact, these individuals
are impaired when reaching to moving targets under free viewing conditions in which
they move their eyes (Schenk et al. 2000), indicating that visual motion, and motion area
MT+ in particular, is important for visually guided behavior (Schenk et al. 2005). Further
studies of motion-blind patients, in which background and target motions are independently
manipulated, would help establish the relevance of the background motion, per se. Given
the speed with which visual motion is processed (Schmolesky et al. 1998) and that retinal
motion correlates perfectly with eye movements, it would be enormously advantageous for
the visuomotor system to use background visual motion as a source of feedback information
for the control of visually guided reaching.

9.5 Future directions

A great deal of evidence suggests that low-level retinal motion (i.e., first-order luminance-
defined motion) influences visually guided reaching. However, do other types of visual
motion also exert an influence on reaching? For example, second-order motion (Cavanagh
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& Mather 1989; Derrington et al. 2004) or other high-level motion such as transformational
apparent motion, inferred motion, attentive tracking, or third-order motion (Cavanagh
1992; Hikosaka et al. 1993; Assad & Maunsell 1995; Watamaniuk & McKee 1995; Lu &
Sperling 2001a; Tse & Logothetis 2002; Watamaniuk 2005) may or may not be used by
the visuomotor system. Because these types of motion are thought to be processed in
dorsal visual motion areas (Culham et al. 2001), if the visuomotor system receives direct
and necessary input from these motion areas, we might expect reaching to depend on the
percept of motion and not simply on the physical presence of retinal motion.

Further research is needed to determine whether the manual corrections in double-step
studies are due, at least in part, to the visual motion produced by the jumping target.
Although studies have begun to address this (Pisella et al. 2000; Brenner & Smeets 2004),
the question remains. One way forward is to present a target object that moves in one
direction while physically shifting in the opposite direction, pitting physical movement
(motion energy) against position displacement, similar to what has been done in studies
of pursuit (Masson et al. 2002). Ideally, however, the conflicting motion and position
information would be specific to the target and not the background. Likewise, the conflicting
information should be real – not illusory – as has been used in the past (Brenner & Smeets
1997). Although difficult to imagine, this is precisely what reverse-φ (Anstis 1970; Shioiri
& Cavanagh 1990), four-stroke apparent motion (Anstis 1980) and the related missing
fundamental illusion (Adelson & Bergen 1985) demonstrate.

9.6 Conclusions

Over the last several decades, the role of visual motion in visually guided action and motor
control has been a topic of interest. Numerous studies have examined how eye movements
and reaching are guided to moving objects; another group of independent but related
studies has examined how posture and locomotion are guided by optic flow. More recently,
a third group of studies has investigated the influence of background retinal motion on
goal-directed reaching, manual tracking, and eye movements. Although distinct specific
hypotheses are addressed by each of these studies, there is a broad consensus that visual
motion – of objects themselves, scenes as a whole, or backgrounds alone – is sufficient to
drive visuomotor behavior in a systematic, automatic, and fast manner. It is possible that
all of these effects are determined by common neural mechanisms of motion processing
and that these mechanisms serve one or more adaptive, beneficial roles. Future studies are
therefore required, not only to establish the neural underpinnings of motion’s influence on
action but also to address the functional role(s) that retinal motion plays in motor control.
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Saccadic chronostasis and the continuity of subjective
temporal experience across eye movements

kielan yarrow, patrick haggard, and john c. rothwell

Summary

The term “saccadic chronostasis” refers to the subjective temporal lengthening of a visual
stimulus perceived following a saccadic eye movement. In this chapter, we discuss our preferred
account of the illusion, which posits that the onset of the postsaccadic stimulus is antedated
to a moment just prior to movement initiation, and review supporting evidence that illustrates
key characteristics of the illusion, including its dependency on saccade extent. We conclude
with a brief discussion of other examples of biased time perception that have been linked to
saccadic chronostasis.

10.1 Introduction

When people make a saccadic eye movement to fixate a new visual target, they overestimate
the duration for which that target is perceived (Yarrow et al. 2001). This illusion, which
we have called saccadic chronostasis, has been demonstrated using the following basic
procedure. Subjects make a saccade to a target that changes form or color during the saccade.
They judge the duration of the new target stimulus relative to subsequently presented
reference stimuli, and these judgments are used to determine a point of subjective equality
(PSE; the point at which the target and reference stimuli are perceived to have identical
durations). This procedure is schematized in Fig. 10.1. The same task performed while
fixating forms a control. Reduced PSEs in saccadic conditions compared to control fixation
conditions are a gauge of the temporal overestimation of the postsaccadic stimulus.

A similar effect can also be observed in a more everyday setting. The “stopped clock”
illusion occurs when upon glancing at a watch with a moving second hand we think, just for
a moment, that it has stopped working. This experience is one that many people recognize
and prompted the first investigations of saccadic chronostasis. It does not occur every time
we look at our watch, but only on those occasions when the watch hand (or a digital counter)
changes just before or during the saccade (Brown & Rothwell 1997). In these cases, the
next interval seems to exceed the prescribed duration of one second.

Aside from explaining this common perceptual experience, why study saccadic chronos-
tasis? In this chapter, we propose that the illusion helps explain how our visual experience
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Fig. 10.1 Schematic of the saccade condition from a typical experimental task. DS represents the
duration for which the postsaccadic target stimulus is displayed on screen during the saccade. DF

represents the duration for which it is subsequently fixated. DR represents the duration for which a
reference stimulus is presented. The display time of the postsaccadic stimulus (DS + DF) is varied
from trial to trial. A consistent finding is that subjects feel as though they have seen the postsaccadic
stimulus and the reference stimulus for identical durations when DF is significantly lower than DR.

consists of a seamless progression of fixations without any intervening saccadic gaps. In
elucidating this account, our approach will be as follows. First, we will describe a number
of key findings from the various saccadic chronostasis experiments we have conducted
to date, followed in each case by our interpretation of them. Next, we will discuss some
methodological points that bear on the interpretation of saccadic chronostasis experiments.
Finally, we will briefly discuss some other biases in temporal perception that have been
linked to saccadic chronostasis and assess commonalities and distinguishing features.

10.2 Key experimental results supporting the antedating account

10.2.1 Saccadic chronostasis is greater for longer saccades than for shorter saccades

Using the basic methodology described previously, Yarrow et al. (2001) found that subjects
did indeed overestimate the duration of a stimulus they had just fixated with a rapid
eye movement. Subjects made saccades of either 22 deg or 55 deg extent and judged
the duration of a postsaccadic stimulus. They made the same judgment in two control
conditions involving fixation at an identical orbital eccentricity. The size of the resultant
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bias was found to depend upon the duration of the saccade. The bias was greater in the large
saccade condition than in the small saccade condition, and this difference was comparable
to the difference in saccadic duration. We will refer to this as the saccade length effect.

This finding is consistent with the hypothesis that the timeline of events recalled following
a saccade is nonveridical. Observers do not report a duration that is consistent with having
perceived the postsaccadic stimulus at the moment it was foveated (the end of the saccade)
or even at the moment it first appeared (during the saccade). Instead, they report a duration
that is consistent with having seen this stimulus approximately 50 msec before they moved
their eyes. We refer to this as the antedating hypothesis. Note that antedating might result
from either prospective or retrospective processes. It is possible that a clock process is
automatically initiated before the onset of each saccade (a prospective account). On the
other hand, events occurring around the time of the saccade could be retrospectively
interpreted before a judgment about duration is made. In Sections 10.2.4 and 10.2.5 we
will make a tentative case suggesting that timing processes are initiated prospectively but
that the reported experience reflects a combination of this prospective time estimate with
detailed visual information available only in retrospect.

There are a number of other observations that can inform, or be interpreted within,
the antedating framework. During a saccade, visual input is highly degraded. High spa-
tial frequency visual information is smeared by the rapid movement of the eye, whereas
low spatial frequency visual information is subjected to an active process of saccadic
suppression (Ross et al. 2001). The visual input is further suppressed as a result of
backward masking by the postsaccadic image (Campbell & Wurtz 1978). These results
explain our failure to perceive motion during a saccade but not our failure to experience
any interruption of normal vision during this interval. The recollection of a timeline of
events that effectively eliminates the saccade seems to provide the final piece in this puz-
zle, explaining the complete lack of visual experience during the period our eyes are in
motion.

10.2.2 Stimulus duration does not influence the magnitude of saccadic chronostasis

In two experiments, Yarrow et al. (2004a) selected a range of reference durations between
100 msec and 1333 msec and then determined the PSE for a postsaccadic stimulus for
each of them. They found that the size of the saccadic chronostasis effect was constant and
independent of stimulus duration.

We were motivated to run these experiments because although the saccade length effect
is consistent with the antedating hypothesis, it is not conclusive on its own. Problems
of interpretation arise because the measure being used (the perceived duration of the
postsaccadic stimulus) cannot be unambiguously related to the perceptual event about
which we are making a claim (the onset of the postsaccadic target). In physics, the duration
of an interval can only be changed by adjusting the onset time of events that border the
interval. Psychologically, however, this is not the case. Perceived duration can be affected
by a number of nontemporal factors (Allan 1979). Many theorists relate these changes
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in perceived time to the rate at which some hypothetical internal clock is functioning
(Treisman et al. 1990; Wearden et al. 1998). Hence our earlier results could reflect a change
in clock rate rather than temporal antedating (Hodinott-Hill et al. 2002).

If saccadic chronostasis is the result of a change in clock rate, the size of the effect
should depend on the duration of the postsaccadic interval being judged. This follows
because subjective time will equal objective time multiplied by clock rate. This prediction
was not verified. However, this result does not conclusively rule out an account based upon
a change in clock rate if we accept that such a change might be extremely transient, that is,
already complete by the time the shortest duration stimulus that was tested had terminated.
Hence the data obtained merely constrain a clock rate account, implying an increase that is
both dramatic and brief.

10.2.3 The subjective time of onset for a postsaccadic stimulus is much
earlier than for the same stimulus judged at fixation

Yarrow et al. (2006a) carried out a typical saccadic chronostasis experiment in which
subjects made saccades of either 10 deg or 50 deg extent. The same subjects also completed
an experiment in which a brief auditory stimulus (a beep) sounded around the time they
moved their eyes. In this case, their task was to judge whether the auditory stimulus came on
before or after they first saw the postsaccadic visual stimulus (i.e., a cross-modal temporal
order judgment). A large bias emerged in both experiments. In the standard chronostasis
experiment, the postsaccadic stimulus had an extended subjective duration compared to
control conditions. In the temporal order judgment experiment, the beep had to be sounded
before the postsaccadic target was foveated in order to be perceived as synchronous with it.
Importantly, this bias was assessed relative to a control condition without an eye movement
to take account of the latency differences between the visual and auditory modalities.

These experiments provide more direct evidence supporting the antedating account.
In both experiments, effects were larger following large saccades than following small
saccades. Hence, two completely different tasks applied to the same experimental situation
provide consistent evidence that the perceived time of onset for the postsaccadic stimulus
was earlier than both the moment it was foveated and its physical onset on the screen. The
temporal order judgment task is explicitly an event judgment task. It therefore circumvents
the problem of measuring the chronostasis effect previously using interval judgments as an
implicit index of subjective events.

10.2.4 Saccadic chronostasis is eliminated when the saccade target
jumps during a saccade

Yarrow et al. (2001) found that saccadic chronostasis did not occur when the saccade target
was noticeably displaced (i.e., jumped horizontally by around 3 deg) at the same time it
changed form during the saccade. The saccadic chronostasis effect returned partially when
the same displacement went unnoticed and was observed as usual when distracters appeared
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close to the saccade target during the saccade. More recent unpublished work suggests that
a second object in the postsaccadic display other than the saccade target can be subject to
saccadic chronostasis when participants judge its duration. Just as for the saccade target
object, displacement of this second object also eliminates saccadic chronostasis.

Antedating might be implemented in a prospective or retrospective fashion. In nonlabo-
ratory settings, the stopped clock illusion is frequently experienced despite the fact that the
postsaccadic target is both unpredictable and available only to peripheral vision prior to the
saccade. This would seem to preclude a detailed real-time percept at the time of the target’s
perceived (presaccadic) onset and favor a retrospective account. However, the timing mech-
anism might still be prospective, with the subsequent detailed percept being retrospectively
anchored to a moment determined in real time. Of course, anecdotal reports of the stopped
clock illusion lack proper experimental control. In the lab, the postsaccadic target is highly
predictable, so anticipation can contribute to perisaccadic perception, implying that both
timing processes and conscious perception might be determined prospectively.

The fact that chronostasis disappears when the saccade target jumps seems to imply
a retrospective interpretive process because perception changes depending upon an event
that occurs only after the target is reported to be seen. High-level processes such as these
are appropriate when sensory input is degraded or ambiguous and may depend upon
prior expectations (e.g., Yang & Purves 2003). For perisaccadic vision, one reasonable
expectation is that the world has not changed a great deal during the period of the saccade.
When we designed our experiments with a jumping target, we predicted that perception
would be modulated when sensory evidence is available that contradicts the expectation of
perisaccadic continuity. The target’s jump may violate expectations about the stability of
the external world across eye movements and therefore veto a default tendency to antedate
the postsaccadic stimulus.

Our experiments reveal the timeline of events that subjects recall across a saccade, but
a question remains about exactly what they believe they have actually seen in the saccadic
interval. We have recently begun to address this issue. We observed chronostasis following
saccades to a moving object, but our subjects did not perceive a corresponding period of
stimulus motion filling the saccadic gap (Yarrow et al. 2006b). Their percept was inferred
based upon the first position at which they reported seeing the postsaccadic target, which
was actually ahead of its true position, not behind it (although slightly less ahead of its
true position than a similar target judged without a prior saccade). It appears then that
our perception of the timing of events can be adjusted without requiring a complementary
adjustment to spatial vision; an example of how different stimulus properties can become
dissociated in conscious perception.

10.2.5 Saccadic chronostasis is obtained equally for different kinds of saccades

In two experiments, Yarrow et al. (2004b) found that the saccadic chronostasis effect could
be obtained with a similar magnitude for many different kinds of saccades, including
self-timed saccades, pro- and antisaccades, and even express saccades.
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These experiments offer some insight into the possible neural locus of the effect. An
extensive network of brain areas is involved in the production of saccades, but express
saccades (those elicited in a gap paradigm with a latency of 70–130 msec; Fischer &
Ramsperger 1984) are generally held to be generated in exclusively subcortical regions
(Hopp & Fuchs 2002). The antedating hypothesis predicts that an efference copy signal
relating to the saccade must be transmitted to brain regions that can determine when the
postsaccadic stimulus appeared, and for how long it was presented. The finding of saccadic
chronostasis following express saccades suggests that this signal may originate in the
superior colliculus. We also found that chronostasis occurs with a similar magnitude for
pro- and antisaccades, where action planning processes differ markedly. This finding also
suggests that a late efference copy signal is critical; motor preparation takes longer and
therefore starts earlier for antisaccades compared to prosaccades, but this early activity
does not give rise to a larger chronostasis effect.

Although a subcortical signal may trigger chronostasis and directly initiate certain timing
operations, any retrospective adjustment of perceptual content is presumably generated
elsewhere. So where is this signal transmitted? We have speculated that the experience of
saccadic chronostasis may reflect receptive field shifts of visual neurons. These were first
described in the lateral intraparietal area (LIP) of behaving monkeys (Duhamel et al. 1992)
and have been found more recently in a number of other brain areas (Walker et al. 1995;
Umeno & Goldberg 1997; Nakamura & Colby 2002). Some apparently retinocentric cells in
these areas begin to respond before a saccade has been initiated to stimuli at locations that
the saccade will bring into their receptive fields. The timing of this presaccadic activity varies
widely across cells, but a brain region capable of averaging these neurons’ initial responses
to a postsaccadic stimulus could contribute to the experience reported during saccadic
chronostasis experiments. Although the idea that receptive fields shift in response to an
efference copy signal from the superior colliculus is physiologically plausible (Sommer &
Wurtz 2002), the part played by such cells in producing saccadic chronostasis remains
hypothetical.

10.3 Methodological issues

10.3.1 Is saccadic chronostasis simply an order effect?

When two or more intervals are presented in sequence, participants often exhibit biases in
their temporal judgments. The best known example is the time order error (see Hellstroem
1985 and Allan 1979 for reviews). Subjects’ judgments are often biased such that two
identical, consecutively presented intervals do not appear of equal duration. Either interval
can appear prolonged, and the direction and magnitude of the bias is difficult to predict.
There are other examples of specific biases arising as a result of sequential presentation
of stimuli. Rose and Summers (1995) reported that, when four squares are presented with
intervening blank periods, the first and the fourth square seem prolonged compared to the
middle two. It is also possible to observe the influence of one interval on another when
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one of these intervals is evaluated with a comparison stimulus presented much later (e.g.,
Sasaki et al. 2002). However, although others suggest that chronostasis is caused by the
same mechanism as sequence effects (Hunt et al. 2008), none of these biases is directly
relevant to saccadic chronostasis. Chronostasis is always evaluated relative to a control
condition with identical sequential properties. Demonstrations of saccadic chronostasis,
therefore, reveal a bias in subjective duration over and above any order effects that may be
present in the particular procedure employed.

10.3.2 Do constant fixation conditions provide a suitable control?

The purpose of the constant fixation conditions in saccadic chronostasis experiments is to
provide a match for the pattern of visual stimulation experienced in saccadic conditions.
Three different kinds of control conditions have been used. The first type matches sequence
effects (see section 10.3.1) but provides only an approximate match for visual stimulation.
For example, Yarrow et al. (2001) and Park et al. (2003) used a numeric counter (“0,” “1,”
“2,” “3,” “4”) in fixation conditions (judge the “1” relative to the “2” and the “3”). In saccade
conditions, subjects fixated a cross, then saccaded to the same counter, which changed to
display a “1” midsaccade then progressed through the same numerical sequence. Hence
foveal stimulation differed somewhat between the two conditions. In saccade conditions,
subjects foveated a cross, then had a brief period of smeared foveal input during the
saccade itself, followed by foveation of the target stimulus (“1”). This was compared to
control conditions in which they foveated a “0” immediately followed by a “1.”

The second type of control condition better approximates foveal stimulation by matching
the first foveal stimulus (usually a cross) and introducing a brief blank period between it
and the target stimulus. The blank period is intended to approximate the time the eyes
were in motion in saccade conditions. For example, in the experiments of Yarrow et al.
(2006a,b), running averages were calculated for saccade duration, and these were used to
make sure the blank period was precisely matched to the duration of the saccade. In fact,
this level of precision is probably not required. Yarrow et al. (2004a) ran an experiment
evaluating perceived duration in four variants of the standard control condition. The cross
changed to the target stimulus either immediately, after 50 msec, after 100 msec, or after
500 msec. Duration estimates were similar in all conditions, so the presence of a gap
doesn’t seem to affect perceived duration (although it does affect temporal order judgments;
Yarrow et al. 2006a). Overall, these sorts of control conditions do a reasonable job of
matching foveal stimulation under the assumption of saccadic suppression but leave open
the issue of whether the visual motion sensed during the saccade might yield a chronostasis
effect.

A third type of control condition attempts to answer this concern by having the critical
visual objects in the control condition move in a way that approximates their motion on
the retina in the saccade condition. In a recent example, Yarrow et al. (2004a) (Experiment
3) had subjects fixate a cross, while a second cross was displayed 20 deg away on the
screen. Both crosses were reduced in contrast and then moved with near saccadic velocity
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(200 deg/sec) such that the second cross moved toward fixation and the first cross moved
away from fixation in a consistent manner. Halfway through this movement, the second
cross changed into the target stimulus (a circle). At the end of the movement, subjects
were left fixating this circle (now at full contrast) and made a judgment about the duration
for which they had fixated it. This condition was compared with two variants of the more
typical control condition and yielded similar PSEs.

Taken collectively, these results make saccadic chronostasis arising from foveal visual
factors unlikely. However, it is currently uncertain whether full-field visual motion exactly
matching that occurring during a saccade could yield a chronostasis effect. For this reason,
further experimentation is required. If stimuli were presented via a mirror that could be
rapidly rotated, it would be possible to produce full-field motion with a saccadic time course
(e.g., Diamond et al. 2000). Duration estimates could be assessed for a stimulus brought
to fixation using this approach and compared with a matched saccadic condition so that
chronostasis could be positively demonstrated over and above full visual field stimulation.

10.3.3 Is it really the first interval that is being affected?

The standard chronostasis procedure involves comparing one interval with one or more
subsequent intervals. This procedure cannot distinguish between biases that affect the first
interval and those that affect later intervals in the opposite direction. Our assertion that the
first interval is subjectively lengthened is, however, supported by our results using a temporal
order judgment procedure (Yarrow et al. 2006a). It is further supported by an experiment in
which a different kind of duration judgment was required. Yarrow et al. (2006b, Experiment
5) presented only a single postsaccadic stimulus (in these experiments a moving circle)
and had subjects make absolute duration estimates (in milliseconds, msec) to evaluate its
perceived duration. As expected, estimates were higher in the saccade condition compared
to the control condition.

10.3.4 Is saccadic chronostasis an artifact of correcting presentation times in order to
calculate points of subjective equality relative to the moment of foveation?

In the standard saccadic chronostasis procedure, the PSEs reported in saccade conditions
are not simply calculated using the duration for which the target stimulus appeared on the
screen in each trial (see Fig. 10.1). These PSEs incorporate an additional correction to
display times. The rationale for this correction is as follows. The target stimulus changes
into its postsaccadic state during the saccade, at a time when perception is degraded (Ross
et al. 2001). We have assumed that it is not perceived to a degree compatible with the
initiation of a mental timing operation until it is actually foveated. Hence, the time for
which the stimulus was on screen during the saccade (the period from stimulus change to
saccade termination; DS in Fig. 10.1) is subtracted from presentation times before PSEs are
calculated. The effects we report (the difference between control and saccade PSEs) can
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therefore be broken into two components: an increase in perceived duration relative to the
on-screen presentation time, and our correction.

If this correction is not justified, there are two implications. First, the magnitude of the
saccadic chronostasis effect would be overestimated. Note, however, that in all saccadic
chronostasis experiments reported to date, omitting the correction would not have elimi-
nated or reversed the direction of the effect. Put another way, we always obtain an increase
in perceived duration relative to on-screen presentation time, even before the correction is
applied.

A second implication, however, is more critical for the antedating hypothesis. The finding
that the magnitude of saccadic chronostasis increases with saccade duration provides an
important foundation for this account. In the original experiment reporting this effect
(Yarrow et al. 2001, Experiment 1), the change to the target stimulus was triggered based
on a set proportion of the distance into the saccade. This means that the size of the correction
varied in the short and long saccade conditions, being larger in the latter case. Hence, if the
correction is unwarranted, the saccade size difference may be artificially enhanced.

Because of its importance for interpreting the saccade length effect, the appropriateness
of the correction was tested by Yarrow et al. (2001, Experiment 1C). They compared two
saccadic conditions, both of which employed a large eye movement. In one condition,
the change to the target stimulus was triggered near the beginning of the saccade. In a
second condition, it was triggered near the end of the saccade. Recall that our correction
equals the interval from the change trigger to the end of the saccade. This means that the
size of the correction was large in the first condition and small in the second condition.
Consider first the hypothesis that subjects did not perceive the midsaccadic change of
stimulus or were uncertain about its timing and antedated their subsequent percept to a
moment just before saccade initiation regardless of this event. In this case, we would expect
corrected PSEs to be identical in both conditions but uncorrected PSEs to vary by the same
interval that separated the trigger times in the two conditions. Now consider the alternative
hypothesis – that subjects perceived the midsaccadic change of stimulus and used it as
the start point in estimating the duration of the postsaccadic stimulus, with chronostasis
yielding some constant addition to this estimate. In this case, we would expect corrected
PSEs to differ by an amount equal to the temporal separation between the two trigger times,
but uncorrected PSEs should not differ.

In this experiment, the interval between trigger times was 85 msec. We originally reported
corrected PSEs, which differed by only 11 msec. This difference in PSEs was not signif-
icant, supporting the antedating view. There is an interpretational issue here because the
conclusion depends upon a negative result (power = 0.71 two tailed, 0.8 one tailed). A
reanalysis of the data from this control experiment using uncorrected PSEs shows a sig-
nificant 75-msec difference (t = 2.0, df = 9, one-tailed p = 0.036), thus providing more
positive support for the antedating account.

Hunt et al. (2008) have recently challenged the validity of the correction procedure based
on a different kind of experiment. Their subjects made a 25-deg saccade from a cross to a
counter initially showing a “0.” The counter changed to a “1” midsaccade, but only after the
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brief (25-msec) presentation of either an “x” or a “+” at the same location. Subjects were
asked to discriminate between these two symbols, and indeed were able to do so. Hunt et
al. (2008) therefore conclude that, in saccadic chronostasis experiments, subjects are able
to see the midsaccadic change to the target stimulus, and that the correction is therefore
flawed, undermining the saccade size difference effect. We believe that their conclusion
is unwarranted because Hunt et al.’s subjects were performing a very different task to the
one typically required in chronostasis experiments. They were asked to discriminate a brief
midsaccadic event rather than judge the duration of a postsaccadic stimulus. This difference
implies attending to the stimuli in different ways. Furthermore, the stimuli they used were
probably larger and therefore more easily discriminated than those used in our experiments
(although it is difficult to be certain because they report the point size of the typeface rather
than the visual angle subtended). The impact of the midsaccadic stimulus change is better
assessed in the same context used to demonstrate chronostasis in the first place, as in the
trigger time experiment reported previously. The question is not whether a midsaccadic
stimulus change can be perceived. The question is whether it is used as a time marker in
saccadic chronostasis experiments.

To determine conclusively whether the saccade size effect is real or an artifact, we have
conducted an experiment comparing saccades of different sizes (Yarrow et al. 2006a). We
introduced a critical procedural change in this experiment. Instead of triggering the change
to the target stimulus a set proportion of the distance into the saccade, this change was
triggered at a similar time relative to the end of the saccade. Hence for both long and
short saccades, the change was triggered around 30 msec before the target was fixated.
The correction applied to PSEs was therefore virtually identical in both conditions. We
nonetheless obtained a significant difference between PSEs in long and short saccade
conditions. This finding provides clear evidence for a saccade size effect in saccadic
chronostasis that cannot be ascribed to our correction technique and accords with the
antedating account.

10.3.5 Is saccadic chronostasis really a perceptual phenomenon?

Do we really see (or recall seeing) an extended interval following a saccade, or could
saccadic chronostasis result from some kind of response bias? In most chronostasis exper-
iments, subjects judge the first interval relative to subsequent intervals, so a simple bias to
respond “longer” would yield reduced PSEs. However, saccadic chronostasis is measured
relative to a control condition, so any bias would have to be specific to saccade condi-
tions. Perhaps, then, the presence of a saccade biases subjects toward making a “longer”
response for some nonperceptual reason? This is also unlikely because the effect has been
demonstrated when judgments are made about whether the second interval is longer or
shorter than the first (Yarrow et al. 2004a, Experiment 4). In this case, subjects tended
to respond “shorter” with equal display durations. Our method, however, cannot be said
to be “criterion-free” in the sense derived from signal detection theory. For example, it is
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possible that our subjects employed some sort of high-level reasoning strategy in reaching
their decisions. Although we asked our subjects to judge how long they saw the postsac-
cadic stimulus, they might have reasoned that this stimulus appeared during their saccade.
Hence the display may have given rise to demand characteristics that encouraged subjects to
compensate for their own saccades. We cannot completely discount this possibility, but the
differences we find for saccade extent imply that this strategy would have to be extremely
sophisticated. Moreover, this account does not fit with the phenomenology of the task.
In our experience as observers, there is no sense of adding time or interpreting one’s eye
movements, only of accurately reporting a percept.

10.4 Saccadic chronostasis and other temporal illusions

Since the term “chronostasis” was first coined to describe the saccadic illusion that forms the
focus of this chapter, a number of other illusions have been described and explicitly related
to the effect. Alexander et al. (2005; see also Hodinott-Hill et al. 2002) played subjects five
tones bounding four consecutive intervals. The tones were either presented all to one ear
(the control condition) or the first tone to one ear and all subsequent tones to the other ear.
The first interval seemed prolonged in comparison to the subsequent intervals when the
auditory stimuli bounding it were presented to different ears, with PSEs reduced by around
160 msec compared to the control condition. In a subsequent experiment, the tones were
presented to the same ear in all conditions, but features of the two tones bounding the first
interval were manipulated. Increasing the volume of the second tone yielded somewhat
reduced PSEs (an effect of around 50 msec), but no effect was obtained when the volume
of the first tone was increased or when the pitch of the second tone was changed.

Hodinott-Hill et al. (2002) and Alexander et al. (2005) argue that these effects are linked
to saccadic chronostasis. They also consider the manual chronostasis effects described
next, as well as the sequential effect reported by Rose and Summers (1995), in which the
first and last stimuli in a sequence of four are overestimated to be members of the same
family. They make this argument based on parsimony and a broad similarity in the direction
and magnitude of these effects. They then go on to offer an explanation based on arousal
and/or action increasing the rate of a hypothetical internal clock. We feel that the grouping
together of these particular illusions and the exclusion of other temporal biases is arbitrary.
At face value, the procedures used by Alexander et al. (2005) have more in common with
those employed by Grondin and coworkers, who have shown temporal biases when visual
bounding stimuli appear at different spatial locations (Grondin 1998) and when auditory
bounding stimuli have different spectral properties (Grondin & Rousseau 1991), than they
do with typical demonstrations of saccadic chronostasis. Furthermore, when we formulated
predictions based on the arousal account and tested them experimentally, we found no
evidence that it could explain the saccadic chronostasis illusion (Yarrow et al. 2004a; see
Section 10.2.2). The effects we have obtained using temporal order judgments also seem
inconsistent with it.
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Other temporal illusions motivated by the saccadic chronostasis finding have also been
described. Yarrow and Rothwell (2003) asked subjects to make reaching movements toward
a vibrating tactile stimulus that marked out target and reference intervals. Subjects over-
estimated the duration of the postmovement interval by 60–120 msec compared to a
static control condition, but the size of the effect did not change for reaches of differ-
ent extents/durations. Yarrow and Rothwell (2003) also tested conditions in which subjects
viewed a sequence of visual intervals initiated by reaching to and/or pressing a button. PSEs
for the first interval did not differ between movement and control conditions in any of three
experiments, with experimental powers ranging from 0.8 to 0.99. The contrast between
reaching to a tactile stimulus and having a reach/button press trigger a visual stimulus led
Yarrow and Rothwell (2003) to speculate that the tactile effect depended upon uncertainty
regarding the physical onset of the target stimulus. Subjects could feel the vibrator as soon
as they touched it but could not know exactly when it had been switched on. In visual
conditions there was no uncertainty because the visual stimulus was constantly fixated.
However, in a different experiment that maintained an even closer correspondence to the
saccadic chronostasis procedure, the first interval in a visual sequence was not subjectively
prolonged in a patient with congenital ophthalmoplegia, who made “saccadic head move-
ments” to a digital counter (Jackson et al. 2005). In this case, uncertainty would seem to be
present, but no effect was reported.

In contrast to Yarrow and Rothwell’s (2003) results, other groups have obtained
chronostasis-like effects when a button press initiates a sequence of visually defined inter-
vals. Park et al. (2003) initiated a digit sequence either randomly, 500 msec after a key
press, or immediately after a key press. PSEs for the first interval were reduced by around
70 msec when the key press initiated the sequence compared to the random and delayed
conditions. Park et al. (2003) also observed a similar effect when a vocal signal initiated
the digit sequence. In a different set of experiments, Hunt et al. (2008) found a key press
effect of around 70 msec in two experiments using a digit sequence, but not in three similar
subsequent experiments. The exact conditions that give rise to this effect have yet to be
pinned down.

If many different kinds of movement give rise to chronostasis-like effects, what common
mechanism might explain these results? Park et al. (2003) suggest that another temporal
illusion occurring in the context of movements might be responsible for their findings.
Haggard et al. (2002) have reported that, when a brief auditory stimulus is presented
shortly after a button press and is contingent upon that action, the subjective estimate of the
action’s time of occurrence is shifted in the direction of the auditory stimulus. Furthermore,
the subjective time of occurrence for the auditory stimulus is shifted in the direction of the
action, prompting these authors to label this effect “intentional binding.” Generalizing this
result, it is possible that any action shifts the perceived time of its sensory consequences
toward the action. When such sensory consequences mark the first boundary of an interval,
we might therefore expect the perceived duration of that interval to be increased.

Are intentional binding and chronostasis related? One approach to answering this ques-
tion would be to explore in detail the psychophysical properties of each illusion and see
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how they compare. For example, intentional binding arises only when actions are made
voluntarily (Haggard et al. 2002). The effect is actually reversed when a movement is ini-
tiated in the absence of volition (by using transcranial magnetic stimulation over primary
motor cortex). Saccadic chronostasis, however, occurs with a similar magnitude for volun-
tary and highly automatic classes of saccades. This dissociation implies that the two illusions
may result from different kinds of mechanisms (Yarrow et al. 2004b). One could also ask
whether other illusions share properties we have demonstrated for saccadic chronostasis,
such as a constant effect size regardless of stimulus duration (Yarrow et al. 2004a) and
a shift in the perceived time of the event that initiates the critical interval (Yarrow et al.
2006a). We already know, for example, that although saccadic chronostasis depends upon
the duration of the preceding movement, tactile chronostasis does not (Yarrow & Rothwell
2003). Another possibility would be to assess the strength of each illusion using the same
subject group and look for correlations. It is possible that there is a common mechanism
underlying some or all of the biases described here, or that such a mechanism may be
supplemented by more specific mechanisms in particular cases. However, at this point such
links seem speculative. We prefer to view these psychophysical biases as separate until some
convincing evidence emerges to link them. In our view, much of the confusion regarding
common mechanisms in chronostasis arises from confusing action-specific effects with
sequence position effects. We are not aware of any evidence implying that these kinds of
effects are related.

10.5 Conclusions

When observers saccade toward a visual target, they overestimate the duration for which
it is presented. We have conducted extensive investigations of this illusory bias and favor
an antedating account in which the saccade target is subjectively experienced as having
been fixated since before the eye movement began. This account explains why we have
no temporal experience corresponding to the period of our saccades and therefore helps
explain our conscious experience during active vision. Although a number of other illusory
biases have been linked with saccadic chronostasis, their relationship to it remains currently
unclear. Where direct evidence linking these effects has been sought, it has generally not
been obtained. Hopefully, further research will allow the mechanisms underlying these
various biases to be better understood.
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Experiencing the future: the influence of self-initiation
on temporal perception

timothy verstynen, michael oliver, and richard b. ivry

Summary

Anticipation is a hallmark of skilled movements. For example, when removing plates from
a loaded tray, the upward force generated by the supporting hand is reduced in anticipation
of the reduced load. An adjustment of the postural force occurs as a result of the predicted
consequences of the self-initiated action. Although the effect of anticipatory processes is
easily discerned in the actions themselves, it is unclear whether these processes also affect
our perceptual experience. In this chapter we focus on the relationship between action and
the perceptual experience. We begin by reviewing how actions provide reliable predictions of
forthcoming sensory information. Following this, we discuss how the anticipation of the time of
external events is an important component of action-linked expectations. Finally, we report two
experiments that examine how temporal predictions are integrated with the incoming sensory
information, evaluating whether this integration occurs in a statistically optimal manner. This
predictive process provides the important advantage of compensating for lags in conduction
time between peripheral input and the central integration of this information, thus overcoming
the physical limitations of sensory channels.

11.1 Racing against sensory delays

An important problem for the brain to solve is how to compensate for the temporal gap
between when a stimulus is registered by a sensory detector and when it is recognized, either
consciously or subconsciously, in the cortex. In humans, such delays happen on the order
of hundreds of milliseconds (for review, see Welch & Warren 1986). This slow conduction
time can greatly impair how we react to events in our local environment. In many cases,
this can mean the difference between smooth, coordinated actions and clumsy gestures.
For example, reaching movements would be inherently unstable if the final position were
achieved solely on the basis of visual and proprioceptive feedback signals. Such delays
would invariably lead to significant endpoint oscillations (Lacquaniti et al. 1982; Soechting
et al. 1986).

The negative effects of sensory lags can be attenuated by maximizing the efficiency of
the input channels. Such an approach has been applied in the field of robotics with great
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success (Blomdell et al. 2005). Unfortunately, the physiology of the human nervous system
limits the speed of conduction of sensory signals. Therefore, the brain must estimate the
true instantaneous state of the world by adopting a strategy of predictive inference based on
existing sensory information. This has several advantages. First, perceptual processing can
be enhanced by focusing attention to environmentally relevant events before they happen.
Second, it can increase the reactive speed of our actions by compensating for the delays
between the activation of sensory receptors and central processing.

There are many ways by which the brain extrapolates from current information to
anticipate future sensory events. Spatiotemporal regularities are exploited to predict when
and where a stimulus will occur. For example, neurons in the primary visual cortex will
respond more vigorously to a visual stimulus that is repeatedly presented in the same part
of the visual field and at predictable intervals than to a stimulus that randomly appears
in its receptive field (Sharma et al. 2003). Motion extrapolation is another method by
which we predict the future location of a moving object. Such processes need not be
veridical. For example, a moving stimulus is perceived as being further along its trajectory
when compared to a stationary object, even if the two objects are at the same location
(Nijhawan 1994). We also make use of general physical principles or intuitions, based on
our experience of consistent environmental features. For example, because larger objects
are generally heavier than smaller objects we make a priori inferences about the weight of
an object based on its size. This prediction also can distort our perception, as in the size–
weight illusion (Charpentier 1891), whereby the smaller of two objects of equal weight is
perceived as the heavier of the two.

11.2 The influence of action on perception

Action-linked expectations manifest themselves in many of our movements. Anticipatory
postural adjustments constitute one class of such actions. Consider the waiter arriving at a
table of diners with a tray full of entrees. His ability to keep the tray steady as he serves
each plate is quite impressive given that more than 100 msec of processing delays can be
expected before his brain will register the change in the downward force that occurs as
each plate is lifted. Stability is maintained by a predictive reduction of the upward force
generated by the supporting hand against the tray. This reduction must occur just before
each successive plate is removed by the active hand (Hugon et al. 1982; Dufossae et al.
1985; Lum et al. 1992; Masson et al. 1999). These anticipatory predictions appear to be
intimately linked to the waiter’s self-generated actions, as they are not observed when the
cues for the unloading are only sensory in nature (Diedrichsen et al. 2003). If a helpful
patron assists by reaching over and taking her own entrée, an unfortunate mess may occur. If
the resistive force generated by the supporting hand remains too large, the resulting upward
displacement of the tray may launch the remaining plates into their individual orbits.

Does the anticipatory response of the waiter also influence his perceptual experience?
The many recursive connections between motor and sensory areas in the brain suggest
a relationship of mutual influence (for review, see Nelson 1996). Indeed, there are many
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demonstrations of situations in which our actions influence our perceptions. A classic
example involves the “tickling effect” (Weiskrantz 1971). If someone brushes the tip of
their finger across the palm of your hand, the tactile sensation can be quite ticklish. However,
when you use your other hand to create a near-identical tactile stimulus, the ticklish sensation
is attenuated. Thus, the sensory experience is more intense when it results from the actions
of an external agent compared to when it is self-produced. The attenuated experience from
self-stimulation results from our ability to precisely predict, in space and time, the tactile
stimulus (Blakemore et al. 1999). In the self-stimulation condition, the insertion of a slight
delay between the participant’s own movement and the resulting tactile stimulus will lead to
an increase in the intensity of the tactile experience. Altering the angle between the direction
of the movement and the tactile stimulus will also increase the perceived intensity. Thus,
the attenuation of ticklishness is maximized when the somatosensory experience on the
palm of the hand matches the spatiotemporal profile of the action used to produce it.

Another powerful example of how action-linked predictions influence perception is the
occuloparalytic illusion, described by Matin and colleagues (1982). After receiving injec-
tions of d-turbocurarinem, a cholinergic antagonist of the muscle spindles and extrafusal
muscles that leads to the transient paralysis of eye movements, participants were asked
to localize visual and auditory targets in space. Perceived location of external targets was
greatly influenced by how the participants intended to move their eyes. Thus, action-based
changes in visual perception can result from anticipatory consequences of motor commands
to the eyes, even if those actions are not implemented.

How might a phenomenon such as the tickling effect or the occuloparalytic illusion
extend to the sensory experience of our hypothetical waiter as he serves the dinner entrees?
Is his perception of the tray’s weight affected by his actions? Predictive mechanisms allow
for anticipatory postural adjustments prior to the volitional actions required to remove
each plate. But does this expectation also modulate his perceptual experience of the force
imposed by the tray?

To examine this issue, we tested a group of participants in a modified version of the
unloading task (Diedrichsen et al. 2007). Participants were situated in a 3D visual-haptic
virtual reality environment where they could manipulate simulated objects. Participants
were instructed to lift and hold a platform-like object with one hand (the postural hand;
Fig. 11.1(a)). After a brief stabilization period, the virtual object was lifted, either by an
action of the participant, self-unloading, or by an unseen agent, external-unloading. During
self-unloading, a cue instructed the participant to use his or her other hand to lift the object
as quickly as possible. On external-unloading trials, the forces acting on the object were
programmed such that the object rose off the supporting hand in a manner that simulated
the dynamics of self-unloading; the participant did not move the other hand on these
trials.

As noted previously, self-unloading results in a reduced upward perturbation of the
postural hand compared to external-unloading. This effect could occur because of a well-
timed reduction in the upward force generated by the postural hand or by increasing the
stiffness of the postural hand, perhaps by cocontraction of antagonist muscles. The virtual
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Fig. 11.1 Influence of action on force perception. (a) Participants were instructed to lift and hold a
virtual object with one hand. Following a cue, participants had to either unload the object using the
other hand (self-unloading) or observe the computer perform the lifting action (computer-unloading).
On most trials, a “phantom” force that remained on the loaded hand was adjusted at the time of
unloading to be heavier or lighter than the force of the object prior to unloading. (b) Psychometric
functions of perceived force changes and point of subjective equality (PSE) estimates. Participants
perceived the phantom force as being heavier during the self-unloading trials than during the computer-
unloading trials. (Reprinted from Diedrichsen et al. 2007.)

reality environment can be exploited to contrast these two mechanisms by the inclusion
of “catch” trials (Diedrichsen et al. 2003, 2005). On some of the self-unloading trials, the
visual feedback, as well as haptic experience of the unloading hand, cues the participant that
the object is being lifted from the postural hand. However, the downward force generated
by the virtual object remains on the postural hand. A downward deviation of the postural
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hand is observed during these catch trials, indicating that the anticipatory response is in
fact due to a reduction in the upward force rather than an increase in stiffness.

The “phantom” force used to create the catch trials can also provide a probe on whether
perception is altered by the anticipatory mechanisms. Following self-unloading trials, we
asked participants to judge the haptic experience of the postural hand. The initial force of
the phantom objects was 3.5 g. Participants were told to report whether a force remained
on the postural hand (as would be true on catch trials) or was absent (as would be true on
natural unloading trials). On the catch trials, we altered the force of the object right at the
time of unloading, with the resulting force ranging from 80–120% of the original 3.5 g
force. By varying the phantom force, we could ask participants to not only report whether it
was present or absent, but also whether, when present, it had “increased” or “decreased” in
comparison to the force experienced prior to unloading.1 For comparison, we also included
external-unloading trials. Here, the object was seen to rise off the postural hand and, with
similar probabilities, the force on that hand was either removed or persisted in a similar
manner as on self-unloading trials.

Figure 11.1(b) shows the psychometric functions for the self- and external-unloading
trials. On catch trials, participants consistently perceived the phantom force as greater
during self-unloading trials compared to external-unloading trials. The point of subjective
equality (PSE), defined as the force at which a participant is equally likely to judge the
force as “increased” or “decreased,” was significantly different between the two conditions
(t(11) = 5.51, p < 0.001). Moreover, during self-unloading, the participants were biased
to perceive the phantom force as having increased in comparison to the force experienced
prior to unloading. On trials in which the force was unchanged, participants reported an
increase of force on approximately 85% of the trials. We assume that the bias on self-
unloading trials reflects a comparison process in which the sensory experience is compared
to a representation that incorporates anticipated changes in the sensory experience due to
self-generated actions.

This experiment suggests that our hypothetical waiter does, in fact, perceive the changes
in the weight of the tray differently depending on whether he removes the plates himself or
whether he is assisted by the eager patron. Whether reconstructing the visual environment
(Matin et al. 1982), experiencing a ticklish tactile stimulus (Weiskrantz 1971; Blakemore
et al. 1999), or perceiving haptic forces (Diedrichsen et al. 2007), our actions lead us to
predict forthcoming changes in sensory information and influence our internal perceptual
reconstruction of the environment.

11.3 Predicting the future

Predictive mechanisms anticipate sensory events and can compensate for delays in the
conduction of sensory information from the periphery to the brain. This not only helps

1 Although our main interest is in the perceived force on catch trials, it was necessary to include natural unloading trials because
the anticipatory postural adjustment is rapidly extinguished by the catch trials (Diedrichsen et al. 2005). Thus, catch trials only
occurred on 33% of the trials.
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to construct veridical percepts but facilitates stable and appropriate actions as we interact
with the environment. Given that these internal expectations are, at least in part, produced
out of a necessity to overcome temporal delays in the processing of sensory information,
action-induced expectations may also modulate our perception of the timing of sensory
events.

Indeed, Yarrow and colleagues (2001) reported evidence that actions can directly modify
our perception of time. They set out to investigate a puzzling illusion that has been noted
since the advent of the analog clock; namely, why does the initial tick of the seconds
hand appear to move slower when first glancing at a clock than subsequent ticks? In
the extreme, it is frequently reported that the clock appears to briefly stop after the first
tick, an illusion referred to as chronostasis. This phenomenon is discussed in detail in
Chapter 10, so here we will provide only a brief summary of the Yarrow study. Participants
were required to saccade to a stimulus, the number “0,” that was positioned either 22 or
55 deg from fixation. Once the saccade was initiated, the stimulus changed to the number
“1.” This number was present for a variable duration, and subsequently incremented by one
every 1000 msec. Thus, the perception was of a seconds counter incrementing periodically
and participants were asked to judge if the duration of the initial number was shorter or
longer than the other numbers. Participants judged the duration of the “1” to be longer than
that of the subsequent numbers, and this effect was influenced by the amplitude (and thus
duration) of the saccade. In fact, the temporal distortion was so profound that participants
sometimes judged that the onset of the “1” occurred prior to saccade, which triggered the
change.

This result led the authors to hypothesize that chronostasis arises from the need to “fill
in” information that is lost during the saccade. Because the movement triggers the stimulus
change, the estimate of the stimulus onset gets linked to the motor command that generates
the saccade. A key assumption here is that the visual system is blind to visual information
during the eye movement. Although it remains to be seen whether visual information is truly
lost during saccades, two pieces of evidence run contradictory to this lost-time hypothesis.
First, the chronostasis effect is not limited to the visual modality, but is also present for
auditory (Hodinott-Hill et al. 2002) and tactile events (Yarrow and Rothwell 2003). It is
highly unlikely that all sensory modalities are “blinded” during saccadic eye movements.
Second, chronostasis is also observed when the trigger for the stimulus change is a key
press rather than a saccade (Park et al. 2003).

An alternative explanation for this modulation of temporal perception is that the brain
links the motor command instigating the action with the onset of the resulting sensory
stimulus. This hypothesis was suggested in a related set of elegant experiments conducted
by Haggard and colleagues (2002). Participants were first asked to time the occurrence
of several events by observing the rotating seconds hand on a clock. In the single-event
case, participants were instructed to report the time of either a voluntary key press, an
involuntary muscle twitch induced by transcranial magnetic stimulation of the motor cortex,
or an external auditory click. Temporal judgments were veridical in all three conditions.
The participants were then tested in an “operant” condition in which a tone was presented
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250 msec after each of the three events. The tone was perceived as occurring much earlier
in the voluntary key press condition compared to the other two conditions. The authors
suggest that the shift in the perceived timing of the tone is due to an association between
the awareness of the voluntary action and its sensory consequence.

There is, however, one methodological concern with these studies. As noted previously,
a moving object is perceived as being slightly ahead of its true state (Nijhawan 1994). This
suggests that using the state of a moving clock as the dependent measure for time perception
may introduce biases in estimating the timing of an event. Although it remains clear that
temporal perception is influenced by self-generated actions differently than by other events
(because the moving clock is the same for all conditions), the nature of the distortion
is unclear because the dependent variable may reflect multiple processes. Moreover, the
process by which a motor command influences the end sensory percept may be influenced
by the attentional state of the participant in a different way than that which occurs in a purely
perceptual condition. Spatial attention can alter the perceived temporal order of events as
exemplified by the “shooting line” illusion (for review, see Schmidt 2000). It is possible
that, when initiating an action, attention is briefly shifted to the appropriate area of space for
the sensory consequence of that action. This shift may prime or alter the perceived onset of
the sensory stimulus. Regardless of the underlying mechanism, the common finding from
both the Haggard et al. (2002) and chronostasis studies is that voluntary actions appear to
link the onset of the sensory percept with the motor commands used to instigate the actions
themselves.

To further examine how the passage of time may be influenced by self-generated actions,
we performed a series of experiments in which temporal judgments were made about static
sensory events (Oliver et al. 2003). In the first experiment, eight participants were asked
to compare the duration of two successive vibrotactile stimuli (800 Hz) presented to the
middle finger of the left hand. The duration of one stimulus, the standard, was always fixed
at 800 msec. The duration of the other stimulus, the comparison, varied from 600 msec to
1000 msec. The order of the standard and comparison was randomized across trials. Fol-
lowing the second stimulus, the participant indicated which stimulus (the first or second)
was longer in duration. The important manipulation involved the manner in which the
stimuli were initiated. On each trial, the participant would initiate one stimulus by pressing
a response key with the middle finger of the right hand. The onset of the other stimulus was
controlled by the computer. The self-initiated stimulus could either be the standard or com-
parison stimulus, counterbalanced for the two orders. The computer presented a visual cue
prior to either stimulus indicating whether a key press was required. For computer-triggered
stimuli, the cue “Computer” was displayed and the vibrotactile stimulus began after a vari-
able delay of 200–500 msec. For self-triggered stimuli, the cue “Self” was displayed. The
vibrotactile stimulus began immediately after the subsequent key press.

The results from previously described studies suggest that voluntarily initiated sensory
events are perceived as starting earlier than their true, veridical onsets. From this we
predicted that the self-initiated stimuli would be perceived as having a longer duration
than computer-initiated stimuli. As shown in Fig. 11.2, the results are consistent with this
prediction. For a given duration, participants were more likely to judge the comparison
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Fig. 11.2 Influence of self-initiation on vibrotactile perception. In a two-alternative forced choice
experiment, participants were asked to compare the duration of a standard vibrotactile stimulus
(800 msec) to that of a comparison stimulus ranging in duration from 600 to 1000 msec in steps
of 100 msec. The stimulus was either initiated via a key press (self; black) or by an external agent
(computer; gray). Participants consistently judged self-initiated comparison stimuli as being longer
than computer-initiated stimuli of equal duration.

stimulus as longer for the self-initiated trials. This distortion is highlighted for trials in
which the standard and comparison were both 800 msec. The self-initiated stimulus was
judged “long” on approximately 60% of the trials when the two stimuli were, in fact, of
equal duration.

To quantify this effect, we estimated the parameters of the psychometric function using
binomial logistic regression

y = λDxD + λ0,

where “y” is the participant’s binomial response on a given trial as to whether the com-
parison was longer or shorter than the standard and “x” is the duration of the comparison
stimulus on that trial. The free parameters λD and λ0 represent the weighted influence of
changing stimulus duration on “y” and the subject’s own baseline response bias respec-
tively. Assuming that the curves follow a logistic probability function, the point of subjective
equality (PSE) is calculated as

PSE = −1∗λ0/λD.

If participants underestimate the perceived duration of the comparison stimulus, then
the PSE should be greater than the actual standard duration (describing a psychometric
function shifted to the right). In contrast, if participants overestimate the comparison’s
duration, the PSE should be smaller than the standard duration (e.g., shifted function to the
left). The mean PSE value for trials in which the self-initiated stimulus was the comparison is
23 msec less compared to when the self-initiated stimulus was the standard.
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Fig. 11.3 Model in which self-initiated stimuli are perceived as being slightly longer than computer-
initiated stimuli because of the incorporation of an a priori expectation generated by the motor
command to trigger the stimulus. (a) Even when the stimulus is triggered immediately by the key
press, the interval is perceived as longer because the perceived onset is a combination of the true
sensory information and the action-linked expectation. (b) When a delay is inserted between the key
press and the onset of the stimulus, the perceived onset (P[onset]) is shifted farther away from the
true onset (P[haptic]). This is due to the influence of the action-linked expectation (P[expect]), which
remains locked to the motor command used to produce the key press.

To summarize, when a tactile stimulus on one hand is triggered by an action performed
by the other, the perceived duration of that stimulus is lengthened compared to when the
exact same stimulus is initiated by an external agent. Unlike the temporal distortion studies
reported previously, participants in our study did not have to refer to an external clock;
the judgments were based on internal mechanisms for representing temporal information.
Nonetheless, the results are quite similar. It appears that the percept of the onset of a
stimulus is attracted to a movement that initiated the stimulus. More importantly, the shift
in perceived onset is pulled toward the point at which the intention to move occurs: that is,
well before the action is initiated.

We propose that information linked to the motor command, for example, an efference
copy signal or forward model, is used to anticipate the perceived onset of the stimulus.
Figure 11.3(a) presents a schematic diagram of this hypothesis. Central to this model is
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Fig. 11.4 Delay effects. Participants performed a temporal bisection task in which the onsets of all of
the stimuli were triggered by a key press. Introducing a 50-msec delay between the key press and the
stimulus onset resulted in an additional 30-msec increase in the perceived duration of the stimulus.
For longer delays, the illusion was reduced.

the idea that the perceived onsets and offsets of a stimulus (e.g., the vibrotactile stimulus
in our study) are not veridical. Noise is introduced not only because of delays due to
transmission along sensory channels but also because of variability in the transmission
itself, decay of the signals within these sensory channels, and noise in the central decision
processes. Self-initiated stimuli have an advantage in that the movement command help
create an expectation of the forthcoming stimulus. The percept of the stimulus onset is
thus a combination of a priori information linked to the motor command and the sensory
information coming from the periphery. In contrast, there is no motor signal for computer-
initiated stimuli to supplement the expected onset time. The expected probability function
is simply a uniform distribution prior around the general time of the onset of the stimulus,
because any point in time is equally as likely to be the onset as any other time around the
key press.

We will further develop this model in the next section. First, we wish to explore one
prediction derived from the basic ideas of the model. Introducing a small delay between
the key press and the onset of the stimulus should lengthen the perceived duration of
self-initiated stimuli. We tested this prediction in another group of ten participants using
a temporal bisection task. An exposure phase was first run in which participants were
presented examples of short (600 msec) and long (1000 msec) vibrotactile stimuli. Each
example was self-initiated by a key press and followed by feedback indicating whether the
stimulus had been short or long. Following this exposure phase, participants completed a
series of self-initiated trials in which a single stimulus was presented for a variable duration
and the participant categorized it as short or long (without feedback). There were four
conditions based on the interval between the time of the keypress and the onset of the
vibrotactile stimulus. In the 0 msec, no-delay condition, the vibration started as soon as the
key press was detected. In the other three conditions, a delay of either 50, 100, or 150 msec
was inserted between the keypress and vibration onset (Fig. 11.3(b)).

Figure 11.4 shows the results for this experiment. The PSE for the no-delay condition
is nearly identical to that observed in the self-initiation condition in our first vibrotactile
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experiment. Thus, the perceived duration of a self-initiated stimulus is lengthened even in
comparison to an inferred standard duration (although this could also reflect a response
bias in the second experiment). If this distortion is linked to the motor command, then
we should observe that the effect will be enhanced when delays are introduced between
the key press and stimulus onset. The results provide qualified support for this prediction.
There is a 30-msec additional increase in the perceived duration during the 50-msec delay
condition (evident by the shift of the PSE in the opposite direction), indicating that the
estimate of stimulus onset is linked to a motor command triggering the stimulus. However,
this effect is limited (see also Blakemore et al. 1999). There was no additional increase
in perceived duration for the 100-msec delay condition and for the 150-msec delay condi-
tion, and perceived duration was similar to that observed in the no-delay condition. This
nonmonotonicity suggests that when the delay becomes substantial, the contribution of
the action-linked expectation is reduced and perceived duration is solely based on the
stimulus.

In this section we discussed evidence indicating that such action commands may modify
the perceived timing of sensory events. This influence on timing could be due to one of three
nonexclusive mechanisms. First, an action may influence the perceived onset of the stimulus
by altering the operation of an internal clock that marks the timing between events. Second,
initiating an action may entail shifts in attention, and this could influence the perceived
onset of a stimulus. Third, actions may modulate the perceptual processes, perhaps through
the priming of perceptual channels by the motor commands, and thus advancing the time
at which the stimulus onset is detected.

The model outlined in Fig. 11.3 does not differentiate between these hypotheses.
Although all three mechanisms may be at play, there is some evidence to rule out the
hypothesis that actions directly influence the perception of time. If action-linked changes
in temporal perception were attributed to an adjustment in the rate of an internal clock,
then the magnitude of this effect should also be affected by the duration of the stimulus
being judged. However, Yarrow and colleagues have demonstrated that the magnitude of
the chronostasis effect remains constant across a range of target stimulus durations (Yarrow
et al. 2004). Thus, it does not appear that actions directly affect the internal representation
of time itself.

We know from electrophysiological studies of the cat primary visual cortex that move-
ments can directly influence principal sensory regions. The firing rates of V1 neurons
increase during eye movements, even when these movements are made in the dark (Toyama
et al. 1984). This saccade-related activity is also observed when the eye muscles are para-
lyzed, indicating that the V1 modulation is linked to the command to move the eyes rather
than to the eye movements themselves. If we assume that an increase in baseline firing
rate would lead to faster detection by bringing signal-induced firing closer to a decision
threshold, then the perceived onset of a stimulus would occur earlier. This priming could
be due to attentional shifts related to the movement command or direct corollary discharge
from upstream motor regions.
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11.4 Integrating expectations and sensory input

The preceding sections indicate that information linked to motor commands can influence
perception of environmental events. We now turn to the question of how action- and
sensory-based information is integrated.

There is emerging evidence that information between sensory modalities is integrated
in a statistically optimal fashion (van Beers et al. 1999; Ernst & Banks 2002; Kording &
Wolpert 2004). This integration process is unlikely to be limited to sensory information;
internal, a priori expectations provide another salient source of information that should
be combined with sensory signals (Weiss et al. 2002). It is reasonable to assume that the
internal expectations linked to motor commands are combined with the sensory information
in a similar, statistically optimal manner. In the remainder of this chapter we consider how
this idea may help explain how a self-initiated movement influences the perceived duration
of a stimulus triggered by that movement.

First let us assume that the perceived onset, P(onset) in Fig. 11.3(b), is the weighted
contribution of sensory signals from the haptic system, P(haptic), and motor-linked expec-
tations, P(expect). Thus we can define the perceived onset as

P(onset) = ωHμE + ωEμH,

where μE and μH represent the mean signals coming from the expectation and haptic
channels, respectively. For the sake of simplicity we will assume that the mean of the
expectation component occurs when the motor command is generated by the motor cortex
and that the mean of the haptic component occurs when the sensory signal from the tactile
stimulus is delivered to the sensory cortex in the brain.2 For a no-delay condition, the
difference between μE and μH represents the delay introduced between the activation of
motor cortex until the tactile information is registered. The terms ωH and ωH represent
the weighted influence of each of these distributions on the resulting perceived onset. The
relative weighted influence of each channel should be proportional to the overall variance
such that

ωE = (1/σ 2
E)/(1/σ 2

E + 1/σ 2
H)

ωH = (1/σ 2
H)/(1/σ 2

E + 1/σ 2
H).

Thus, the lower the variability of a particular channel (i.e., the more reliable that channel’s
information capacity is), the stronger its influence will be on the resulting percept.

Using the observations from the experiment in which we varied the delay between the
key press and stimulus, we now show how the influence of the motor-linked expectation on
perception (ωE) can be estimated. To do this, we first want to understand how the perceived

2 Which is equivalent to the time that the tactile stimulus is applied to the hand plus a constant delay in conduction time to the
cortex. Because the delay would be equal for sensing both the onset and offset, this has little effect on the dynamics of our
model.
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onset (relative to the key press) changes as a function of the delay. We define this as

�P(onset) = ωHμE + ωEμHdelay − (ωHμE + ωEμH0),

where μHdelay and μH0 reflect the mean onsets estimated from the haptic sensory channel
during the delay and no-delay conditions, respectively. Thus, �P(onset) can simply be
explained as

�P(onset) = ωE(μHdelay − μH0).

From this, the weighted influence of the motor-linked expectation can be defined as

ωE = �P(onset)/�μH,

where �μH = μHdelay − μH0. For example, in the 50-msec delay condition, �μH = 50.
We now have a simple formula to estimate the influence of the internal expectation on
perceived stimulus onset.3 Using the observed values in the delay experiment ωE = 0.29
when averaging across the three delay conditions, with considerable variation across the
delay conditions (50 msec = 0.58, 100 msec = 0.25, 150 msec = 0.02). By definition
that average weight term for the sensory input is ωH = 1 − ωE = 0.71. Thus, from this
simplified example, it appears that the perceived onset is influenced to a greater degree by
the actual onset of the tactile stimulus than by the movement-generated internal expectation
of the onset.

One aspect of our results is at odds with the basic assumptions of this simple model.
Contrary to what would be expected if the variance of the sensory channels and expectations
were stationary, we found that perceived duration did not increase monotonically; there was
no change for the 100-msec delay in comparison to the 50-msec delay, and it became shorter
for the 150-msec delay. Within the framework of our model, this nonmonotonic pattern
would reflect a change in the relative variances in either the haptic sensory channel or
the motor-linked expectation. Assuming that the variance of the sensory channel remains
constant over the different delays, at least for the range of values tested here, we would
have to assume that the variance of the internal expectation increases for the longer delay
conditions. This has the effect of “discounting” the internal expectation when there is a
large mismatch between the timing of the expected and actual events. In the extreme, we
would not expect any influence of the action if the stimulus onset occurred at an irregular
time many seconds after the action. However, because the different delay conditions were
randomly presented within the same blocks of trials, this effect cannot be explained by
exposure to an “unreliable” expectation during longer delay trials.

There are several alternative accounts for the nonmonotonicity in the perceived duration
function. First it could be that the integration of the sensory information and the expectation
is a post hoc calculation, where the reliability of the expectation is revaluated prior to the
generation of the final percept. This, however, fails to explain the electrophysiological

3 In this simplified model, we assume that the mean offset from the haptic channel is veridical.
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evidence that motor commands immediately influence primary sensory regions (Toyama
et al. 1984) and would preclude a parsimonious account across the delay conditions.
Another possibility is that the characteristics of the motor commands varied across the
delay conditions. For example, the participants might have adopted a strategy of pressing
the key until the vibration was felt despite our instructions to press the key in a quick
and ballistic manner. Longer delays would result in more sustained presses, and this could
influence the variance of the expectation generated from the motor command (e.g., if
the variance of the expectation is linked to the velocity of the finger movement or the
acceleration of the force of the key press). We did not measure key press duration in the
current experiment and thus are unable to evaluate this hypothesis.

It is also possible that the perceived onset is not just a simple linear summation of an
expectation and the sensory information but that this relationship is gain-modulated by
a supervisory process that monitors the mean discrepancy between the two distributions
(Blakemore et al. 2001). This would require the addition of a third parameter that represents
the mean difference between the expected and sensed onset distributions. This new term
would negatively weight the influence of the expectation distribution when there is a large
discrepancy. Although such a model would more elegantly explain the data, it requires a
supervisory process that monitors these discrepancies. Finally, it is entirely possible that
the expectations are not integrated with sensory information in a linear fashion as outlined
in this simple model. Regardless, the fact that the influence of action-linked expectations
on perceived onset diminishes at longer delays makes it clear that more complicated
mechanisms than simple statistical integration are at play during the perception of self-
initiated events.

11.5 Summary

Computational models of motor control have stressed that internal models must incorporate
the anticipated sensory consequences of movements in the planning of the movements
themselves (Jordan & Rummelhart 1992). Our friendly waiter would not be able to do his
job without being able to alter his movements based on such anticipatory processes. The
emphasis in the current review is that expectations are not only important for modifying
movement commands, but that these action-based signals also can influence perception.
In the case of the waiter, we have shown that his perception of the weight of his tray is
influenced by his own actions.

The second half of the chapter focused on one component of sensory expectations: how
our actions influence the perceived time of resulting sensory events. Visual illusions such as
chronostatis or the perceived duration in our vibrotactile experiments point to an influence
of volitional actions on the perceived onset of sensory events initiated by those actions.
Thus, one mechanism by which the action system influences perception is by influencing
the perceived timing of sensory signals. The importance of timing in the generation of
expectations is also evident in our hypothetical waiter example: the anticipatory response
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must be precisely timed. Reduce the force too early, and the postural hand will not be
able to support the load. Wait until the sensory information is registered, and the load may
become unstable due to the failure to reduce the supporting force.

These expectations, although adaptive, may also lead to systematic distortions of time.
We introduced a simple model to capture these ideas, emphasizing how expectations and
sensory information might be combined in our perception of sensory events with respect to
our actions. The model provides a first pass at this integration problem, and we can already
see serious limitations in its utility given the complex temporal relationship between the
movements and perceived timing of the resulting stimuli. Nonetheless, it emphasizes the
need to conceptualize the brain as a dynamic system in which movement- and sensory-
oriented information are integrated in our perceptual experience.
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On the perceived interdependence of space and time:
evidence for spatial priming in the

temporal kappa effect

gisa aschersleben and jochen müsseler

Summary

Perceived duration of interstimulus intervals is influenced by the spatial configuration of
stimuli. When participants judge the two intervals between a sequence of three stimuli presented
with different spatial distances, a greater distance between two stimuli makes the corresponding
time interval appear longer (kappa effect, Experiment 1). By employing a choice-reaction
time task, we demonstrate that this effect is at least partly due to a facilitating influence
of the preceding stimulus on the timing of the subsequent one while the timing of the first
stimulus presented is not influenced by the subsequent one. Moreover, reaction times to the
subsequent stimulus increased with spatial distance between successive stimuli, and this was
valid for a three-stimulus condition (Experiment 2) as well as for a two-stimulus condition
(Experiment 3). Thus, our results provide evidence for spatial priming in the temporal kappa
effect.

12.1 Introduction

Perceiving space and time is often considered to be independent. However, the interde-
pendency of both dimensions has been known for a long time and is most apparent in
the perception of moving stimuli. For example, in 1862 Zöllner discovered a subjective
spatial contraction of figures when moved behind a vertical slit (anorthoscopic distorted
pictures, see also Vierordt 1868; Parks 1965). Through the motion, the slit uncovered only
small figure sections at any time, and apparently the perceptual integration of the tem-
porally separated sections contracted the figure spatially. This phenomenon (and related
phenomena, e.g., the Ansbacher effect, Ansbacher 1944, or the tandem effect, Müsseler &
Neumann 1992) demonstrates that perceived space depends on the temporal characteristics
of stimulus presentation, here as a consequence of stimulus motion.

The interdependency of space and time is not only observed with moving stimuli but with
stationary stimuli as well. In an early study, Benussi (1913, pp. 285) presented participants
with three successive visual flashes of light at different locations, thus defining two spatial
distances and two temporal intervals. Benussi found that when two distances of equal size
were combined with two temporal intervals of unequal size, the distance judgments were

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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in accordance with the temporal interval. That is, shorter temporal intervals were coupled
with shorter distance judgments and vice versa. Later on, this effect was also observed in
the auditory (e.g., Cohen et al. 1954) and in the tactile domain (e.g., Helson & King 1931).
Helson (1930) entitled this phenomenon the tau effect.

The tau effect stands for the influence of time on perceived space. The reverse influence,
that is, the influence of space on perceived time is also documented (Cohen et al. 1954;
Price-Williams 1954a). For example, in the displays of three stimuli when two intervals of
equal length were combined with two distances of unequal size, the temporal judgments
were in accordance with the spatial distances. That is, shorter distances were coupled with
shorter time judgments and vice versa. This phenomenon was referred to as the kappa effect
(Cohen et al. 1953). Nowadays, the tau–kappa phenomenon is a synonym for the perceived
interdependence of space and time (Bill & Teft 1969, 1972; Huang & Jones 1982; Jones &
Huang 1982; Sarrazin et al. 2004).

What can account for the tau–kappa phenomenon? At first sight, it seems to reflect
natural laws known from modern physics. A critical insight from Einstein’s Theory of
Relativity was that space could not be comprehended without time and vice versa. So it
was not astonishing that in the middle of the last century the psychological tau–kappa
phenomenon was taken as evidence for the existence of a relativity principle that overlaps
scientific disciplines (e.g., Cohen 1969). In another context, however, we have already
claimed that dealing superficially with relativistic ideas is not sufficient to explain the
mechanisms underlying perceptual phenomena (Müsseler 1999). For this purpose, a more
strict application of the relativistic formulas would be necessary (Caelli et al. 1978; Drösler
1979). One of these formulas requires substituting c, in Einstein’s physics the speed of light,
with c∗, the corresponding limited velocity of transmission in the visual system. Even if c∗

is operationalized and estimated in psychological terms, the empirical data of the tau-kappa
experiments does not easily fit the relativistic assumptions (for details, see Müsseler 1999).

An alternative explanation that assumes the effect is based on the tendency to perceive
constant velocity of apparent motion between the stimuli fits the data much better. Huang
and Jones (1982), for example, found evidence that the tau effect depends on a weighted
average of distance and the expected distance traversed in the given time at constant velocity
(see also Jones & Huang 1982). However, Collyer (1977) and Sarrazin et al. (2004) reported
data that were inconsistent with this conclusion. The authors referred to situations in which
the tau–kappa phenomenon was not observed, although it should have been based on the
constant-velocity hypothesis. Thus, the constant-velocity hypothesis seems to be valid only
in a given/limited range of temporal and spatial stimulation.

Here we examine a different explanation of the kappa effect. It is based on a neural net-
work account originally developed for the processing of moving stimuli (e.g., Jancke 2000;
Erlhagen & Jancke 2004; see also Müsseler et al. 2002), but the underlying assumptions
should be equally applicable to stationary stimuli. In consonance with Erlhagen and Jancke
(2004) we assume that the presentation of a stimulus elicits a spatial activation pattern
that is not restricted to the area covered by the stimulus. Rather activation spreads to and
integrates contextual information from adjacent parts of the visual field. Three properties
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Fig. 12.1 Schematic illustration of the model assumptions. Two stimuli are presented one after the
other with a large (a) and small (b) interstimulus distance. The presentation of a stimulus elicits
the buildup of an activation pattern, which is not restricted to the area covered by the stimulus but
rather spreads its activation to the adjacent parts of the visual field (gray gradient). The point in time
illustrated when S2 was just presented. Accordingly, the activation pattern of S1 is more advanced
than the activation pattern of S2 (as indicated by the arrows). Both activation patterns do not affect
each other with a large interstimulus distance (a), but they do with a small interstimulus distance (b).
In the latter case the activation pattern of S2 integrates and accumulates contextual information from
S1 with the consequence that the processing of S2 speeds up.

of the account are important in the present context: (1) The buildup of the activation pattern
takes time. (2) The activation pattern gradually decays with the distance from the stim-
ulus. (3) Activation accumulates when two stimuli overlap spatially (cf. also the spatial
distribution of visual attention after priming, e.g., Downing 1988; Steinman et al. 1995).
This account developed for the processing of moving stimuli can also be applied to explain
effects observed with spatial priming of stationary stimuli (Posner 1978, 1980).

How can these ideas account for the kappa effect? Let us consider first a two-stimulus
situation illustrated in Fig. 12.1. Two stimuli are presented successively with a large
(Fig. 12.1(a), i.e., S1 and S3) and small (Fig. 12.1(b), i.e., S1 and S2) interstimulus distance.
The presentation of each stimulus elicits the buildup of an activation pattern, which com-
prises adjacent stimulus areas (gray gradient). The point in time is illustrated when S2/S3

was just presented. Accordingly, the activation pattern of S1 is spatially more advanced
than the one of S2/S3 (as indicated by the arrows). The activation patterns do not affect
each other with a large interstimulus distance (a) but do with a small interstimulus distance
(b). In the latter case, the activation pattern of S2 integrates and accumulates contextual
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Fig. 12.2 (a) Spatial arrangement of the stimuli (S). Example of a stimulus presentation (large dots)
and possible other positions (small dots). d: distance. (b) Temporal arrangement of the stimuli. i:
interval.

information from S1 with the consequence that the processing of S2 is sped up. Thus, the
spatial vicinity of the stimuli should decrease the processing time of the second stimulus (cf.
the perceptual-latency-priming account, e.g., Scharlau & Neumann 2003; Scharlau 2004).

From this, it becomes immediately clear that the kappa effect should emerge from a
situation with three stimuli. With temporal intervals of equal size, a reduced processing
time of S2 should result from the smaller spatial distance S1 − S2, whereas a reduction
is not expected with the larger distance S2 − S3. Correspondingly, the temporal interval
S1 − S2 should be perceived as being shorter than the interval S2 − S3.

The subsequent experiments aimed to examine this spatial-priming hypothesis. In Exper-
iment 1, participants judged the temporal intervals between stimuli to establish the condi-
tions in which the kappa effect is observed. With these conditions, participants performed
choice reaction times to each of the three stimuli in Experiments 2 and 3. Choice reaction
times were used as an indicator of the corresponding processing times of the stimuli.

12.2 Experiment 1

To establish the conditions in which the kappa effect can be observed, participants judged
the temporal intervals between three visual stimuli. Three different spatial distances were
combined with three different temporal intervals (cf. Fig. 12.2). It was expected that the
temporal judgments of the intervals would depend on the interstimulus distances (kappa
effect).

12.2.1 Methods

Participants. Fourteen adults participated in the experiment. In the present as well as in
the subsequent experiments, all participants reported having normal or corrected-to-normal
vision. Most of the participants were students at the University of Munich.
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Fig. 12.3 Mean proportion (P) of first-interval-longer responses as a function of d1 and for each level
of i1. Error bars indicate standard error between participants. Note, d1 + d2 was always 6 deg, and
i1 + i2 was always 400 msec (Experiment 1).

Apparatus and stimuli. The experiment was controlled by a Macintosh computer. The
stimuli were presented on a 17-inch CRT monitor with a refresh rate of 75 Hz and a
luminance of approximately 40 cd/m2. The rest of the room was dimly lit. The participants
sat with their head in a forehead and chin rest facing the computer screen 50 cm in front of
the monitor. We used white stimuli (dots) on a black background (0.40 deg of visual angle;
presentation time was 13 msec).

12.2.2 Design and procedure

On each trial, the participant observed a sequence of three stimuli, the first and the third
of which covered 6.0 deg of visual angle, that is, D = d1 + d2 = 6 deg (see Fig. 12.2).
The three possible values of d1 were 1.8 deg, 3.0 deg, and 4.2 deg. The total presentation
duration was fixed at 400 msec (I = i1 + i2 = 400 msec). The three possible values of i1
were 120 msec, 200 msec, and 280 msec (interstimulus intervals). Presentation direction
was held constant from left to right.

During each block of ninety trials there were ten replications of each of the nine d1 – i1
combinations with the order of presentation being randomized. Each participant took part
in six blocks. The participant responded by pressing one of two response buttons to indicate
whether the first or the second temporal interval appeared to be the longer one.

The experiment began with a training block in which participants had to judge only
conditions in which the spatial arrangement was symmetrical (d1 = d2 = 3.0 deg) and the
temporal interval was asymmetrical (i1 �= i2). In the training block feedback (“correct” or
“wrong”) was given after each trial. Training was complete when the participants reached
85% correct answers within the last twenty trials.

12.2.3 Results and discussion

The mean proportion of responses in which the participant indicated that the first temporal
interval was longer for each d1 – i1 combination is shown in Fig. 12.3. The mean values
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were entered into a repeated-measures analysis of variance (ANOVA) that distinguished
two within-subject factors: time and distance. Both factors and the interaction reached
significance [time: F (2, 26) = 7.45, p = 0.003; distance: F (2, 26) = 22.89, p < 0.001;
time × distance: F (4, 52) = 5.64, p = 0.001].

The significant effect of time indicated that participants were able to clearly discriminate
the different temporal intervals. Under conditions of equal spatial separation between
stimuli (d1 = d2 = 3.0 deg), participants were able to distinguish the two interval durations
(i1 = 120 msec: P = 0.33 or i1 = 280 msec: P = 0.64), whereas they were at chance
(P = 0.51) with intervals of equal duration (i1 = i2 = 200 msec). The same was true in
principle for the other two spatial conditions.

Moreover, the significant effect of the factor of distance indicated an influence of the
spatial distances on the temporal judgments. When the first spatial distance was shorter
than the second one (d1 = 1.8 deg), participants tended to underestimate the duration of the
first temporal interval, whereas they overestimated the duration of the first temporal interval
when the first spatial distance was longer than the second one (d1 = 4.2 deg). This effect was
especially pronounced in conditions in which both intervals had the same duration (i1 = i2 =
200 msec) and somewhat less pronounced when the two intervals were not of equal length,
thus leading to the significant interaction. In any case, the temporal judgments showed the
expected dependency on the interstimulus distances (i.e., the kappa effect).

12.3 Experiment 2a–c

After having established the kappa effect in Experiment 1, we tested our spatial-priming
hypotheses by applying a choice reaction time task. Three parallel experiments were con-
ducted in which participants responded as fast as possible to the left or right “mouth” of
a Pacman figure presented at the first stimulus position (Experiment 2a), the midposition
(Experiment 2b), or the third position (Experiment 2c). The remaining two stimuli in each
subexperiment were the dots presented in Experiment 1. Here, we kept the temporal inter-
vals constant (i.e., i1 = i2 = 200 msec) and manipulated only the spatial distances by using
the same values as in Experiment 1. What did we expect in each subexperiment?

In Experiment 2a, participants had to react to the Pacman figure in the first position.
According to our account, the buildup of an activation pattern for a second stimulus is
influenced by the activation pattern of a preceding one but not vice versa. Thus, the
processing of S1 should not be affected by the presentation of a subsequently presented
stimulus.∗ Consequently, the manipulation of the spatial distances between S1 and S2 and S2

and S3 should not have affected choice reaction times to S1. Alternatively, the subsequent
stimulus S2 might have masked the previous stimulus S1, especially under close spatial
conditions. Such a masking account would predict that reaction times suffer from the
subsequent stimulation.

∗ There might be an influence of the second stimulus on the first one under conditions with very short temporal intervals but this
is not under consideration here.
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In Experiment 2b the Pacman figure was presented in the midposition (S2). If our
assumption that the previous presentation of a stimulus affects the processing speed of a
subsequent one is correct, then a spatial overlap in the activation patterns should hasten
processing time of S2 under conditions with small spatial distances compared to less
overlap under conditions with medium spatial distances and nonoverlap with large distances.
Therefore, reaction times to S2 were predicted to increase with an increase in spatial distance
(d1) between S1 and S2.

In Experiment 2c, the reverse pattern of reaction times was predicted. When the Pacman
figure was in the third position, the preceding stimulus S2 was closest when d1 was largest.
Again, in this case the buildup of an activation pattern for the stimulus (here S3) should
benefit more by the activation pattern that overlaps spatially with the previous presentation
(here S2). Thus, reaction times were predicted to increase with an increase in spatial distance
(d2) between S2 and S3 (and thus to decrease with an increase in spatial distance d1).

12.3.1 Methods

Participants. Altogether forty-seven adults participated in Experiment 2, fifteen in Experi-
ment 2a, and sixteen each in Experiments 2b and 2c.
Apparatus and stimuli. The apparatus and stimuli were the same as in Experiment 1 with
the exception that the first dot (Experiment 2a), the second dot (Experiment 2b), or the third
dot (Experiment 2c) was replaced with a Pacman figure (a disk with a notch) that had the
notch (the “mouth”) either on the right or the left side.

12.3.2 Design and procedure

The spatial features of the stimulus presentation were as in Experiment 1. However, with
regard to the temporal manipulation, only the condition with identical intervals was pre-
sented (i1 = i2 = 200 msec). During each block of eighteen trials there were three repli-
cations of each of the six conditions (3 spatial conditions × 2 stimuli) with the order of
presentation being randomized. Each participant took part in twenty blocks of trials.

The task of the participant was to identify whether the “mouth” of the Pacman was on
the right or on the left side of the first (Experiment 2a), the second (Experiment 2b), or the
third stimulus (Experiment 2c). Stimulus presentation was again always from left to right.
Participants responded by pressing one of two response buttons. At the end of each block,
participants received feedback about their mean reaction time and the number of errors in
the preceding block. At the beginning of each subexperiment there was a training block
that was not analyzed.

12.3.3 Results and discussion

Trials with reaction times lower than 100 msec and greater than 1000 msec were counted
as errors. Median reaction times and percentages of errors for every participant and each
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Fig. 12.4 Mean reaction times and error percentages as a function of d1 in the choice-reaction-time
task on the first stimulus (Experiment 2a), the second stimulus (Experiment 2b), and the third stimulus
(Experiment 2c). In this experiment the intervals were always i1 = i2 = 200 msec.

condition were entered into two overall 3 (position of the Pacman figure) × 3 (distances d1)
ANOVAs with repeated measures on the second factor. In the ANOVA of reaction times
the main effects were not significant (both p > 0.10). As expected, the ANOVA revealed
a significant interaction (F [4, 88] = 11.06 and p < 0.001). The error analysis revealed
significant main effects (position: F (2, 44) = 4.55, p = 0.016; distance d1: F (2, 88) =
17.03, p < 0.001) and a significant interaction (F (4, 88) = 18.97, p < 0.001). To test our
specific hypotheses, separate analyses were conducted for each of the three subexperiments.

In the first subexperiment (2a), the Pacman figure appeared in the left position as the
first stimulus in the display. According to our assumption that the processing of the Pacman
figure is only affected by previously presented stimuli, we predicted no systematic effect
of distances d1 on the reaction times.

Mean reaction times and mean percentage of errors across participants in the three
different spatial conditions are shown in Fig. 12.4(a). There were only minor deviations
from the grand mean reaction time of 376 msec. Accordingly, a repeated-measures ANOVA

with the within-subject factor distance was not significant (F [2, 28] = 1.03, p > 0.30).
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Mean percentages of errors were 7.0% (d1 = 1.8 deg), 7.8% (d1 = 3.9 deg), and 5.6%
(d1 = 4.2 deg). The corresponding ANOVA was significant (F (2, 28) = 3.62, p = 0.040)
because of the slight reduction of errors in the condition d1 = 4.2 deg. This reduction
indicates that the probability for identifying the Pacman figure correctly increased slightly
with the spatial separation from the other stimuli. However, the error differences between
conditions were small.

In Experiment 2b, the Pacman figure appeared in the midposition as the second stim-
ulus in the display. We predicted an increasing processing time advantage of S2 with
decreasing distance from S1. Mean reaction times and mean error percentages are shown in
Fig. 12.4(b). The ANOVA revealed a significant effect of the distances d1 on the reaction
times [F (2, 30) = 6.97, p = 0.003]. An increase in reaction times was mainly observed
in the condition with the greatest d1 (404 msec with d1 = 1.8 deg, 405 msec with d1 =
3.0 deg, and 421 msec with d1 = 4.2 deg).

Note that the mean reaction time (410 msec) in Experiment 2b was about 35 msec higher
than in Experiment 2a (376 msec). Instead, facilitation by a previously presented stimulus
should lead to a reduction in overall reaction times. We suggest that the spatial uncertainty of
the Pacman figure prolonged overall reaction times. Nevertheless, reaction times increased
with an increase of d1, as predicted by our hypothesis. This increase in the reaction times
is accompanied by a corresponding increase in the error rates [F(2, 30) = 30.32, p <

0.001]. Errors increased significantly from 5.9% (d1 = 1.8 deg) to 9.9% (d1 = 3.0 deg)
and 18.9% (d1 = 4.2 deg). Thus, a speed–accuracy trade-off can be ruled out.

In the last subexperiment (2c), the Pacman figure appeared in the rightmost position as
the third stimulus in the display. Contrary to Experiment 2b, we predicted that S3 processing
would profit most from S2 when the distance between S2 and S3 was small as opposed to
large.

Mean reaction times and mean error percentages are shown in Fig. 12.4(c). As expected,
reaction time decreased from 393 msec (d1 = 1.8 deg) to 382 msec (d2 = 3.0 deg) and
374 msec (d1 = 4.2 deg). Accordingly, the ANOVA showed a significant influence of the
distances d1 on the reaction times [F (2, 30) = 16.27, p < 0.001]. In this experiment, errors
did not differ significantly [F (2, 30) = 1.4, p > 0.30].

In sum, the results obtained in Experiment 2a–2c support the predictions from the
spatial-priming hypothesis, that is, under conditions with small interstimulus distances, the
processing of a second stimulus is sped up as compared to situations with large interstimulus
distances, in which no overlap of activation patterns is likely.

However, there is another factor that may have influenced the choice reaction time, at
least in part: eye movements. Under the typical conditions, in which the kappa effect can
be observed, eye movements are not controlled; the same holds for our Experiment 2. It
might well be that participants’ fixation behavior is responsible for the results, instead of
spatial priming. Here it is important to remember that the spatial positions of S1 and S3

were always constant and, thus, predictable to the participants. To react as fast as possible to
the critical stimulus, participants probably fixated its expected location. In Experiment 2a,
in which the task was to react to S1, fixation of the left stimulus resulted in S2 and S3 being
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presented in the right peripheral visual field. As predicted by the priming account, reaction
time is not influenced by S2 and S3. But this might also be a result of the fact that stimuli
presented in the peripheral visual field are easy to ignore.

On the other hand, the same strategy should have been possible in Experiment 2c, but
reaction time results are different. Here, participants most probably fixated the location of
S3, the rightmost stimulus, resulting in S1 and S2 being presented in the left visual field.
Nevertheless, the spatial distance between S3 and the preceding stimulus S2 had an influence
on the reaction time to S3. Thus, it is the peripheral onset and the temporal sequence of the
previous events that affect processing times.

In Experiment 2b, the situation is somewhat more complicated. The spatial position of
the critical stimulus S2 varied from trial to trial. A possible strategy of the participants might
have been to fixate the middle of the stimulus array. In this case, S2 would have the same
distance from the fixation point under conditions d1 = 1.8 deg and d1 = 4.2 deg. But with
d1 = 1.8 deg, S1 and S2 would be in the left visual field, whereas with d1 = 4.2 deg, S1

first appears in the left peripheral visual field and is then followed by S2 appearing in
the right peripheral visual field (with S3 always appearing in the right peripheral visual
field). The observed increase in reaction times to S2 at d1 = 4.2 deg might therefore be a
result of S1 and S2 being presented in different visual fields – and not be a consequence
of the spatial distance between the two stimuli. To test this alternative explanation, in the
following experiment we kept the visual field, in which the stimuli were presented, constant
by controlling visual fixation.

12.4 Experiment 3

The aim of Experiment 3 was to replicate the main results obtained in Experiment 2 under
controlled fixation. To support the spatial-priming account, choice reaction times should
decrease with decreasing spatial distance between successive stimuli; however, there should
only be an influence of the preceding stimulus on the following one but not vice versa.
Thus, we replicated Experiment 2b with the following important modifications. S2 location
was fixed at the center of the screen, and participants were instructed to fixate this location.
As a consequence, S1 always appeared in the left visual field and S3 always in the right
visual field with varying distances to S2. Moreover, we tested the generalizability of the
prediction that the preceding stimulus has an influence on the following one and not vice
versa by comparing the three-stimulus situation with a two-stimulus condition (S1 and S2

only).

12.4.1 Methods

Participants. Twelve adults participated in the experiment.
Stimuli and design. The apparatus and stimuli were identical to those used in Experiment
2b, except that the second stimulus showed the Pacman figure with a notch either in
the upper or lower part of the figure (requiring upper and lower key presses). Thus, the
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Fig. 12.5 Mean reaction times and error percentages as a function of d1 in the choice-reaction-time
task on the second stimulus (Experiment 3). Again, the intervals were always i1 = i2 = 200 msec.

left–right decision in the previous experiments was changed to an up–down one to avoid
S–R compatibility effects in reaction times. Additionally, the Pacman was always presented
at screen center. As a fixation mark, two vertical lines (0.4 deg each) were presented
throughout the experiment 0.7 deg above and below screen center.

Two conditions were compared. In the two-stimulus condition, only S1 and S2 were
presented. In the three-stimulus condition, all stimuli were presented as in Experiments
1 and 2. Conditions were presented blockwise with the order of blocks counterbalanced
among participants.

The horizontal position of the left eye was monitored with a head-mounted and infrared
light-reflecting eye-tracking device (Skalar Medical B.V., IRIS Model 6500). If a saccade
was detected during the presentation of the stimulus, feedback in the form of a tone was
provided. The corresponding data (1.3%) were excluded from further analyses.

12.4.2 Results and discussion

Mean reaction times and mean error percentages are shown in Fig. 12.5. A 3 (distances
d1) × 2 (two-stimuli vs. three-stimuli condition) ANOVA revealed a significant effect
of the distances d1 on the reaction times [F (2, 22) = 7.62; p = 0.003]. Collapsed across
conditions, the reaction times increased from 379 msec with d1 = 1.8 deg to 390 msec with
d1 = 3.0 deg and 4.2 deg. The main effect of condition and the interaction of it with distance
were not significant (p > .20). A corresponding ANOVA analyzing errors revealed no
significant effects.

The results again support the predictions of the priming hypothesis and rule out the
alternative explanation forwarded in Experiment 2 based on an influence of the visual
field on reaction times. If S2 is presented in close spatial proximity to S1, reaction times
to S2 are faster than if their spatial separation is large. Moreover, results revealed no
difference between the two-stimuli versus three-stimuli condition, indicating a more general
phenomenon. Finally, the lack of difference between conditions also supports the notion
that only preceding stimuli, but not subsequent ones, have an influence on the reaction
times.
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12.5 General discussion

The present study investigated the effect of spatial distances between stimuli on the per-
ceived duration of interstimulus intervals (kappa effect). In Experiment 1, the two temporal
intervals between three spatially separated stimuli appeared to be longer when the spatial
distance between stimuli was increased. In Experiments 2 and 3, participants performed
choice reaction times to each of the three stimuli to measure the processing times of the
stimuli. The results obtained in these experiments support the notion that the kappa effect
originates from a facilitating influence of the preceding stimulus on the (time taken to
process the) subsequent one. An influence of subsequent stimuli on the preceding ones was
neither predicted nor observed.

On the basis of our choice reaction time experiments we can exclude response bias
explanations of the kappa effect. Namely, participants might be influenced by the spatial
context under conditions with large response uncertainty, especially if they have to judge
two intervals of equal length but are forced to give a two-choice answer (“Is the first
interval longer or shorter than the second interval?”). Such a response-bias explanation
might explain the results obtained in time estimation tasks; however, it does not apply to
the choice reaction time tasks used to measure time estimations in the present study.

The results are in line with the neural network account presented in the introduction
(Jancke 2000; Müsseler et al. 2002; Erlhagen & Jancke 2004), developed for the processing
of moving stimuli but now extended to stationary stimuli. The presentation of each stimulus
elicits a spatial activation pattern, which is not restricted to the area covered by the stimulus
but spreads its activation to and integrates contextual information from adjacent parts of the
visual field. The same is true whether two (or three) stimuli are presented in relatively close
spatial and temporal proximity. With a large spatial interstimulus distance, the resulting
activation patterns do not affect each other. With a small interstimulus distance, the activa-
tion pattern of the second stimulus integrates and accumulates contextual information from
the first stimulus with the consequence that the processing of the second stimulus is sped
up. Our results show that the spatial vicinity of the stimuli decreases the processing time
of the second stimulus (spatial-priming hypothesis). The postulated priming mechanism is
similar to basic neurophysiological mechanisms that have been suggested to account for
the processing of moving stimuli (e.g., Berry et al. 1999; Kirschfeld & Kammer 1999;
Erlhagen & Jancke 2004; Jancke et al. 2004).

Converging evidence for the spatial-priming hypothesis can be found in the metacontrast
paradigm. Here, two stimuli are presented at the same location with short interstimulus
intervals. Similar to the kappa paradigm, the presentation of both stimuli should elicit spatial
activation patterns, which are integrated and accumulated resulting in a speeding up of the
processing of the second stimulus. Indeed, by applying a synchronization task, a predating
of the mask (second stimulus) was shown but no influence of the timing of the test stimulus
(first stimulus) was observed (Aschersleben & Bachmann 2007). Moreover, this effect was
independent of whether the first stimulus was masked by the second one. Temporal order
judgments were elicited to determine the perceived timing of the second stimulus in the
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metacontrast paradigm. As predicted by the priming hypothesis, various studies revealed
a decrease in the processing time of the second stimulus (e.g., Bachmann 1989; Neumann
et al. 1993; Aschersleben 1999; Steglich & Neumann 2000; Scharlau & Neumann 2003;
Scharlau 2004). However, it is important to note that the results produced by different
methods used have to be cautiously compared, at least with respect to the absolute size
of the effects. Although temporal order judgments require an unsped perceptual response,
reaction time tasks require participants also to program and initiate a sped motor response.
Often the size of the observed effects is smaller in reaction time tasks as compared to
perceptual judgment tasks, although the effects are typically in the same direction (see
Aschersleben 1999, for an extended discussion).

In addition to the purely temporal interpretation of the prime’s impact on the processing
of the second stimulus, the priming hypothesis can be extended based on the present results.
The effect of the activation pattern elicited by the first stimulus is not restricted to its spatial
position, but it is determined by its position (spatial and temporal priming). With increasing
spatial distance to the location of the prime, its effect declines, thus the facilitatory effect
on the processing of the subsequent stimuli is reduced (cf. also Shulman et al. 1985).
Moreover, as assumed by the model, the activation patterns of stimuli at different spatial
positions can not only overlap in space and time, but the activation can accumulate, that is,
it can result in an increase in the activation pattern of the second stimulus.

To conclude, we suggest that the kappa effect, a temporal phenomenon indicating that
the perceived duration of interstimulus intervals is influenced by the spatial configuration of
stimuli, results from a spatial and temporal priming of the subsequent stimuli by preceding
ones via overlapping activation patterns. The suggested account is a general framework
that is not limited to the kappa phenomenon but can also be applied to other phenomena
observed with stationary as well as moving stimuli.
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Tübingen (Germany): Laupp.

Zöllner, F. (1862). Ueber eine neue Art anorthoskopischer Zerrbilder [About a new kind
of anorthoscopic distorted figures]. Annalen der Physik. Poggendorfs Annalen 117:
477–484.





Part III
Temporal phenomena: binding and asynchrony





13

Dynamics of visual feature binding

colin w. g. clifford

Summary

This chapter is concerned with the temporal aspects of visual binding. In particular, it con-
centrates on findings from studies of perceptual asynchrony between stimulus features and the
temporal resolution of feature binding. I review the circumstances in which perceptual asyn-
chronies are apparent versus those in which they are not. I argue that the existing data cannot
be accounted for simply by a characteristic latency difference in the processing of different
visual attributes (Moutoussis & Zeki 1997a,b) or by a scheme of temporal markers at salient
stimulus transitions (Nishida & Johnston 2002). Instead, I outline a potential mechanism based
on feedback from higher visual areas to primary visual cortex to account for the dynamics of
binding color with orientation and direction of motion.

13.1 Introduction

How is the content of our conscious visual experience related to neural processing? Is our
visual awareness an online monitor of visual processing, or do interpretative processes
intervene to give conscious visual experience a postdictive quality? In the words of William
James, “A succession of feelings, in and of itself, is not a feeling of succession. And
because, to our successive feelings, a feeling of their own succession is added, that must
be treated as an additional fact requiring its own special elucidation” (James 1890). But
what is the nature of this “additional fact”? The simplest account would seem to be that
the perceived sequence of events is directly related to the amount and duration of neural
processing needed to achieve conscious experience (Jeannerod 1992). However, according
to Dennett and Kinsbourne (1992), the experienced sequence of events is not simply a
direct reflection of perceptual latencies but rather a product of the brain’s “interpretative
processes.”

Although issues such as these have traditionally been the province of philosophers,
recent visual psychophysical studies have opened them up to empirical investigation. Here
I present a selective review of these studies in the context of visual feature binding and
propose an account of the relationship between the dynamics of our subjective visual
awareness and the time course of the underlying neural processes.

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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13.2 Modularity and binding

Substantial evidence indicates that the processing of visual information in extrastriate cortex
is to some extent modular in character (see Zeki 1993). For example, primate area MT/V5
contains a high proportion of direction-selective cells that show only weak chromatic input
(Seidemann et al. 1999) as one might expect from a motion-processing module. According
to Bartels and Zeki (1998), Zeki and Bartels (1998, 1999), and Zeki (2003), activity within
such cortical processing modules generates a “micro-consciousness” for the attribute for
which that module is specialized, such that there are a number of functionally specialized
microconsciousnesses corresponding to the activity of cells within different processing
systems. So area MT/V5, for example, would be considered not just the motion-processing
center in primate visual cortex but also the motion perception center. In this way, the neural
activity underlying conscious visual perception would be spatially distributed across the
various processing structures within the visual cortex.

If these microconsciousnesses operate essentially autonomously, as Zeki and Bartels
(1998) propose, then how might they remain in temporal registration so that, at any given
moment, activity across the visual cortex refers to the same temporal snapshot of the visual
world? Here, Zeki and Bartels (1998) make a controversial proposal – perhaps there is no
mechanism of temporal registration. Perhaps, instead, each microconsciousness operates
with its own characteristic latency such that, at any given instant, the contents of the
different microconsciousnesses represent temporally distinct snapshots of the visual world.
If this were the case, visual consciousness would be distributed across the cortex not only
spatially but also temporally, with each microconsciousness operating asynchronously from
the others.

Modularity brings with it a binding problem. If different attributes of a scene are pro-
cessed by relatively autonomous processing modules, then how is the information provided
by these modules “bound” together to give rise to the experiential unity of visual conscious-
ness? The Zeki and Bartels (1998) proposal suggests that the dynamics of binding the neural
activity generating different microconsciousnesses should depend at least in part upon the
dynamics of processing in the modules whose activity is being bound. If, for example, color
and motion were processed in different modules, each with a characteristic processing time,
then the perceptual binding of color and motion should show an asynchrony characteris-
tic of the differential processing latency between the two attributes (Moutoussis & Zeki
1997b).

13.3 A psychophysical paradigm to study the dynamics of visual binding

The idea of a temporally distributed consciousness was motivated in large part by psy-
chophysical findings from Moutoussis and Zeki (1997a,b) that appear to demonstrate an
asynchrony between the perception of color, motion, and orientation. In their experimental
paradigm, two stimulus attributes, such as motion and color, vary periodically over time
between two states (e.g., up and down for motion; red and green for color). The rate of
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Fig. 13.1 (a) Schematic of stimulus sequence used to study visual binding. A single stimulus alternates
between two colors (e.g., red [R] and green [G]) and two directions of motion (e.g., up and down).
The alternations in color and motion have the same period, but their relative phase, ϕ, can vary from
trial to trial. Subjects make a forced-choice judgment as to which color is paired predominantly with
which direction of motion. (b) Example data for visual binding of color and motion (Clifford, Spehar,
& Pearson 2004). Data points represent the proportion of trials a given color and direction (see
scale to right of vertical radial axis) were paired together at each of thirty values of ϕ. The centroid
representing perceptual synchrony is close to a phase of 90 deg (corresponding to 125 msec for the
oscillation period of 500 msec), even though at this phase there is no physical correlation between
color and direction of motion.

oscillation of each stimulus attribute is the same (e.g., 1.0 Hz), but the relative phase (ϕ) of
the oscillations varies from trial to trial (Fig. 13.1(a)).

When ϕ = 0 deg, color changes in phase with motion so that upward motion is physically
paired with red and downward with green. In this case the correlation (ρ) between upward
motion and the color red is 1. When ϕ = 180 deg, the changes are still physically syn-
chronous but the pairing is reversed (ρ = −1). When ϕ = 90 deg or 270 deg the changes
between color and motion are perfectly out of phase (ρ = 0). In a forced-choice task, sub-
jects are required to report which of the two motion states coexist with a particular color
state, for example, which way red is going. To establish if there is an asynchrony between
the perception of color and the perception of motion, the proportion of times that red is
reported as going upward is recorded as a function of the relative phase, ϕ. If the temporal
binding of color and motion is veridical, then the distribution of reported coexistence of
upward motion and red color will be centered on ϕ = 0 deg. If an asynchrony exists between
the perception of one attribute relative to the other, the distribution will be shifted in phase
(Fig. 13.1(b)).

Moutoussis and Zeki (1997a) found that subjects’ responses were centered on a phase
difference of 39 deg for an oscillation period of 716 msec, showing that, on average,
color was perceived ahead of motion by 78 msec. They interpreted the apparent latency in
perception of motion relative to color as evidence of a latency difference in the processing
of motion relative to color. However, the interpretation of these results in terms of a
differential latency in processing is controversial for several reasons. First, a processing
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lag of motion behind color appears to contradict neurobiological evidence suggesting
that, if anything, motion should be processed faster than color (Schiller & Malpeli 1978;
Munk et al. 1995). Second, the existence of interattribute perceptual asynchronies depends
on task and stimulus parameters (Arnold & Clifford 2002; Bedell et al. 2003; Clifford
et al. 2003; Clifford, Spehar et al. 2004). For example, reaction times to changes in color
and motion have been reported not to differ (Barbur et al. 1998; Nishida & Johnston
2002). Third, processing time may not correlate directly and invariantly with perceived
time of occurrence (Johnston & Nishida 2001). Instead, it is possible that simultaneous
neural activity might be consciously experienced as being representative of events that
have occurred at different times (Dennett & Kinsbourne 1992), as has been proposed for
the flash-lag illusion (Eagleman & Sejnowski 2000).

13.4 Using adaptation to probe the dynamics of the processes underlying binding

The use of subjective reports to examine asynchronies in the perception of different visual
attributes cannot reveal whether the root of the asynchronies lies in a differential latency for
processing, say, motion relative to color, or whether it is a result of subsequent interpretative
mechanisms. Arnold et al. (2001) examined this issue by making use of the “psychologist’s
microelectrode” adaptation (Frisby 1980). Adaptation has traditionally been used to investi-
gate the mechanisms of sensory coding (e.g., Clifford 2005), although recently its utility as
a technique to investigate the neural correlates of visual consciousness has become widely
recognized (He et al. 1996; Humphrey & Goodale 1998; He & MacLeod 2001; Rajimehr
2004; Shady et al. 2004; Blake & He 2005).

To probe the dynamics of color and motion processing, Arnold et al. (2001) used as a
tool the motion aftereffect (MAE; Mather et al. 1998). The MAE is a result of prolonged
viewing of a pattern in constant motion. The MAE is such that a subsequently viewed
static pattern appears to drift in the direction opposite to the motion of the adapting pattern.
The direction of the MAE can be made contingent upon the color of the moving stimulus
giving rise to the color-contingent MAE (Favreau et al. 1972). For example, after prolonged
exposure to red and green patterns moving in opposite directions, a stationary red pattern
will appear to move in the direction opposite to the adapting motion of the red pattern while
a stationary green pattern will appear to move in the direction opposite to the adapting
motion of the green pattern.

The adapting and test stimulus used by Arnold et al. (2001) was a radial grating presented
in a circular aperture. In the adaptation phase, the duty cycle was similar to that used by
Moutoussis and Zeki (1997a) in that both the direction of motion and color reversed peri-
odically (at 1.0 Hz). Motion alternated between clockwise and counterclockwise rotation,
whereas the color of the grating changed from red–black to green–black. By correlating
color states disproportionately with two directions of motion in the adapting stimulus,
color-contingent MAEs were produced and measured as a function of the range of physical
correlations (relative phases were sampled in steps of 36 deg). The initial adaptation period
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Fig. 13.2 Signed magnitude of color-contingent motion aftereffect as a function of the phasic rela-
tionship in the adapting stimulus for (a) subject DA (b) subject CC. Data are replotted from Arnold
et al. 2001. Aftereffect magnitude is represented as distance from the origin. Aftereffect direction is
indicated by the color of the data point (e.g., dark/light gray data point on horizontal axis represents
aftereffect to an adapting phase of 0/180◦). Data have been fitted with a sinusoid using three free
parameters (phase, amplitude, and a constant bias term). Dark and light gray portions of the curve
show the fit to the dark and dark and light gray data points, respectively. For both subjects, the best
fitting sinusoid is shifted in phase (oblique line) from physical synchrony (phase of 0◦) in a manner
consistent with a processing advantage for color over motion.

was 5 min, with a further 4 sec of top-up adaptation after each trial. Only one phasic
relationship of the adapting stimulus was used within any one run, and each top-up adapta-
tion period commenced at a random point within the stimulus sequence to ensure that any
aftereffects could not be a result of a systematic point of offset of the adapting stimulus.

In the test phase, subjects were required to indicate the direction of motion of a red–black
or green–black grating rotating slowly either clockwise or anticlockwise. Psychometric
functions were then fitted separately to the data for the two different color gratings to give
measures of the speed of subjective stationarity for each. The strength of the contingent
aftereffect was taken to be the difference between the signed speeds of subjective stationarity
for the two colors minus any difference evident from an unadapted baseline condition.

Measuring aftereffect strength as a function of relative stimulus phase, ϕ, allowed esti-
mation of the processing asynchrony between color and motion from the centroid of the
distribution of contingent aftereffects. If color and motion were processed synchronously,
the distribution should be centered on ϕ = 0 deg. The centroids of the data from the two
subjects were at 21 deg and 33 deg, with color leading motion (Fig. 13.2). As the period
of one cycle (360 deg of phase) was 1 sec, this phase difference corresponds to processing
advantages for color of approximately 75 msec, comparable to the perceptual asynchronies
typically observed between color and motion.

The finding that implicit processing manifests a similar asynchrony to conscious report
argues against the theory that apparent perceptual asynchronies could be due entirely to
attentional shifting (Enns & Oriet 2004) or other cognitive factors. Instead, it is consistent
with the existence of a direct relationship between the perceived timing of events and the
dynamics of the underlying neural processing.
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Fig. 13.3 Perceptual asynchrony between color and motion as a function of the magnitude of the
change in direction between alternating motions. Data from (a) subjects DA (circles) and CC (squares)
and (b) eight subjects naı̈ve to the purposes of the study. Asynchrony was shown to vary systematically
as a function of the magnitude of the direction change with the largest asynchrony occurring for
changes of 180 deg (Arnold & Clifford 2002).

13.5 Determinants of perceptual asynchrony between color and motion:
angle of direction change

Further evidence for a close link between the time course of perceptual processing and
explicit perception comes from studies by Arnold and Clifford (2002), Bedell et al. (2003),
and Clifford, Spehar et al. (2004). As in the Moutoussis and Zeki (1997a,b) studies,
color was paired with motion. However, instead of always alternating between motion in
opposite directions, the angular difference between the two motions was varied. These
studies found the perceptual asynchrony between color and motion to be greatest for
alternation between opposite motions (Fig. 13.3). The psychophysical studies suggest that
perceptual asynchronies between color and motion reflect a difference in the dynamics of
the underlying processing difference due in part to opponent motion inhibition.

The dependence of perceptual asynchrony on the angular difference between alternating
directions of motion poses a problem for temporal marker accounts (see Nishida & Johnston,
this volume) because it is not clear why the position of a temporal marker signaling a given
direction of motion should depend on the magnitude of the preceding direction change.
Instead, it is consistent with a delayed response to motion following direction change due
to direction-selective inhibitory mechanisms (Arnold & Clifford 2002; Bedell et al. 2003;
Clifford, Spehar et al. 2004). According to this account, the perceptual lag of motion relative
to color is greater for 180 deg than lesser direction changes because of opponent motion
inhibition. Although directional tuning of inhibition has been measured in macaque area
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Fig. 13.4 Space–time plots of stimuli alternating in contrast polarity and direction of motion used by
Clifford, Spehar, and Pearson (2004). (a) Dots oscillate from the same initial phase within a given
duty cycle, all undergoing the same reversal in direction of motion at the same time. (b) Half of the
dots start at one point in the duty cycle, with the rest starting at the opposite phase. All the dots change
in a given attribute at the same time (e.g., for motion, half change from left to right while the other
half change from right to left). It is interesting to note that in the space–time plots, as in the moving
stimuli themselves, there is a much stronger tendency for the trajectories of a given contrast and
orientation in space–time (velocity) to group together perceptually for the stimulus in (b), overriding
the perception of individual dot trajectories alternating in direction of motion. In the moving stimulus,
this grouping corresponds to the perception of motion transparency.

MT for simultaneously presented motions (Snowden et al. 1991), the physiological basis
of any such effect in the temporal domain remains uncertain.

13.6 Determinants of perceptual asynchrony between color and motion:
motion transparency

Motion transparency is observed when, for example, patterns of dots moving in opposite
directions are superimposed. The percept is one of two sheets of dots sliding transparently
across one another (van Doorn & Koenderink 1982). Several recent studies have investigated
the relationship between the perception of motion transparency and the binding of color
and motion (Clifford, Spehar et al. 2004; Moradi & Shimojo 2004; Wu et al. 2004; Arnold
2005). The basic stimulus used by Clifford, Spehar et al. (2004) was a field of random dots
that alternated between leftward and rightward motion with a period of 500 msec. The dots
also alternated in contrast polarity or color relative to the uniform gray background with
the same period. The relative phase of the contrast changes and the motion changes was
varied to allow measurement of the perceptual asynchrony, just as in the Moutoussis and
Zeki (1997a,b) studies described earlier.

In all previous studies, dots oscillated from the same initial phase within a given duty
cycle, all undergoing the same reversal in direction of motion at the same time (Fig. 13.4(a)).
Clifford, Spehar et al. (2004) introduced a condition in which half of the dots started at
one point in the duty cycle, with the rest starting at the opposite phase (Fig. 13.4(b)). Here
the perceptual asynchrony nearly vanished, amounting to 20 msec or less. In the latter
condition, both contrast polarities and both directions of motion are present at all times,
and the percept is one of motion transparency (Kanai et al. 2004) such that dots moving in
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Fig. 13.5 The effect on perceptual color–motion asynchrony of dividing the stimulus into strips
(Clifford, Spehar, & Pearson 2004). (a) Schematic of stimulus divided into strips parallel to the axis
of motion. Dots in alternate strips started at opposite phases in the same duty cycle. Thus, on any given
frame, dots in alternate strips differed in both color and direction of motion. (b) Measured perceptual
asynchrony for two observers as a function of strip width for dots changing color between red and
green or black and white. The stimulus subtended 10 × 10 deg of visual angle, so a strip width of
10 deg corresponded to a homogeneous stimulus. Symbols at the far left of each graph represent the
results from trials where dots starting at opposite phases in the duty cycle were spatially interleaved
rather than divided into strips.

a given direction are perceptually grouped together, overriding the perception of individual
dot trajectories alternating in direction of motion.

As well as varying the distribution of initial phases across dots, Clifford, Spehar et al.
(2004) investigated other ways to manipulate the perception of transparency in oscillating
dot displays. In one experiment, all dots again alternated between leftward and rightward
motion and between light and dark, with one half having one phase and the other half
having the opposite phase. However, instead of their spatial arrangement being entirely
random as in the previous experiment, the two groups of dots were arranged in alternating
horizontal strips (Fig. 13.5). At large strip widths, the different phase relationships caused
the strips to segment perceptually. When the strips were narrow, dots in nonadjacent strips
but moving in the same direction grouped together, and the stimulus was perceived as
two transparent surfaces moving in opposite directions (van Doorn & Koenderink 1982).
For wide strips, perceptual asynchrony was considerable (around 100 msec). However, the
asynchrony decreased as strip width was reduced and was again nearly abolished for strip
widths less than 2 deg (about the width of a foveal MT receptive field; Albright & Desimone
1987). Manipulations of stereoscopic disparity and relative speed were also used to create
and abolish transparency, and again perceptual asynchrony greatly diminished whenever
transparency occurred.

The phenomenology of color–motion binding presents us with an apparent paradox.
When all dots oscillate in phase (Fig. 13.4(a)), binding color and motion might seem trivial.
For example, one might imagine the visual system taking an instantaneous “snapshot”
of the stimulus attributes to recover the actual pairing of color and motion. However,
in this situation Clifford, Spehar et al. (2004) found that perceptual asynchrony is both
largest and most variable (within subjects), indicating that the problem of binding color
and motion is far from straightforward. Conversely, when the dots oscillate at different
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phases (Fig. 13.4(b)), the binding problem might appear to be at its hardest. Any snapshot
of stimulus attributes would contain both colors and both directions of motion. But in
this case there is little or no perceptual asynchrony, and the task seems almost effortless.
How, then, might the binding problem between color and motion be solved in transparent
motion?

13.7 A role for feedback in binding color and motion

The stimuli used by Clifford, Spehar, et al. (2004) were constructed to be identical at the
level of individual dots, so spatial pooling of similar motion signals would be required
to differentiate coherent from transparent motion. Although neurons in V1 show little
or no difference in their response to coherent versus transparent motion, marked response
differences are evident in MT (Snowden et al. 1991; Qian & Andersen 1994) where receptive
fields are larger (Albright & Desimone 1987). Indeed, it is probably because both directions
of motion occur within a single MT receptive field, but not within a single V1 receptive
field, that the stimulus appears transparent (Qian & Andersen 1994; Qian et al. 1994a,b).
Consequently, the spatial resolution necessary for accurate binding of color and motion for
individual dots in transparent motion has been lost by the time visual information reaches
MT. Thus, if the mechanisms of motion transparency facilitate perceptual binding, the
mechanism of this facilitation would appear to involve the feedback of information from
MT to cortical areas with higher spatial resolution such as V1. Such feedback connections
have been shown to exist anatomically (Shipp & Zeki 1989) and have been proposed to be
involved in perceptual binding (Hochstein & Ahissar 2002) and in gating the contents of
visual awareness (Pascual-Leone & Walsh 2001).

Feedback is envisaged to play a role in binding color and motion as follows (Fig. 13.6(a)).
Signals from early cortical neurons selective for local image motion are transmitted to
modular extrastriate areas where they are grouped into sustained surface representations
on the basis of the common motion they represent. These areas feed back signals to earlier
neurons that share their selectivity for motion. In this way neurons in early cortex are
reciprocally associated with the maintained extrastriate representation of the motion-defined
surfaces to which they contribute. This reciprocal association serves to bind the chromatic
tuning of neurons in early cortex to the motion-defined surfaces to which they contribute.
For example, attentional selection of a particular surface in turn selects the neurons in
early cortex associated with that surface. These neurons feed into higher color-processing
areas whose activity determines the perceived surface color. This account is somewhat
speculative. For example, physiological evidence suggests that V1 neurons selective for
both color and motion are comparatively rare (Horwitz & Albright 2005). However, it does
at least offer a mechanism through which the binding problem between color and motion
might be solved for transparent motion.

How would such an account predict the existence of marked perceptual asynchronies
between color and motion when all dots oscillate in phase? A stimulus with all dots
oscillating from the same initial phase (Fig. 13.4(a)) would be expected to give rise to phasic
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Fig. 13.6 Schematic illustrating the proposed role of extrastriate feedback in the binding of (a) color
and motion during motion transparency and (b) color and orientation during temporal transparency.
Signals from early cortical neurons selective for local image motion/orientation are transmitted to
modular extrastriate areas where they are grouped into sustained surface representations. These areas
feed back signals to earlier neurons, which share their selectivity for motion/orientation. In this way
the chromatic tuning of the responsive neurons in early cortex is bound to the motion-/form-defined
surfaces, determining their perceived color.

responses in populations of motion-selective neurons as found in area MT, corresponding
to the dynamic formation and dissolution of motion-defined surface representations. These
phasic responses would be subject to directional inhibition such that the response latency to
a new direction of motion would be a function of the magnitude of the preceding direction
change, delaying the formation of each new surface representation. Feedback from motion-
selective areas to early visual cortex would then be similarly delayed relative to chromatic
signals due to directional inhibition, giving rise to an asynchrony between the perception
of the motion-defined surface and the color to which it is bound. However, when not all
dots oscillate from the same initial phase (Fig. 13.4(b)), the responses of motion-selective
populations should be more or less constant (Snowden et al. 1991; Qian & Andersen 1994),
corresponding to the maintained representation of two transparent motion-defined surfaces.
The feedback of a constant signal should not bias the temporal binding of color and motion,
which would thus be close to veridicality.
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A role for feedback to V1 is also consistent with the asynchrony evident in the color-
contingent MAE (Arnold et al. 2001). Although the neural loci of the mechanisms mediating
the various forms of contingent adaptation are not certain, the color-contingent MAE shows
little or no interocular transfer (Favreau et al. 1972; Mayhew & Anstis 1972) and can be
elicited by adaptation to a locally paired opposite-motion dot display (Blaser et al. 2005),
suggesting that it probably reflects changes in the activity of cells in V1. If extrastriate areas
use feedback to V1 to “gate” their inputs, then the timing of this gating might be important
for adaptation of “double-duty” units in V1 selective for both the color and direction of
motion of the stimulus.

13.8 The dynamics of binding color and orientation

Early studies concerning the perception of stimuli alternating in color and orientation
yielded apparently contradictory results, prompting conflicting interpretations. Using the
psychophysical paradigm described previously, Moutoussis and Zeki (1997b) found a
perceptual asynchrony between color and orientation of around 63 msec, with color leading.
This was taken as evidence that different processing systems for color and orientation
create their corresponding percepts independently and with different delays (Moutoussis
& Zeki 1997b; Zeki & Bartels 1998). However, it was subsequently reported that color
and orientation can be correctly paired at oscillation rates of up to 18.8 Hz (Holcombe
& Cavanagh 2001), corresponding to a period of 53 msec. Given that a processing delay
of one-quarter of a temporal cycle or more would lead to systematic errors in pairing,
this would seem to place an upper bound of around 13 msec on the time by which the
processing of color could lead that of orientation. Instead, Holcombe and Cavanagh (2001)
proposed that color and orientation are coded in combination explicitly by early stages of
the visual hierarchy. The initial empirical evidence therefore seemed to provide a paradox
between an apparent temporal advantage for color relative to orientation (Moutoussis &
Zeki 1997b) and the ability to pair in-phase oscillations in color and orientation at high
rates of alternation (Holcombe & Cavanagh 2001).

Clifford et al. (2003) investigated the dynamics of binding color and orientation using
the method of Moutoussis and Zeki (1997a,b) but systematically varying the period of
stimulus alternations (Fig. 13.7). For the shortest period examined, 100 msec, the measured
perceptual asynchrony for all three observers was less than 10 msec, with any asynchrony
tending to be a lead of orientation over color. However, at the longest period (1 sec) the
perceptual asynchrony was around 50 msec, with color leading orientation. Thus, at slow
alternation rates, Clifford et al. (2003) found a perceptual asynchrony of the same sign
(color leading orientation) and similar magnitude to that reported by Moutoussis and Zeki
(1997b). But this asynchrony was not evident at faster alternation rates, consistent with the
finding of Holcombe and Cavanagh (2001) that correct pairing of alternating colors and
orientations is possible at rates of nearly 20 Hz.

How can we reconcile these findings? If the perceptual asynchrony were due to a differ-
ence in the characteristic processing latencies of color and orientation (Moutoussis & Zeki
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Fig. 13.7 Measurements of the perceptual asynchrony between color and orientation for three subjects
as a function of oscillation period (Clifford et al. 2003). Positive values indicate a perceptual lead of
color over orientation.

1997b), then it should also be evident at high alternation rates, which is clearly not the case
(Holcombe & Cavanagh 2001; Clifford et al. 2003). On the other hand, if correct pairing
of color and orientation at high alternation rates is a consequence of their being coded in
combination early in the visual hierarchy (Holcombe & Cavanagh 2001), then how are we
to account for the existence of considerable perceptual asynchronies at slower alternation
rates (Moutoussis & Zeki 1997b; Clifford et al. 2003)?

13.9 A role for feedback in binding color and orientation

Physiological and psychophysical evidence suggest that color and orientation are coded
in combination at the earliest levels of cortical processing (Johnson et al. 2001; Forte
& Clifford 2005). However, binding of color and orientation at this early level need not
necessarily rule out a contribution of feedback from higher visual areas. Propagation of
signals from one area to another takes a finite amount of time and is likely to add temporal
variability (although see Shadlen & Newsome 1998). Consequently, the temporal profile of
the signals reaching and returning from higher visual areas might be expected to resemble
delayed and dispersed (low-pass filtered) versions of the temporal stimulus waveform. I
propose that interattribute binding is supported by early cortical mechanisms selective for
both color and orientation but that the dynamics of this binding are influenced by feedback
from higher visual areas (Fig. 13.6(b)) in a similar way to the binding of color and motion
(Fig. 13.6(a)).

A stimulus alternating in color and orientation would be expected to give rise to phasic
responses in populations of orientation-selective neurons along the visual hierarchy. At the
higher levels of the visual hierarchy, this phasic activity might correspond to the dynamic
formation and dissolution of orientation-defined surface representations. Propagation of
orientation information up to higher visual areas would delay the formation of each new
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surface representation. Feedback from these higher areas to early visual cortex would
then introduce a further delay relative to the chromatic signals, giving rise to an asynchrony
between the perception of the orientation-defined surface and the color to which it is bound.
However, at high alternation frequencies (faster than about 8 Hz), the percept of alternating
oriented patterns gives way to one of temporal transparency (Holcombe 2001; Holcombe
& Cavanagh 2001), whereby the two gratings are experienced as coexisting in space and
time. Similar to motion transparency (Snowden et al. 1991; Qian & Andersen 1994), this
temporal transparency may be the result of maintained representations of two orientation-
defined surfaces at higher levels of the visual system. If the responses of these higher-level
orientation-selective populations are indeed more or less constant, then feedback from this
level should not bias the temporal binding of color and orientation, which would thus be
close to veridicality as is the case empirically at alternation rates of around 10 Hz (Clifford
et al. 2003).

In the case of a visual attribute, such as global form, that can be extracted with high
temporal resolution (Clifford, Holcombe et al. 2004) but is not represented in early visual
cortex, this account correctly predicts that high temporal resolution binding with color is
not possible. Instead, binding of the global form in alternating Glass patterns with the
color of the constituent dots is limited to rates no greater than 4–5 Hz (Clifford, Holcombe
et al. 2004). Such low temporal resolution binding is presumably mediated by alternative
mechanisms not reliant upon early conjunctive coding of attributes.

13.10 A general role for feedback in visual feature binding?

The previous sections have proposed a role for the feedback of information from extrastriate
cortex to V1 in the binding of motion and orientation with color. In each case, color has
been assumed to take on a secondary role, with the magnitude of the perceptual asynchrony
essentially determined by the dynamics of processing and transmitting information about
motion- or orientation-defined surfaces. However, a systematic perceptual asynchrony is
also evident in the binding of motion and orientation (Moutoussis & Zeki 1997b; Viviani
& Aymoz 2001). Indeed, the magnitude of the motion–orientation perceptual asynchrony
has been reported to be approximately equal to the difference in perceptual asynchronies
between motion color and orientation color (Moutoussis & Zeki 1997b). This suggests that
the magnitude of the perceptual asynchrony is related to some aspect of the relative speed
of processing of the attributes being bound. In the context of the proposed role of feedback
in visual feature binding, it would seem arbitrary to assume that orientation would take on a
primary role when bound with color but a secondary role when bound with motion. Instead,
it would seem more parsimonious to suggest that both visual attributes to be bound are
capable of gating the activity of their V1 afferents through feedback, but that the dynamics
of this feedback process vary between attributes. The previous sections have ignored the
dynamics of chromatic processing, implicitly assuming its effect on perceptual asynchrony
is negligible compared to the effects of motion and orientation. Whether this assumption is
ultimately valid is a question that should be amenable to physiological investigation.
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13.11 Conclusion

In this chapter I have discussed the relationship between the dynamics of visual feature
binding and the time course of the corresponding neural processes. Psychophysical studies
of perceptual binding between pairs of colors and directions of motion reveal effects of
angle of direction change and motion transparency that can be related to opponent motion
inhibition. Further evidence of a strong link between the dynamics of visual processing
and the time course of visual perception comes from work using contingent adaptation as
a metric of interattribute binding, complementing studies relying exclusively on subjective
perceptual report. Diagnostic to the mechanisms of perceptual binding is the observation
that color and orientation can be correctly bound at high rates of temporal alternation
even though a systematic temporal bias in their binding is evident at longer periods.
A mechanistic account of the dynamics of binding color with direction of motion and
orientation is proposed that ascribes a central role to feedback from extrastriate areas to
early visual cortex. This account relies upon the high temporal fidelity of responses in early
visual cortical areas to enable high temporal resolution binding. The systematic temporal
biases observed at longer alternation periods are attributed to temporal aspects of processing
in extrastriate areas. The interaction of these areas in dynamically binding visual features
is proposed to be mediated by feedback from the relatively modular extrastriate areas to
neurons in early visual cortex that encode multiple attributes in combination. Within this
framework, the experienced sequence of events is not simply determined by the latencies of
bottom-up perceptual processing but is also influenced by the dynamics of feedback from
higher-level interpretations of the stimulus in terms of surface representations.
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How does the timing of neural signals map
onto the timing of perception?

david m. eagleman

Summary

Different features of stimuli are processed in the central nervous system at different speeds.
However, such neural time differences do not map directly onto perceptual time differences.
How the brain accounts for timing disparities to correctly judge the temporal order of events in
the world is the temporal binding problem. I weigh physiological data against new psychophys-
ical findings both within and between modalities. The essence of the paradox is that the timing
of neural signals appears, at first blush, too variable for the high accuracy of the psychophysical
judgments. I marshal data indicating that ∼80 msec is an important duration in perception and
make the novel suggestion that this number is directly mirrored in the physiology. In recordings
from several areas of the primate visual system, the difference between the slowest and fastest
latencies based on luminance contrast is 80 msec. If the rest of the brain wants to time outside
stimuli correctly, it must account for the fact that the earliest stages of the visual system spread
signals out in time. I suggest that the brain waits for the slowest information to arrive before
committing to a percept. This strategy only applies to visual awareness; in contrast, the motor
system may form its reactions based on the first incoming spikes.

14.1 Introduction

One goal of modern neuroscience is to relate physiological data to perception (Eagleman
2001). How do spikes recorded from single neurons map onto object recognition, brightness
perception, or timing judgments? Despite decades of work, there are few good theories
uniting the wetware to the perception, and we currently cannot build machines that are
visually aware. This chapter attempts to ferret out some relationships between the two
domains that can guide our search. My strategy is to come at the problem from the point of
view of time. If we can find parallels in the temporal relationships between the physiology
and the psychophysics, this may open new inroads into their interaction.

Nervous systems face the problem of feature binding – that is, keeping features of an
object perceptually united such that, for example, the redness and squareness do not bleed
off a moving red square (Crick & Koch 1990; Engel et al. 1992). The fact that feature binding
is usually performed correctly would not come as such a surprise were it not for our modern
picture of the mammalian brain, in which different kinds of information are processed in
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c© Cambridge University Press 2010.
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different neural streams. Binding requires coordination not only among different modalities
(vision, audition, olfaction, etc.) but also among different features within a modality (in
vision, e.g., color, motion, form identification).

But there is a deeper challenge the brain must tackle, without which feature binding
would rarely be possible. This is the problem of temporal binding: the assignment of the
correct timing of events in the world. The challenge here is that different stimulus features
move through different processing streams – and are processed at different speeds. I will
draw on electrophysiological data that follow to demonstrate this point. The brain must
account for speed disparities between and within its different sensory channels if it is to
accurately determine the timing relationships of features in the world.

Many discussions of neural function tacitly rest on the assumption that awareness (what
the subject reports) is an online phenomenon, coming about as soon as the leading edge of
the represented stimulus reaches a “perceptual end-point” (Zeki & Bartels 1998a). However,
many demonstrations in the literature suggest that awareness is not an online phenomenon
but is instead delayed (Kolers & von Grunau 1976; Dennett 1991; Kinsbourne 1993;
Bachmann 1994; Pessoa et al. 1998; Eagleman & Sejnowski 2000a,b,c, 2003, 2007; Eagle-
man 2008). That is, perceptions are retrospectively attributed after the brain has gathered
information from a window of time around an event. I will argue here that this postdictive
framework is a necessary component to any theory of awareness and of its necessity to
solve the temporal binding problem. I will then discuss what this illuminates about the
physiology.

In this chapter I draw mainly on data from the visual system, but the framework proposed
here applies to all modalities, and I will give examples where available. I will sketch the
relevant neurophysiology of the visual system, illustrating that signals reflecting different
stimulus features move through the system at different times. This leads us to ask how
visual perception ever gets the timing correct. I will ask why some optical illusions exist
and why others do not. Finally, I will suggest that temporal binding can be accomplished
via a window of delay that allows for more slowly processed information to participate
in the interpretation. In other words, the brain waits to collect the slowest signals. I draw
on neurophysiologic measures to suggest that this window should be about 80 msec. This
window of delay means that awareness is postdictive, incorporating data from a window of
time both before and after the event and delivering a retrospective interpretation of what
happened (Eagleman & Sejnowski 2000a,b,c; Eagleman 2008). Postdiction is the opposite
of prediction, which is the act of extrapolating into the future to guess about events that
have not yet happened. I conclude with a discussion of how signals can be delayed and
aligned in neural tissue.

14.2 Physiology of the visual cortex

A measure of increasing importance to physiologists is the latency of a neuron’s response:
how much time passes between the onset of a stimulus and a cell’s first measurable response
to it. Figure 14.1 shows that latencies are surprisingly variable across different parts of the
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brain – in this case, across different areas of the visual system (Schmolesky et al. 1998).
When a stimulus appears in the outside world, the response in the brain is smeared out
over a large window. Think of Paul Revere and his colleagues spreading out in different
directions over the New England landscape to deliver a message. Some riders are fast,
others slow. Almost all of them inspire other riders to saddle up and ride off in different
directions. As a result, the colonialists do not all get the message at once; it percolates at
different rates to different streets in different townships. As can be seen in Fig. 14.1, there
is also a good deal of trial-to-trial variability within a single neuron: in other words, each
time you rerun history, each horseman may ride faster or slower than the last time.

What is mysterious about this physiology is the fact that humans have quite good
resolution when making temporal judgments. For example, two visual stimuli can be
accurately deemed simultaneous to 5-msec resolution, and their order can be assessed with
20-msec resolution (Hirsh & Sherrick 1961). How do the colonies conclude exactly when
the British arrived, given the spread of signals in different locations? I will address this
paradox by focusing on a well-studied example – the effect of intensity on latency – to drill
down to the bottom of the mystery.

14.3 Contrast differences lead to latency differences

Latencies can be modulated in a specific reliable manner by changing the intensity of a
stimulus. For example, in a study by Maunsell and colleagues, a monkey sat in a dark room
and was sporadically presented with a flash (Maunsell et al. 1999). The flash ranged in
luminance from low (0.43 cd/m2) to high (28 cd/m2). Figure 14.2(a) shows the response
of cells in dorsal lateral geniculate nucleus (dLGN), a midpoint between the retina and
visual cortex. As can be seen from the figure, low-luminance stimuli cause smaller, and
later, responses than higher luminance stimuli. This conclusion holds irrespective of the
measure of latency (time to onset, half-peak, or peak; Fig. 14.2(b)). In other words, at the
early stages of the visual system, even before reaching visual cortex, signals are already
becoming spread out through time based on stimulus properties.

This fact is true in primary visual cortex as well. The contrast of an oriented bar changes
the response latency of neurons in V1 (Fig. 14.2(c)) (Gawne et al. 1996). In higher visual
areas, such as STS, stimulus contrast is the major factor affecting response latency, inde-
pendent of the response magnitude (Oram et al. 2002).

These data raise a critical question: What does this temporal spread based on intensity
mean for perception? Let’s look at a few possibilities.

14.4 The online hypothesis

The first possibility we will consider is a popular, enduring, and likely incorrect view. The
view is that neural latency differences between two stimuli will translate into perceptual
time differences (Purushothaman et al. 1998; Whitney & Murakami 1998; Zeki & Bartels
1998b; Patel et al. 2000; Whitney & Cavanagh 2000). I will refer to this as the latency
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difference or online hypothesis. Essentially, this position holds that differences in neural
latencies (as measured, say, in LGN or cortex, Fig. 14.2) map directly onto temporal
differences in perception. Take as an example two simultaneously appearing stimuli, X and
Y, each with different features. If stimulus X causes a cortical response before Y, the online
hypothesis states that it is perceived first. The online hypothesis immediately raises some
tricky questions (such as where, exactly, is the endpoint at which the rabbit and turtle are
compared?). But we’ll overlook those for the moment.

Because the online hypothesis is a seductive and pervasive habit of thinking, let’s take it
seriously for a moment. If it were true that stimuli were perceived online, that is, as soon
as the leading edge of information reached some finish line in visual cortex, then neural
correlates of perception would be easy to measure: whatever arrives in visual cortex first
is perceived first. But some simple thought experiments call the theory into question. We
will entertain the online hypothesis, show where it breaks down, and then take a look at its
alternatives.

First, if there were illusions from differential latencies from onset, we should expect to
suffer motion illusions each time we blink our eyes or turn on the lights. Following either
of these events, everything in the visual field has a simultaneous onset. Given that there are
bright and dim parts in the visual scene, wouldn’t we see illusory movement – the bright
areas of the room apparently moving toward the dim bits? It can be easily demonstrated for
oneself that this does not occur.

Next, present to yourself a series of photographs flashed rapidly in sequence: a house, a
tiger, a car, and so on. Even though each picture contains regions of low and high contrast,
it is rarely temporally confused – that is, one does not generally perceive the stripes of
the tiger on the house, the headlights on the tiger, and so on. Note that Intraub (1985)
reported a temporal dissociation during rapid serial visual presentation, but only for a
frame surrounding an outline drawing, and never for the contents of the drawing itself.

To give a more traditional psychophysical example, we turn to a series of optical illusions
that should exist but do not. To directly address the online hypothesis, I have engineered a
series of simple experiments, shown in Fig. 14.3. First, consider a vertical stack of squares
with differing contrasts that move (as a unit) horizontally back and forth across the field
of view (Fig. 14.3, top left). The online hypothesis predicts that, because the brightest
square enjoys the lowest latency, it may be perceived faster, whereas the dimmest square
is getting processed most slowly (and so on for the squares in between). Even though
the delay is constant, one might expect that the brightest square is always perceived at
a position well ahead of the dimmest, and the colinear squares may appear to become
noncolinear. However, all observers tested report that no such illusion occurs (n = 8). A
similarly negative result is obtained with spinning bars with gradient textures (Fig. 14.3,
bottom left). At all speeds tested, the bars appear solid, not curved or rubbery.

The theme is repeated with horizontally moving gradient squares (Fig. 14.3, top right). An
online model predicts the contraction or dilation of the squares, depending on their direction
of movement. That is, if the higher-contrast parts of the square have shorter latencies (and
thus faster perception, in the online view), then a bright leading edge and a dim lagging edge
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Fig. 14.3 Optical illusions that should exist but do not. Top left: A tower of four squares of dif-
fering contrast moves horizontally back and forth. An “online” interpretation of the physiology in
Fig. 14.2 would predict that higher contrast squares should appear to be ahead of lower contrast
squares. Instead, all observers report no illusion. The squares look vertically aligned, as they should
be. Bottom left: Bars with gradients spin clockwise. An online hypothesis would predict that the
bar does not look rigid. Again, the expected illusion does not occur. Top right: Two squares with
contrast gradients move back and forth horizontally. An online hypothesis would predict that the
square moving in the direction of its high luminance should look wider than the other square that
moves in the direction of low luminance, which should look narrower. The illusion does not obtain.
Bottom right: Same as above, but this time with a moving swarm of flashes. The flashes appear with
a gradient of luminances. As above, the online hypothesis predicts a shrinking or stretching of the
distribution in the direction of its motion, yet no such illusion occurs.

may appear to stretch out the distribution. Moving in the opposite direction, the square may
appear to contract. I constructed a demonstration using two squares with opposite gradients
for direct comparison to each other. As the squares moved back and forth, all observers
reported there is no perceptual illusion of stretching or shrinking. To rule out the possibility
that the deformation of the square was too small, I artificially stretched or constricted the
squares by the amount predicted by the physiology in Fig. 14.2(a), using the difference
between bright and dim signals (the details of this choice will be justified later). Subjects
were 100% accurate at detecting the artificially stretched or shrunken squares.

Perhaps one will argue that the edges of the squares give extra information. So in the final
demonstration, the moving squares were replaced with random dot distributions (Fig. 14.3,
bottom right). The dots were assigned luminances based on a horizontal gradient from low
to high. The dots flashed on and off, never appearing in the same relationship to one another,
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and the distribution as a whole moved horizontally back and forth. Again, the distributions
did not appear to stretch and shrink in relation to one another, as the online hypothesis
would have erroneously predicted. An artificially shrinking or stretching distribution was
easily detectable (see online demonstration).

Whatever other effects one might argue are occurring here (e.g., motion capture), the
conclusion is the same: the visual system gets the frame-by-frame timing right (see also
Kopinska et al. 2003, for similar results). Below I will suggest how it does so.

14.5 Reconciling latency differences with perceptual simultaneity, or,
the magic 80 msec: waiting for the slowest signals

The experiments illustrated earlier that even though stimuli of different luminances give
rise to widely different response latencies at the first stages of the visual system, these do
not have a direct mapping onto differences in perceptual time. So how are these latencies
reconciled?

I suggest that the answer comes from looking at the tasks and resources of the visual
system. As one of its tasks, the visual system tries to get the timing of outside events
correct. But for its resources, it has to deal with the peculiarities of the equipment that feeds
it: the eyes and the thalami. These have their own evolutionary histories and idiosyncratic
circuitries – and because of the details of their wiring, signals become spread out in time
from the first stages of the visual system (e.g., Maunsell et al. 1999).

So if the visual brain, the recipient of smeared temporal information, wants to get events
correct, time-wise, it may have only one choice: wait for the slowest information to arrive.

How long would the system have to wait? According to the physiology, I suggest it would
have to wait about 80 msec to collect all the information, from the dimmest to the brightest.
This number can be read directly from Fig. 14.2(a) and (b): the latency difference between
the dimmest and brightest stimuli is 80 msec on the y-axis.

Note that the ∼80-msec time window (plus or minus 20 msec) crops up commonly in
psychophysics. For example, this window is found in motion integration, motion deblur-
ring (Burr & Morgan 1997), successive pattern integration (Di Lollo 1980), binocular
pattern integration (Julesz & White 1969; Ross & Hogben 1974), backward masking
(Bachmann 1994; Macknik & Livingstone 1998), and audio–video synchronization
(Steinmetz & Engler 1993). In our previous work on the flash-lag effect, we showed
an approximately 80-msec window over which a moving object could be manipulated after
a flash and still achieve an effect on what the viewer reports having seen at the time of the
flash (Eagleman & Sejnowski 2000a,b,c).

To my knowledge, this is the first suggestion that the psychophysical 80-msec window
is directly mirrored in the physiology. That is, if the brain wants to wait for the slowest
information, it must wait about 80 msec. This would allow the visual system to discount
latency differences imposed by the early stages, but it has the disadvantage of pushing
perception into the past. Counterbalancing the need to collect slow information is the
survival advantage to operating as close to the present as possible. In other words, a system
would not want to live too far in the past. I suggest that 80 msec is the smallest delay that
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allows higher areas of the brain to account for the latencies engendered by the first stages of
the system while still operating close to the present. Note that by studying the psychophysics
of simultaneity across modalities, Kopinska and Harris (2004) also concluded that the brain
waits for the slowest information to arrive – in their case, they suggested a delay of
94 msec.

Among other things, this strategy of waiting for the slowest information has the great
advantage of allowing object recognition to be independent of lighting conditions. Imagine
a striped tiger coming toward you under the canopy of a forest, passing through different
patches of sunlight. Neuroscience currently appreciates how difficult the task of object
recognition is for the visual system. Now imagine how much harder the task would be if the
shadow-play across the tiger caused incoming signals to be processed at different speeds.
Different fragments of the tiger would sunder into different locations. Somehow the visual
system has evolved to reconcile different information latencies; after all, it is advantageous
to recognize tigers regardless of the lighting.

We should note that it has been suggested that latencies could be used by the system as a
code (Oram et al. 2002), perhaps for object recognition (Thorpe et al. 2001) or object feature
binding (Gawne et al. 1996). For example, if signals arriving along transmission lines arrive
in the order 3–6–2–4, that could code for ostrich, whereas 2–7–4–5 codes for carrot. This
idea is known as rank order coding. Despite the appeal of its simplicity, I suggest that using
latencies for object recognition is untenable in biology – and this is because the luminances
from an object are dependent on the lighting conditions. If you learn to recognize a statue
of George Washington in the morning, the lighting angle in the afternoon will make the
contrast-based latencies entirely different – and a rank order coding network will utterly
fail to recognize it. Marrying one’s visual recognition capacities to the particulars of the
lighting conditions is not a move Mother Nature seems to have taken.

Finally, an important point needs to be clarified. The 80-msec window under discussion
does not imply that the visual system sees in “chunks.” The idea that the visual system
takes discrete “snapshots” has been entertained (Varela et al. 1981; VanRullen & Koch
2003), but the available evidence speaks against it (Kline et al. 2004; Kline & Eagleman
2008). Instead, the 80-msec window we are discussing appears to be a duration over
which the visual system waits to collect information, but it can still retain the ability to
differentiate events within that window (Blake & Lee 2005). For example, if I were to
collect the dot-dash-dot-dot that designates the letter “L” in Morse code, I can know that
the temporally smeared information applies to one object and yet still report on the order of
dots and dashes. Further, I speculate that an 80-msec window may only be triggered when
a perceptual question is asked; this is the topic of future exploration (Eagleman & Dennett,
in preparation).

14.6 Latency illusions that do exist, and why

Getting back to the examples in Fig. 14.3, these may strike the reader as a contradiction
of other reports in the literature. For instance, in the Pulfrich effect, a pendulum appears
to rotate in depth when a neutral density filter is placed in front of one eye. Following a
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Fig. 14.4 Conditions for the Pulfrich effect. (a) The Pulfrich effect is not obtained simply by reducing
the contrast of the moving stimulus to one eye (in this case, the square presented to the right eye).
(b) Instead, the effect is only obtained when the presentation to one eye is globally darkened, as with
a neutral density filter. We suggest that this is because the visual system has evolved to deal with a
range of luminance differences in normal vision but has not evolved to deal with the pathologic case
of different global levels of illumination between the two eyes.

suggestion by Fertsch, Pulfrich hypothesized a timing difference between signals from the
two eyes (Pulfrich 1922; Eagleman 2001). We have every reason to believe that latency
differences are the best explanation for the Pulfrich effect, so this is often cited in support
of an online model. However, it is critical to note that the Pulfrich effect is a special case.
Specifically, our argument is that the visual system has evolved to account for latency
differences such that under normal circumstances it will not be fooled by variations in
luminance. The Pulfrich effect is a totally unnatural stimulus because one retina is reading
information at an entirely different mean-luminance level than the other retina. The impulse
response function on the dimmer retina is greatly slowed (Purpura et al. 1990), leading to
the illusion. Of the many assumptions that the brain makes, an important one is that both
eyes are viewing the same luminance in the scene. The visual system has not evolved to deal
with deviations from this condition, and it is not surprising that an illusion can be induced.

In support of this argument, I have discovered a fact that appears not to be widely known.
When observers are shown a binocular presentation of a square that moves back and forth
horizontally, the Pulfrich illusion is not produced when one merely lowers the luminance
of one of the moving squares (Fig. 14.4(a)). This negative result tends to come as a surprise
to psychophysicists familiar with the illusion. Instead, the effect is produced only when
the entire display to one eye is darkened, as with a neutral density filter (Fig. 14.4(b)). In
other words, the effect of a neutral density filter over one eye is not simply to reduce the
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luminance of the moving object but more broadly to expose the entire retina to a different
mean luminance.

I have found the same to be true of the Hess effect, an illusion in which an offset can
be perceived between two horizontally moving dots when one is of high contrast and the
other low contrast (Wilson & Anstis 1969). Specifically, I find that this effect is only seen
when one uses a neutral density filter over half the screen – simply reducing the contrast
of a single dot is insufficient (at least under phototopic viewing conditions). Fooling the
visual system with a latency difference requires slowing the signals through all or part of
the retina – simply changing the luminance of the moving stimulus is insufficient because,
as I have argued earlier, the visual system is equipped to deal with and account for different
object luminances in normal vision.

14.7 Temporally spread signals in the neural tissue

So we have asserted that the brain can keep account of latencies. But how exactly could it
know what happened when? To highlight this problem, we can phrase it as a question: If you
were a V1 neuron and received a burst of spikes, how would you know if that meant a dim
flash occurred 150 msec ago or a bright flash occurred 70 msec ago? There may be at least
two strategies the system can employ to take care of this problem with temporally spread,
delayed signals: “timestamp” them or physically correct them on the fly (i.e., temporally
align the signals). Because we do not know which the system does, we will briefly sketch
out possible methods for both.

First, I’ll address the timestamp model. Even at the single-neuron level, there is more
information available than simply the latency. Notice in Fig. 14.2(a) that the different spike
trains have different temporal signatures. For instance, the spike rate at 28 cd/m2 has a
sharper onset than the spike train at 1.7 cd/m2. These structures in the spike timing (or the
interspike interval) could in theory allow downstream neurons to distinguish an old dim
flash from a recent bright flash merely by the structure through time. This would be one
way to reconstruct the actual order of events.

As an alternative, neural circuitry could reconcile differential latencies by physically
aligning the timing of signals. Although most of the available data in the field comes from
single electrode recordings, it is critical to keep in mind that populations of neurons could
manipulate both latencies and the variability of those latencies. For example, one way the
brain could align signals is by dynamically recruiting more or fewer neurons to speed and
slow the passage of signals. For example, a weaker signal (lower spike rate) could recruit
more neurons downstream, which could bring further neurons to threshold more quickly.
Conversely, faster spike rates activate fewer downstream neurons, such that the timing is
slowed. The mechanism for accomplishing this could be fast synaptic depression, with the
result that the timing of simultaneous events in the world would be temporally “lined up”
at higher stages of the nervous system. In fact, as pointed out by Maunsell et al. (1999),
the faster speed of the magnocellular pathways cannot be predicted solely from differences
in axon conduction speeds; instead the degree of convergence may be highly regulatory in
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timing issues. For instance, different degrees of convergence (beginning with retinal circuits
and continuing through the brain), can speed or retard timing – such that a weaker signal
in a highly convergent pathway might lead to faster downstream responses than a faster
signal in a pathway with less convergence (Maunsell et al. 1999). So although the details
of circuitry are most commonly thought of in terms of connectionist functions (Callaway
1998), the circuitry could also, in theory, lead to changes in timing. If true, this could in the
future inspire us to rethink circuitry not only in terms of spatial connections but also what
they are implementing temporally.

Although some possibilities for speeding and slowing signals have been sketched, it
is critical to remember that there is no theoretical necessity for neural signals to line up
temporally for the perception of simultaneity. As in an earlier example, the letter “L” is
represented in Morse code by a dot, a dash, and two more dots. When someone receives
this temporal signal, it is interpreted as an “L.” The same could hold for perception: signals
arriving at different times could be interpreted as simultaneous events in the outside world.
In other cases, simultaneously arriving signals might be best interpreted by perception
as asynchronous events in the real world. As Uttal stated this point: “The essence of
much of the research that has been carried out in the field of sensory coding can be
distilled into a single, especially important idea – any candidate code can represent any
perceptual dimension; there is no need for an isomorphic relation between the neural
and psychophysical data. Space can represent time, time can represent space, place can
represent quality, and certainly, nonlinear neural functions can represent linear or nonlinear
psychophysical functions equally well” (Uttal 1979).

Finally, we note the importance of massive feedback connectivity in visual awareness
(Mumford 1994; Nowak & Bullier 1997; Lamme & Roelfsema 2000). It is in this light that
“waiting for the slowest signal” must be finally understood physiologically. Our intuition
is that the 80-msec window will not be found in terms of a neural information buffer in a
feedforward buffer, but rather in the settling of recurrent networks into a larger pattern. We
do not at present know the details of how this works; this is exciting open ground for the
future.

14.8 Conclusions

The problem faced by the visual system is a common problem for biological creatures
in a temporal world. Understanding the timing of events is critically important, but the
signals representing that timing may be spread out in time. This requires a reconstruction of
event timing, whether implicitly (symbolic coding) or explicitly (aligning signals in time).
Current data are too sparse to arbitrate between these two methods; the nervous system
may use either or both.

I have argued that the back of the brain seeks to judge timing of events accurately,
but it has to contend with the temporally smeared information sent to it by the eyes and
thalamus. The best solution to this problem may be to wait for the slowest information
to arrive. Electrophysiology from the primate visual system shows that the window over
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which information should be collected is about 80 msec, the latency difference between the
fastest and slowest signals. I suggest this is the physiological basis of the 80-msec window
observed in a large variety of psychophysics experiments, as detailed earlier.

Among other things, collecting signals over a window of time allows object recognition
independent from lighting conditions, because latency differences based on different lumi-
nances can be discounted. In contrast, models that tie themselves to latency differences for
object recognition (Thorpe et al. 2001) are unfortunately tied to the details of the lighting,
a disadvantageous move for any visual organism.

The argument I have made – that the system waits to collect information over the expected
window of time over which it will come streaming in – applies not only in vision, but more
generally to all modalities. Therefore, although it is possible to measure an 80-msec window
of postdiction in vision (Eagleman & Sejnowski 2000), the breadth of this window may
be different in audition and somatosensation. It may therefore be that a unified polymodal
perception of the world has to wait for the slowest overall modality. Given conduction times
along limbs, this leads to the bizarre but testable suggestion that tall people may live further
in the past than short people. The consequence of waiting for temporally spread signals is
that perception becomes something like the airing of a “live” television show. Such shows
are not truly aired live but are instead delayed by a small window of time in case editing
becomes necessary.

Note that the 80-msec window proposed here is the minimum duration that the visual
system would have to wait to collect all the information from a visual event. However, it
is possible that when including signal travel time and multimodal unification, the total lag
between a physical moment and its conscious perception is much longer. Although the total
delay between a stimulus and conscious awareness has been proposed to be impossible
to know for certain (Dennett 1991), some investigators have estimated the total time-to-
awareness in the range of 100–150 msec (Lamme 2003) to 500 msec (Libet et al. 1967).

It must be emphasized that everything I have discussed in this chapter is about visual
awareness. It seems clear from preconscious reactions that the motor system does not wait
for all the information to arrive before making its decisions. In general, the motor systems
can act appropriately with partial or no participation of awareness (Goodale & Milner 1992,
2004) – for example, visual information streams directly to the amygdala, which may have
a direct and rapid connection to the motor systems.

This raises a question: What is the use of perception, especially given our argument that
perception lags reality, is only retrospectively attributed, and is generally outstripped by
automatic (unconscious) systems? The most likely answer is that perceptions are represen-
tations of information that the brain can manipulate at a later date – these representations
can be worked with by cognitive systems the way that tools are handled by the motor sys-
tems. For this reason, it is important for the brain to take sufficient time to settle on its best
interpretation of what just happened, rather than simply its initial, unfinished interpretation.
Its carefully refined picture of what just happened is the only thing it will have to work with
later.
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In conclusion, although many neural models in the literature intimate that a well-defined
input is neatly mapped onto a particular output as soon as the leading edge of the information
reaches an endpoint (e.g., Zeki & Bartels 1998; Patel et al. 2000; Thorpe et al. 2001), the
framework presented here highlights the fact that neural dynamics are influenced through
time by the ongoing input of sensory information. We hope this starting point will help
navigate us to a physiological explanation of visual awareness.
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Mechanisms of simultaneity constancy
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Summary

There is a delay before sensory information arising from a given event reaches the central
nervous system. This delay may be different for information carried by different senses. It will
also vary depending on how far the event is from the observer and stimulus properties such
as intensity. However, it seems that at least some of these processing time differences can be
compensated for by a mechanism that resynchronizes asynchronous signals and enables us to
perceive simultaneity correctly. This chapter explores how effectively simultaneity constancy
can be achieved, both intramodally within the visual and tactile systems and cross-modally
between combinations of auditory, visual, and tactile stimuli. We propose and provide support
for a three-stage model of simultaneity constancy in which (1) signals within temporal and
spatial windows are identified as corresponding to a single event, (2) a crude resynchronization
is applied based on simple rules corresponding to the average processing speed differences
between the individual sensory systems, and (3) fine-tuning adjustments are applied based on
previous experience with particular combinations of stimuli.

15.1 Introduction

Although time is essential for the perception of the outside world, there is no energy that
carries duration information, and consequently there can be no sensory system for time.
Time needs to be constructed by the brain, and because this process itself takes time,
it follows that the perception of when an event occurs must necessarily lag behind the
occurrence of the event itself. In fact, Libet (2004) purports to have been able to measure
this delay and sets it at about half a second. Several theories have been proposed as to
how the perceived timing of events might be reconstructed during this gap, but it is not the
aim of this chapter to review these often largely philosophical theories. Here we address a
specific aspect of the reconstruction process; how stimuli are judged as being simultaneous.
Although the connection between the perception of the absolute time of events (“the now”)
and actual time is arbitrary, the relative timing of various stimuli is not. Are we able
to correct for errors that arise from the fact that various stimuli (both within and across
sensory modalities) take different amounts of time to be processed and therefore to be

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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perceived accurately as simultaneous? This chapter reviews the circumstances under which
simultaneity is correctly perceived and proposes a model for achieving accurate perception
of simultaneity. Although the chemical senses have been demonstrated as having exquisite
temporal sensitivity (e.g., differences of 100 msec between the time of arrival of odors to the
two nostrils can be detected, von Békésy 1967), this chapter will concern itself specifically
with the senses of touch, vision, and hearing.

Several challenges must be overcome to determine which, of all possible stimuli, cor-
respond to a given event and thus are likely to have been simultaneous. The different
senses collect data concerning an object or event in different temporal and spatial reference
frames, generally about different attributes, and with different degrees of resolution and
reliability. Sometimes information picked up by different senses is redundant – for example,
information about the time of a handclap can be relayed by auditory, visual, tactile, and
proprioceptive systems – which raises the issue of how a single data point (time of clap)
might be extracted from such a diverse range of signals.

Determining whether different sensory events occurred at the same time requires the
perceptual systems to take into account the different processing times of each sensory signal.
Timing differences can arise from both intrinsic and extrinsic factors. Extrinsic factors
include the time it takes the energy from the event to reach the neural sensors. Intrinsic
factors include the time for the transduction process (King & Palmer 1985) and the neural
transmission time for the information to pass from the transducers to the central nervous
system (von Békésy 1963; Macefield et al. 1989). Variations in the stimuli themselves, such
as their intensity and eccentricity (Wilson & Anstis 1969; Nickalls 1996), also contribute
to the variability in processing times that need to be taken into account. Further, personal
differences, for example in attention, can change the processing speeds of stimuli (Spence
et al. 2001). Considering these factors, it is therefore easy to see how the neural correlates
of any two initially simultaneous stimuli can be asynchronous even when the stimuli relate
to the same event.

Reconstructing the actual time of an event or the relative timing of its components involves
making some allowance for these variable delays in order to identify the simultaneous
multimodal components that relate to a given event. We and others have demonstrated that
in some situations these variations can indeed be taken into account and stimuli from various
modalities can be veridically perceived as synchronous (Engel & Dougherty 1971; Sugita
& Suzuki 2003; Kopinska & Harris 2004; Alais & Carlile 2005). This chapter explores how
effectively these time variations are dealt with, both intermodally and intramodally, and
suggests a mechanism for how this might be done. When the mechanism operates perfectly,
the relative timing of sensory events is correctly perceived.

15.2 Simultaneity constancy

The ability to perceive simultaneous events correctly despite variations in the timing
of the sensory representations of the component stimuli is known as simultaneity con-
stancy (Kopinska & Harris 2004). Simultaneity constancy is in line with other perceptual
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constancies, for example, size constancy in which the perceived size of an object is main-
tained despite variations in the retinal information (Gregory 1963; McKee & Smallman
1998; see Walsh & Kulikowski 1998 for a review).

15.3 Assessing the challenge

Before we consider how well incidental temporal delays between sensory signals are
compensated by the brain, we need to assess the magnitude of the temporal asynchronies
that need to be compensated. Some delays can be objectively measured, such as the time
it takes for sound to reach the observer, but delays introduced internally by differential
processing times are more difficult to assess. Theoretically, objective measures can be
obtained from delays in evoked potentials to unimodal stimuli (Jeffreys & Axford 1972;
Celesia 1976; Lesevre 1982; Liegeois-Chauvel et al. 1991). But signals arrive at different
parts of the cortex at a range of times, so the measurable response might not correspond to
the signals involved in temporal judgments.

Reaction times to stimuli can provide an indirect measure of processing time. When
used with care they provide a relatively straightforward method for assessing the effects
of stimulus characteristics on neural processing time (Luce 1986). Reaction times are
composed of several components: the time it takes energy to reach the receptors, the
transduction and conduction times, the central processing time, and the time it takes to
plan and execute the motor response. There is no logical reason to think that the motor
component would be affected by manipulation of stimulus properties such as intensity.
Therefore, we assume that the difference in reaction times to various individual stim-
uli represents the total time difference that needs to be compensated for to resynchro-
nize stimuli. A reaction time difference is an estimate of the staggered delay with which
the stimuli arrive and meet the detection criterion; a simultaneity constancy mechanism
needs to correct for this delay because it was not present in the originally synchronous
stimuli.

Similar to evoke potentials, however, the reaction time for detecting simple stimuli may
not reflect the processing times used for tasks other than detection (e.g., Jaśkowski 1999;
Jaśkowski & Verleger 2000). Further dissociations between reaction time and temporal
order judgments (TOJs) can occur if the neural responses to the stimuli are of different
magnitudes. Because reaction times rely on a stimulus meeting a criterion before a response
is made, it is important that the magnitude of the internal representations are approximately
equal (Sternberg & Knoll 1973): “Unless two responses are identical in size and shape,
differing by a time translation only, there is not uniquely defined latency difference”
(p. 649). It is therefore important for experiments using this method to equate stimuli for
intensity as much as possible.

15.4 Methods used to assess perceived simultaneity

There are two methods generally used to assess the perception of simultaneity among
auditory, visual, and tactile stimuli:
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Fig. 15.1 Two methods to assess simultaneity. (a). Simultaneity judgments (SJs). The SJ data graph
shows the percentage of times a given SOA was chosen as appearing simultaneously. The curve
is well approximated by a Gaussian where the point of subjective simultaneity (PSS) is given by
the peak of the curve and the standard deviation (STD ±34%) is equivalent to the just noticeable
difference (JND). (b). Temporal order judgments (TOJs). The TOJ data graph shows the percentage
of times that stimulus 2 (e.g., a light) was chosen as appearing before stimulus 1 (e.g., a sound). This
function is well approximated by a cumulative Gaussian. The PSS is given by the 50% point where
the subject is equally likely to say either stimulus came first, and the STD is equivalent to the JND
defined as ±34% from 50%. Note that both these functions assume symmetry around the PSS, which
may not be a valid assumption under all circumstances.

1. Simultaneity judgments (SJ): A forced-choice decision is made between whether two stimuli are
“simultaneous” or “successive.” Generally these decisions are reported as a frequency distribution
of the “number of times subjects reported simultaneous” that tends to be normally distributed
when plotted as a function of the stimulus onset asynchrony (SOA) between the two stimuli
(Fig. 15.1(a)). The peak of this curve indicates the SOA at which subjects are most likely to say
“simultaneous”: The point of subjective simultaneity (PSS). It is convenient to define the just
noticeable difference (JND) as one standard deviation (+34%) from the PSS. JNDs so defined
typically indicate that combinations of auditory, visual, and tactile stimuli need to be separated
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by about 150–200 msec to be reliably perceived as asynchronous (see, e.g. Figs. 15.2(a) and (c),
taken from Stone et al. 2001, and Fujisaki et al. 2004, respectively).

In interpreting SJ data, care has to be taken to distinguish between when subjects are asked (a)
whether the members of a single stimulus pair were simultaneous or not (e.g., Zampini, Guest,
et al. 2005) or (b) which of two successively presented pairs appeared most simultaneously. The
former is highly subjective, psychophysically uncontrolled, and subject to criterion shifts in the
JND. The latter design requires that one of the sets be “truly simultaneous.” It therefore cannot be
used to determine the PSS because it requires the PSS to be presented as the reference for each
forced choice. It can, however, allow one to determine relatively criterion-free estimates of the
JNDs.

2. Temporal order judgments (TOJ): A forced choice is made as to which of two stimuli came on
first. A psychometric curve is fitted to the proportion of times a subject perceived one of the
stimuli as occurring first, plotted as a function of the SOA (Fig. 15.1(b)). Such functions can be
well described by a cumulative Gaussian with the 50% point defining the PSS and the standard
deviation defining the JND. JNDs as such are typically around ±50 msec (Spence et al. 2001; and
see Fig. 15.2(b), taken from Harrar & Harris 2005).

Care has to be taken to consider biases – for example, response bias such as a tendency to
respond with the right hand, or a bias toward responding “light” as it is generally the most
salient cue. Biases can be reduced by alternating blocks in which subjects report which one
came first with blocks in which they report which one came second.

15.5 Comparison of SJs and TOJs

SJ and TOJ measurements provide estimates of the PSS and associated JNDs. An advantage
of measuring SJs is that direct judgments of perceived simultaneity are obtained that are
relatively free of cognitive bias (Schneider & Bavelier 2003; Zampini, Shore et al. 2005).
A disadvantage of SJs is that judgments of whether two things appear simultaneously
or not are highly subjective and vulnerable to random fluctuations of criterion and bias.
The participant’s criteria for perceived simultaneity may not be consistent throughout or
between experimental sessions. An advantage of TOJs is that they provide statistically
reliable psychometric data relatively immune to subjective criteria biases because of the
forced choice between two independent alternatives; a disadvantage is that the decision is
based on the remembered (i.e., retrospective) temporal sequence and is therefore vulnerable
to postperceptual biases.

At first glance it would seem that the PSS and JND obtained by SJs and TOJs would be
the same. But in fact the values obtained using SJs and TOJs are not necessarily the same.
It is possible to perceive two stimuli as asynchronous but to not know which one came
first. Allan (1975) suggested that SJs and TOJs are processed at different stages and that
successiveness is needed before correct temporal order can be perceived.

SJs and TOJs can be affected differently by certain properties of the stimulus pairs (e.g.,
Shore et al. 2002). For example, spatial redundancy: When multimodal stimuli are separated
both by modality and space, multimodal TOJs are facilitated but SJs are impeded (Spence
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et al. 2003). SJs and unimodal TOJs are easiest when stimuli are in close spatial proximity
probably because apparent motion can be used to cue temporal order and asynchrony and
because detecting apparent motion is easier when the stimuli are close together.

Thus the choice of measure should be carefully tailored to the particular experimental
question and stimuli used. Some problems plague both techniques, however. For example,
JNDs are always vulnerable to the phenomenon of temporal ventriloquism whether assessed
by SJs or TOJs. As a parallel to spatial ventriloquism, in which the perceived location of
a sound is altered by the presence of a related light, temporal ventriloquism is when the
perceived time of a light (or other stimulus) is affected by the presence of a related sound
(or other stimulus) (Aschersleben & Bertelson 2003; Bertelson & Aschersleben 2003;
Morein-Zamir et al. 2003; Jaekl & Harris 2007). If stimuli are drawn together in time
in this way, they will tend to be perceived as simultaneous over a larger range than they
might otherwise be – causing the JND to appear larger. Temporal ventriloquism as such
only affects the JND. However, if the effects of temporal ventriloquism are asymmetric
(Morein-Zamir et al. 2003), then the PSS could also be shifted closer to true simultaneity
(see also Spence & Squire 2003). It is therefore not possible to measure the accuracy
(JNDs) by which the relative timing of the two components is assessed by the intervention
of separating them by a small amount of time because the act of separating them can
create a different percept in which the components’ perceived location in time is distorted.
Only if the factors determining temporal ventriloquism are kept constant can two sets of
responses be compared. We will now review some of the experiments using SJs and TOJs
to investigate the perceived relative time of various stimulus pairings.

15.6 Simultaneity constancy in the auditory/visual system

Although light travels enormously faster than sound, the complexity of the transduction
process for light takes about 45 msec longer than sound (vision about 60 msec: Jeffreys
& Axford 1972; Lesevre 1982; auditory about 15 msec: Celesia 1976; Liegeois-Chauvel
et al. 1991). The speed of travel of sound adds a delay of 3 msec/m so that at 15 m
the faster transduction speed and the slower travel time roughly cancel out and auditory
and visual information reach the brain at approximately the same time. This theoretical
concept has been called “the horizon of simultaneity” by philosophers such as Pöppel
(1988) and Dennett (1991). When TOJs for sound/light pairs at different distances were
made to measure this “horizon” it was interesting to notice that there was, in fact, nothing
special about auditory/visual pairs presented at this distance. The relative timing of pairs
over a whole range of distances up to 32 m was correctly perceived (Engel & Dougherty
1971; Kopinska & Harris 2004). A simultaneity constancy mechanism thus seems to be
active over this range of distances. Using headphones while watching visual targets at
different distances, Sugita and Suzuki (2003) confirmed that the time difference needed
to match the auditory and visual targets increased with distance up to about 20 m. Their
data are reproduced in Fig. 15.3. Because Sugita and Suzuki’s subjects wore headphones,
the increasing delay of the sound required for it to appear simultaneous with a light at
increasing distance corresponds to the brain allowing for the time it would have taken the
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Fig. 15.3 Data taken from Sugita and Suzuki (2003) showing TOJs obtained for sound presented
through headphones and lights presented at different distances (top panel). The lower panel shows the
PSS obtained from each curve plotted as a function of distance (filled circles). There is an increase
in PSS with distance up to about 15 m even though the sounds were presented in headphones. This
increase corresponds to the brain allowing for the time it would have taken sound to reach the head
from the light source if the sound had been externalized. Reproduced with permission from Sugita
and Suzuki (2003). Audiovisual perception: implicit estimation of sound-arrival time. Nature 421:
911.

sound to reach the head from the location of the light. This is a powerful demonstration of
simultaneity constancy driven by the visual cues to distance.

Kopinska and Harris (2004) found that many factors that introduce differences in the
timing of the light and sound stimuli (eccentricity, distance, and intensity) were all taken
into account up to 32 m so that the simultaneity of many stimulus pairs was correctly
perceived up to this distance (Fig. 15.4).

Under circumstances where distance information is not easily available, such as in a
dark anechoic chamber (Lewald & Guski 2004) or when causality is involved (Arnold et al.
2005), simultaneity constancy is not always found. Lewald and Guski’s data are reproduced
in Fig. 15.5. An example involving causality is when two disks move on a collision course;
they can either be seen to pass through each other or to bounce off each other (Arnold et
al. 2005). The bounce interpretation is perceived more often if a sound accompanies the
“collision.” The sound is most effective in doing this if it is presented not at the instant of
collision but just prior to it – suggesting that the sound and the visual event need to match
in “brain time” rather than in real time for optimum performance. Interestingly, Arnold
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Fig. 15.4 Data redrawn from Kopinska and Harris (2004) showing the PSSs obtained from TOJs
between lights and sounds presented at distances of up to 32 m. The PSSs are not significantly
different from zero and are not significantly shifted by manipulations that dramatically alter the speed
with which light is processed (eccentric viewing or wearing dark glasses).

et al. (2005) found that the most effective stimulus onset asynchrony (SOA) for perceiving
the bounce needed to be increased with the distance to the observer in accordance with the
longer time taken for the sound to reach the observer. Thus it appears that the simultaneity
mechanism is not engaged in circumstances involving the perception of causality.

Alais and Carlile (2005) showed that robust cues to distance are needed for auditory/visual
resynchronization. Of course, if distance cues are not available, such as in an anechoic
chamber, or in a field, then it would be next to impossible to correctly compensate for
the delayed auditory stimulus. Dixon and Spitz (1980) determined the amount of temporal
delay for which the soundtrack of a movie could be desynchronized and still be perceived
as synchronous. Their results showed a large tolerance within which the desynchronization
went unnoticed. However distance cues in movies, so important for simultaneity constancy
to be achieved, almost always represent a conflict because the distance from the viewer to
the screen is rarely the distance at which the filmmaker wishes the audience to perceive the
action being portrayed.

15.7 Simultaneity constancy in the visual/tactile system

Sensory timing differences also need to be taken into account for the veridical perception of
simultaneous visual and tactile stimuli. Tactile stimuli, like auditory stimuli, are transduced
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faster than visual stimuli (King & Palmer 1985; Pöppel et al. 1990). For sounds, we noted
that the longer time of transmission from the source to the end organ tended to offset this
time advantage. For touches, the distance from the point of tactile stimulation to the brain
determines the delay, which depends on the length of the nerves to the various parts of the
body (Macefield et al. 1989).

To determine if simultaneity constancy was applied to visual and tactile timing differ-
ences, Harrar and Harris (2005) measured TOJs between lights and touch stimulation on the
hand. This point of tactile contact was chosen because stimulation on the hand is processed
approximately 34 msec faster than visual stimuli, as measured by reaction time differences.
The PSS values for lights and touches on the hand were not significantly different from
zero, implying that simultaneity constancy was achieved.

When a touch and a visual stimulus are synchronous but occur on different parts of the
body they are more likely to have separate causes or correspond to separate events. Indeed,
spatial congruency may be required, and in some cases has been found to be essential,
for stimuli to be bound into a single event and simultaneity constancy activated (Spence
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Fig. 15.6 Subjects were shown dim and bright lights (a) and asked which one came first. Reaction
times to the dim lights were about 20 msec than for the bright ones as shown in the bar chart on the
right (b) but the PSSs obtained from TOJs were not significantly different from zero.

et al. 2001, 2003; Spence & Squire 2003; Soto-Faraco et al. 2004; Harrar & Harris 2005;
Zampini, Brown et al. 2005; Zampini, Guest et al. 2005).

15.8 Simultaneity constancy within a modality

The simultaneity-detecting mechanism does not only need to deal with timing differences
arising between senses but also within a sense. A single event usually has different attributes,
for example, color, movement, and shape, that are processed with different speeds even by
a single sense, for example, vision.

Therefore there is also a need for an intramodal simultaneity constancy mechanism
within vision. In the experiment illustrated in Fig. 15.6, Kopinska and Harris used targets
with different luminances. Reaction times suggested that these patches were processed
at different speeds, but TOJs showed that the timing difference was accounted for and
simultaneity constancy was achieved, that is, the PSS was not significantly different from
true simultaneity. These results provide evidence that simultaneity constancy is achieved
between separately processed visual signals and demonstrate that the adjustment of temporal
information occurs also within a single modality.

Reaction times to touches are longer for body parts that are further from the center of the
head (Bergenheim et al. 1996; Harrar & Harris 2005), and the perceived temporal order of
two touches on the body is predictable not from which body part was actually touched first
but from the relative distances of the two touches from the head (Craig & Baihua 1990;
Bergenheim et al. 1996; Shore et al. 2002; Harrar & Harris 2005). During active touches,
when the foot is touched by the hand, for example, rather than having the two sensations at
different times, as they would if simultaneity constancy were not engaged, one of the two
touches is inhibited (von Békésy 1963). Thus the touch system seems to have found other



15 Mechanisms of simultaneity constancy 243

ways of dealing with timing differences. Bergenheim et al. (1996) suggested that the touch
system has “a degree of precision that is functional for the individual.”

15.9 Flexibility

Fujisaki et al. (2004) showed that the PSS for a given comparison is not fixed. The PSS of a
light/sound pair can be shifted following a period of repeated exposure to a light/sound pair
separated by a particular delay (Fujisaki et al. 2004; see also Vroomen et al. 2004). These
results may be interpreted as indicating that the system is able to learn a new interstimulus
time difference as corresponding to simultaneity. Adaptability of this kind suggests that the
mechanism is not hardwired but is influenced by learning.

Fujisaki et al. (2004) adapted subjects to several different temporal intervals and found
that responses varied depending on the previously experienced SOA. However, in some
conditions (see Fujisaki et al.’s Figs. 15.2(b) and 15.2(d)), subjects’ PSSs were all in the
direction of “sound first” even after adapting to “light first” stimuli. Further, many shifts
(relative to the “no adaptation” condition) were actually in the direction opposite to the
actual delay. Similar results were found in Harrar and Harris (2005) (see Fig. 15.5). These
results suggest that there may be a bias toward shifting the audio/visual PSS in the direction
of sound first, but it is not yet known why. It could be because of attention shifts (Spence
et al. 2001) that might only occur when both stimuli are present (Aschersleben 1999) or
because of an expectancy (or “prior”) built into the system based on the usual relative arrival
times of light and sound. Miyazaki et al. (2006) modeled the effect of prior expectancies on
the adaptability of the simultaneity constancy mechanism and showed how PSS shifts for
tactile stimuli can be predicted statistically either toward or away from an experienced time
stagger. Despite these complications, the flexibility of the simultaneity system provides an
experimental tool for testing numerous, still outstanding questions about the simultaneity
mechanism.

15.10 A single, global mechanism or multiple, specific mechanisms?

There may be a single, global mechanism responsible for simultaneity constancy both within
and between modalities, or there may be multiple simultaneity mechanisms comprising
separate systems for audio/visual, visual/tactile, and audio/tactile comparisons. These two
alternatives can be distinguished by exploiting the flexibility demonstrated by Fujisaki et al.
(2004), adapting the PSS of an audio/visual pair and looking for any effects in audio/tactile
and visual/tactile pairs.

15.10.1 Implications from PSS shifts

Harrar and Harris (2008) tested TOJs before and after adaptation to each of three combi-
nations of time-staggered stimuli (light/sound, light/touch, sound/touch), to distinguish a
single global simultaneity constancy mechanism from multiple mechanisms for different



Fig. 15.7 Subjects were exposed to 5 min of time-staggered stimulus pairs (sound/light, sound/touch, or light/touch), as
shown in the cartoons on the left. Such exposure to sound/light pairs results in a shift of the PSS (see text). However, no
shifts were found in the reaction times to sounds, lights, or touches after any pattern of exposure as shown by the graphs
on the right.
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stimulus combinations. A PSS shift in a pair that was not the one exposed would support a
global mechanism, whereas a PSS shift of only the exposed pair would support multiple sep-
arate simultaneity constancy mechanisms. After adapting to a time-staggered sound/light
combination, PSSs for the light /sound pair shifted but the PSS for the sound/touch and
light /touch pairs did not change (Harrar & Harris 2008). This pattern of results renders a
single, global simultaneity constancy mechanism quite unlikely. Therefore we suggest a
multichannel system.

Although it appears that intermodal comparisons are accomplished through separate
mechanisms, intramodal comparisons may each be executed by a single mechanism. There
is some generalization across audiovisual stimuli, for example, from complex (watching a
video of a person talking) to simple (beeps and flashes) examples of the same multimodal
stimulus pair, suggesting that audiovisual comparisons share a simultaneity mechanism
(Navarra et al. 2005; Vatakis & Spence 2006).

15.10.2 Implications from reaction times

Harrar and Harris (2008) also, for the first time, tested reaction times to individual, unimodal
stimuli before and after adaptation to each of three combinations of time-staggered stimuli.
Any reaction time change would indicate a global, low-level change in the functioning of
the system that would blindly and without regard to context operate with a particular delay.

Even though the PSS of a light /sound pair shifted after repeated exposure, there were
no systematic changes in reaction times to any of the individual stimuli (Fig. 15.7; Harrar
& Harris 2008). This suggests that the timing corresponding to PSSs is constructed cen-
trally and not tied to timing differences in the sensory signals. This is consistent with the
simultaneity constancy mechanisms not working on the individual stimulus level.

15.11 Is touch special?

When Harrar and Harris (2008) tested TOJs for each of three combinations of time-
staggered stimuli (light/sound, light/touch, sound/touch), the PSS of the light/touch pair
or the sound/touch pair never changed, even after asynchronous exposure to light/touch or
sound/touch pairs. In other words, the perception of the relative timing of stimuli where
touch is involved seems more rigid. The touch system may be fundamentally different from
the more passive auditory and visual systems because of its association with actions and
knowledge of limb position, or it might be related to the fact that the temporal properties
of a touch do not need to take into account outside factors (Miyazaki et al. 2006). The
lack of plasticity in the tactile system may be evidence for a fixed temporal somatosensory
homunculus (Bergenheim et al. 1996). Alternatively, the lack of immediate plasticity within
the touch system may be related to the inhibition of one touch by another as described by
von Békésy (1963).
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15.12 Mechanisms of simultaneity constancy

Given that simultaneity constancy is engaged under many circumstances, it now behooves
us to explain how variations in timing might be allowed for in a flexible simultaneity con-
stancy mechanism. There are two broad classes of models that could achieve simultaneity
constancy. Signals could be brought into line at some point in the brain using computations
based on knowledge of the various factors that might desynchronize the signals. An alterna-
tive model is based on probability. Windows of acceptance for a range of time differences
between stimulus pairs are generated based on previous experience. In the probabilistic
model, if the time difference between signals falls in the acceptance window, the two sig-
nals are regarded as simultaneous. Both these classes of models can be implemented with
single or multiple comparators.

15.12.1 Computational models

Computational models for resynchronizing individual stimuli have a long history that
often smacks of the Cartesian theater in which an inner homunculus experiences what the
senses present in some kind of “show in the brain” (see Dennett 1991 for a comprehen-
sive debunking of this idea). Sternberg and Knoll (1973) described several variations. In
these models, stimuli arrive at the brain at variable times. However, before they arrive at
the decision center, the individual stimuli have their delays “corrected” (see Sternberg
& Knoll’s Fig. 12(a)). Computational models require altering the timing of information
as it passes through the nervous system such that by the time it arrives at the relevant
decision-making site, any timing differences have already been removed.

If, for example, to achieve a central alignment in the representation of stimuli in the
brain, the processing time of a particular modality needed to be made longer, this added
delay in processing time would subsequently be applied in all circumstances in which that
stimulation occurred regardless of which other stimuli were present. For example, if the
processing of light were delayed to compensate for the time it takes for a sound coming
from a distant event, the added delay would affect all subsequent perceptions involving
visual stimuli. Delaying the processing of visual stimuli, while having the advantage of
bringing it into synchrony with some particular sounds, would generally seem to be risky.
Alternatively, computations could be simplified depending on which stimuli are being com-
pared, adding different delays for touch if it is being compared with a light or a sound (see
Sternberg & Knoll’s Fig. 12(b,c)) and limiting the operational range (Dennett & Kinsbourne
1992).

Reaction time and processing time evoke potential differences between various stimuli
and suggest empirically that no peripheral compensation for timing differences takes place
at the individual stimulus location; however, this might be due to the dissociation between
reaction times and perceived time. Intuitively it seems unlikely that all the sources of
variation in timing could be hardwired into the system or that it would be advantageous for
it to be so. We therefore need to consider another class of model.
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Fig. 15.8 Model for achieving simultaneity constancy. Information from different senses about which
temporal judgments are to be made are first “bound,” meaning that they are regarded as coming from
the same event. The time difference between them is noted and used for two purposes: (1) to decide
if the difference falls within the range regarded as simultaneous (rightward pointing arrow), and
(2) to contribute to the probabilistic assessment of what that range should be (down right pointing
dotted arrow). For each stimulus combination an “internal representation” is built and available for
comparison, dependent on experience and context. These processes are only drawn for audiovisual
comparisons but are probably essentially the same for touch–vision and touch–audition, although
the “contributing to the assessment” arrow from the tactile system may be weak or nonexistent.
The input from the time-difference assessment represents an instantaneous updating of this internal
representation.

15.12.2 Probability models

Our suggested model for achieving simultaneity constancy is probabilistic rather than com-
putational. Figure 15.8 summarizes the basic steps. The first part addresses the question
of selecting appropriate stimuli for temporal compensation. The stimuli about which judg-
ments are to be made are selected from the entire array of stimuli by a binding process.
Although it is yet unclear how corresponding stimuli come to be bound together, there seem
to be some spatial and temporal criteria (Spence et al. 2001; Bertelson & Aschersleben
2003).



248 III Temporal phenomena: binding and asynchrony

The next stage in the model notes the timing difference between bound stimuli and uses
this for two purposes. First, the time difference is used to generate an internal expectation
of the time differences associated with those stimuli tagged for the particular context in
which the stimuli occurred, for example, at a particular distance. It is the effect of context
on this expectation that allows the “constancy” aspect of the model. Expectancies are
continuously updated based on the context so that veridical and constant simultaneity can
be perceived despite changes in the “context.” Note that the polarity of the time difference
needs to be kept as part of this tagging procedure. Just as when describing experimental
results, it is important to define that, for example, positive corresponds to “sound first.”
Second, the time difference is also compared to this internal representation of the time
differences associated with the stimuli in that particular context (shown in Fig. 15.8). If the
time difference of the signals in question falls within the relevant time window, a decision
of “simultaneous” is made. The time window determines the probability with which the
stimuli are perceived as simultaneous. Because there is evidence for multiple simultaneity
mechanisms (see Implications from PSS shifts previously), these separate mechanisms are
distinguished within our model (Fig. 15.8).

To work through an example, then, the processing time of touches on the body is generally
faster than that of lights. So when a multimodal stimulus occurs that involves tactile and
visual stimulation, such as watching something touch the skin or looking at an object being
manipulated in the hand, the tactile input that leads the visual input, by roughly 40 msec,
will be compared with the probability function (which has a peak at 40 msec based on
previous experience of this combination) and will thus be within the simultaneity window.
Lights and touches with a delay of 40 msec will thus be identified as simultaneous.

15.12.3 Recalibration achieved by JND increase followed by PSS shift

How does our model become “recalibrated” during exposure to a new time stagger intro-
duced experimentally as demonstrated by Fujisaki et al. (2004)? Navarra et al. (2005, 2007)
were able to find an adaptation effect for both audio/tactile and visuo/tactile pairs, even
though their pairs included touch. The JNDs increased after adaptation, thus tending to
include a larger range of times (potentially including the experienced time stagger) and
causing more SOAs to be perceived as “simultaneous.” Navarra et al. (2005) proposed that
expanding the JND is a precursor for all adaptive changes of the PSS. Figure 15.9 shows
the internal expectation for time delays (“�T old” in Fig. 15.9: The sum of previous expe-
rience – dotted curve) changes when repeatedly exposed to a new specific delay (labeled
“�T new” in Fig. 15.9). It assumes that the stored expectation declines at some rate and
can be replaced as new data accumulate about a new probability of what time differences
correspond to simultaneous. An interesting feature is that, during the transition phase, the
PSS shift is, initially, the result of an asymmetric increase in JND (simply caused by adding
the distributions of the initial and the new representation). Such an asymmetric expansion
is visible in the data of Fig. 15.2(c) (taken from Fujisaki et al. 2004 during an adaptation
regime). Over time, and with further experience, the model predicts that the JNDs get
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Fig. 15.9 Building an internal representation: changing one expectation to another. The curve at the
top represents the expectation that �t old corresponds to simultaneity. After �t new is repeatedly
experienced, the expectancy changes to this new value. In between, the window becomes wider and
asymmetric before settling down to the new values.

smaller again, but the largest PSS shift (as compared with the PSS shifts during the adap-
tation) still remains. This model therefore explains why similar experiments find different
results with regard to JND changes and PSS shifts. PSS shifts found without JND changes
(Fujisaki et al. 2004; Vroomen et al. 2004) signify the end of the recalibration process,
whereas small PSS shifts accompanied by large JND increases (Navarra et al. 2005, 2007)
suggest an early stage of the recalibration process.

15.13 Conclusions

This chapter has reviewed the occurrence of an important perceptual phenomenon: simul-
taneity constancy. There appear to be several parallel simultaneity constancy mechanisms,
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each working on the timing of different combinations of stimuli. We have developed a
model to explain how this may be done. The rules of when to activate these systems are
not clear, but binding within a spatial window seems to be required. In this model, when
a simultaneity mechanism is activated, the timing difference is compared with an internal
representation of the expected time difference for those particular stimuli. SJ and TOJ
estimates can then be made about the relative timing of stimuli. The model allows simple
contextual factors, such as distance, to affect the internal expectancy and thus the perceived
relative time of the stimuli. Highly cognitive tasks, such as watching a ball bounce, do not
seem to engage simultaneity constancy, whereas simple beeps, flashes, and videos do. This
may have to do with the level of complexity of the context within which the stimuli occur
or might reflect the operation of other principles about which we are currently ignorant.
Understanding the brain’s abilities and limitations and the way in which some of the prin-
ciples outlined here could be neurally implemented will advance our understanding of the
perception of multimodal time.
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Relative timing and perceptual asynchrony

derek h. arnold

Summary

How do human observers determine the relative timings of different events? One perspective,
which I shall refer to as the brain–time theory of perception, suggests that apparent timing
is related to when specific analyses are concluded within distinct and relatively independent
regions of the brain. This proposal is controversial, not least because it suggests that temporal
perception is error prone and subject to the rates at which analyses are concluded in different
parts of the brain. One observation that may favor this perspective is that physically coincident
changes in color and direction can appear asynchronous – a perceptual asynchrony. In this
chapter I will review the theoretical interpretations and empirical evidence that relate to this
phenomenon. I will argue that this timing illusion provides good evidence for a relationship
between the time courses of sensory processing in the brain and perceived timing.

16.1 Introduction

How do we determine relative timing? Human observers can determine the relative timings
of a remarkable variety of events. For instance, we can judge the timings of visual relative
to other visual (Moutoussis & Zeki 1997a,b), auditory (Fujisaki et al. 2004), and haptic
(Vogels 2004) events. Subjectively it seems that one of the events can be entirely intrinsic to
the nervous system, like the sensation of reaching seven while mentally counting from one
to ten. The fact that these judgments can be made dictates that the necessary information is
encoded in a form that can then be reported – but it is not clear how this feat is achieved.

Independent processes and brain structures encode different perceptual events, so deter-
mining relative timing may be inherently difficult. Although there is some debate concerning
the degree to which these statements are true of vision (Lennie 1998), a consideration of
clinical (Zihl et al. 1983; Cowey & Heywood 1997) and neurophysiological (Zeki 1978;
Livingstone & Hubel 1988) evidence suggests that judgments of visual coincidence may
often necessitate the comparison of events encoded in different regions – and possibly at
different times – in the brain.

Before we go further, some terminology should be specified to avoid confusion. Relative
perceptual timing refers to the apparent timing of one perceptual event relative to another.
This issue differs from that of apparent time – being the time at which an event seems

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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Fig. 16.1 A depiction of four phasic relationships between color and motion. At a phasic relationship
of 0 deg, the color green is always paired with upward motion and red with downward. At a phasic
relationship of 180 deg, this situation is reversed. At phasic relationships of 90 deg and 270 deg
upward and downward motions are paired equally with red and green – no physical correlation exists
between color and motion at these phasic relationships.

to have occurred. All data discussed here will relate to relative perceptual timing and the
insights this provides into the process(es) by which we determine perceptual coincidence.
For now I shall leave it to others to determine when an event seems to occur and whether
or not this moment lags the physical timing of that event (see Libet et al. 1983; Libet 1985;
van de Grind 2002).

Recently a number of studies have addressed the issue of relative timing in rela-
tion to a striking perceptual phenomenon – an apparent perceptual asynchrony between
color and motion (Moutoussis & Zeki 1997a,b; Arnold et al. 2001; Johnston & Nishida
2001; Viviani & Aymoz 2001; Arnold & Clifford 2002; Nishida & Johnston 2002; Bedell
et al. 2003; Paul & Schyns 2003; Adams & Mamassian 2004; Clifford et al. 2004; Enns &
Oriet 2004; Moradi & Shimojo 2004; Arnold 2005). The stimulus used in the initial series
of experiments (Moutoussis & Zeki 1997a,b) alternated in color (between being red and
green) and direction of motion (between up and down). The relative timings of the changes
in color and direction were manipulated (see Fig. 16.1), and observers were required to
indicate which colors seemed to coexist with which directions of motion. Surprisingly,
observers were most likely to report that a color was moving in a given direction when the
change in color lagged the change in direction by ∼80 msec.

These findings seem to suggest that perceptual events that occur at the same physical
time can seem to occur at different times. This was interpreted as being indicative of a
temporal hierarchy of sensory processing, with changes in color being processed more
rapidly than changes in direction (Moutoussis & Zeki 1997a,b). The central assumption
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underlying this interpretation is that the time course of sensory analyses will influence
relative timing judgments – so I will refer to this proposal as the brain time hypothesis.

The initial interpretation of the apparent perceptual asynchrony between color and motion
(Moutoussis & Zeki 1997a,b) may not have attracted the attention that it perhaps deserves
because the findings are seemingly at odds with physiological evidence showing that direc-
tion changes can begin to be processed in cortex before color changes (Schiller & Malpeli
1978; Munk et al. 1995). However, this contradiction may be more apparent than factual.
At this point we do not know how the brain encodes relative timing and thus we cannot
be sure how timing perception maps onto cortical activity. It is at least possible that the
crucial factor is not when neural activity can first be detected at the level of a single neuron
but by when population level analyses are concluded. These might typically be completed
more rapidly for color than they are for motion. Obviously this is entirely speculative
and it would be much preferable to know how timing perception relates to brain activ-
ity. However, the brain time hypothesis does provide a simple and falsifiable prediction –
if the time course of sensory processing is changed, so too will our sense of timing.

The initial demonstration of color/motion perceptual asynchrony has inspired a number
of subsequent studies. Some have argued for slight modifications of the brain time inter-
pretation (Arnold et al. 2001; Viviani & Aymoz 2001; Arnold & Clifford 2002; Bedell
et al. 2003; Paul & Schyns 2003; Adams & Mamassian 2004; Clifford et al. 2004; Arnold
2005). Others are more critical and have argued in favor of alternate proposals. Instead of a
perceptual asynchrony driven by different processing times (Moutoussis & Zeki 1997a,b)
it has been argued that the perceptual asynchrony occurs because of a postdicitve analysis
that determines the perceptual properties of new surfaces (Moradi & Shimojo 2004), an
error-prone process of temporal marker matching (Johnston & Nishida 2001; Nishida &
Johnston 2002), or attention switching (Enns & Oriet 2004). I will discuss each of these
developments in turn.

16.2 Modified brain time

16.2.1 Time scale

In the initial perceptual asynchrony studies (Moutoussis & Zeki 1997a,b) observers were
required to indicate predominant pairings between either color and motion direction,
between color and orientation, or between orientation and motion direction. In these sorts
of tasks it is likely that there will be some situations in which the observer is aware that
a given attribute is paired with both states of the other attribute. For instance, at phasic
relationships of 90 deg and 270 deg (see Fig. 16.1) each direction of motion (up and down)
is paired for equal periods of time with each color (red and green). The observer may be
aware of this situation but would still be required to pair a given direction with just one of
the two colors (Moutoussis & Zeki 1997a,b). It is not clear, therefore, if the temporal bias
revealed by this task is related to coincidence detection or to a temporal bias that emerges
when trying to determine predominant pairings over extended periods of time.



16 Relative timing and perceptual asynchrony 257

Subsequent studies have used similar stimuli in that they contained different stimulus
attributes alternating between different states (as depicted in Fig. 16.1), but have used
different perceptual tasks. One of these used a stimulus containing alternations of color
and orientation (Clifford et al. 2003). Observers were required to complete two tasks: (1)
To indicate when the stimulus changes appeared to be simultaneous – a different task to
that used in the initial studies (Moutoussis & Zeki 1997a,b). (2) To indicate predominant
perceptual pairings, even if none seemed to exist – the same task as the initial studies
(Moutoussis & Zeki 1997a,b). Only the latter task revealed a temporal bias, the former
showed that physically synchronous color and orientation changes also seemed to be
perceptually synchronous (Clifford et al. 2003).

These data suggest an important distinction between temporal judgments at different
time scales. Synchrony judgments concern the coincidence of two events at a micro time
scale whereas pairing judgments concern predominant pairings over extended durations.
Judgments over these time scales can reveal different temporal biases, an observation
that implicates dissimilar perceptual processes (Bedell et al. 2003; Clifford et al. 2003).
Here I am primarily interested in the micro time scale and the insights this provides into
mechanisms of coincidence detection. As the color/orientation perceptual asynchrony only
occurs over extended time scales (Moutoussis & Zeki 1997b; Clifford et al. 2003), it is
unlikely to be causally related to different processing times or to clarify the mechanisms
underlying coincidence detection at micro time scales (Clifford et al. 2003).

Another study has used synchrony judgments to examine alternations in color and motion
direction (Nishida & Johnston 2002). It was found that, in some circumstances (see temporal
marker discussion below), physically delayed color changes did appear to coincide with
earlier direction changes – consistent with the findings of Moutoussis and Zeki (1997a,b).
This observation, of an illusory temporal conjunction between color and direction changes,
suggests that the method by which we determine perceptual coincidence is error prone.
Identifying the cause/s of this error may provide considerable insights into the mechanisms
of perceptual timing.

16.2.2 No fixed temporal hierarchy

Although the initial study was restricted in scope to the contexts of color and motion
(Moutoussis & Zeki 1997a), a follow-up study also included orientation (Moutoussis &
Zeki 1997b). Using the same methodology it was found that observers tended to pair specific
colors with earlier instances of orientation (∼63 msec), and with even earlier instances
of motion (∼118 msec). These data seemed to be interpreted in terms of a fixed temporal
hierarchy of distinctive processing times for different stimulus properties, with changes in
color being processed faster than changes in orientation, which were processed faster than
changes in motion direction (Moutoussis & Zeki 1997b).

The link between perceptual asynchrony and fixed distinctive processing times has been
undermined by studies showing that the magnitude of perceptual asynchrony is variable.
For instance, both Arnold and Clifford (2002) and Bedell et al. (2003) have shown that the
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magnitude of perceptual asynchrony between color and motion varies as a function of the
angular difference between the contrasted directions. The asynchrony is greatest if opposite
directions are contrasted and decreases as the angular difference between the alternating
directions is reduced (Arnold & Clifford 2002; Bedell et al. 2003). The magnitude of
color/motion perceptual asynchrony is also influenced by the salience of the contrasted
stimulus attributes (Adams & Mamassian 2004) and by the luminance (Bedell et al. 2006).
All these manipulations can reasonably be expected to influence the time course of sensory
processing. Direction change magnitude can influence the time course of sensory processing
because of inhibition (Barlow & Levick 1965; Snowden et al. 1991; Bair et al. 2002).
Similarly, salience and luminance can influence the time course of sensory processing
because increasing stimulus strength can shorten neural latencies (Munk et al. 1995; Gawne
et al. 1996).

The variability of color/motion perceptual asynchrony cautions against attributing the
phenomenon to fixed distinctive processing times for different stimulus properties (Arnold
& Clifford 2002; Bedell et al. 2003; Adams & Mamassian 2004; Bedell et al. 2006) –
but this variability is not inconsistent with the brain time account. The major implication
of brain time is that the time courses of sensory processing and perceptual experience are
related. This does not imply that the processing time for any type of perceptual analysis will
be constant. Rather, analyses are likely to require variable periods of time to complete –
reflecting the computational demands of specific analyses and the adaptive state of the
processing system (see Bedell et al. 2003 and Ogmen et al. 2004 for similar arguments).

16.2.3 Perceptual asynchrony depends on perceiving direction changes

In some circumstances, motions that are separated in both time and space can become
grouped to create an impression of a persistent moving surface. Consider the situation
in which direction changes are signaled by multiple dots. When all the dots change
between the same directions at the same times, observers experience a single field of
coherently moving dots. Another situation prevails when the relative timings of the
changes are randomized – such that the individual dots still alternate between dif-
ferent motion directions but the timings of the changes between those directions are
randomized. In this situation observers tend to see two unchanging transparent sur-
faces that contain dots drifting in different directions (Clifford et al. 2004; Kanai et al.
2004).

An interesting dissociation emerged when these two types of moving stimuli were con-
trasted. When all dots changed directions at the same times, such that a single coherently
moving surface was experienced, observers tended to pair direction changes with delayed
color changes – the typical color/motion perceptual asynchrony (Clifford et al. 2004). How-
ever, when the timings of direction changes were random, such that observers experienced
two persistent transparent surfaces, pairings of color and motion were veridical (Clifford
et al. 2004).
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Findings relating motion transparency to perceptual pairings of color and motion there-
fore pose an important caveat for the brain time account of perceptual asynchrony: observers
will only misbind motion with later instances of color when a persistent surface appears
to change direction (Clifford et al. 2004; Moradi & Shimojo 2004). Here it is interesting
to note that processing in the human visual brain region V5 has been strongly implicated
as a determinant of motion perception (Zeki et al. 1993; Tootell et al. 1995). It has also
been suggested that motion transparency occurs when the density of moving elements is
sufficient to ensure that there is always movement in specific directions within the relatively
large receptive fields of V5 neurons. Hypothetically this would ensure that motion signals
from V5 are constant and that perceived direction does not change (Qian & Andersen
1994; Qian et al. 1994a,b; Clifford et al. 2004). The influence of motion transparency on
color/motion perceptual asynchrony may therefore indicate that the dynamics of activity in
V5 is a strong determinant of the color/motion perceptual asynchrony (Clifford et al. 2004).

16.2.4 Section summary

Illusory temporal conjunctions may provide an invaluable tool with which to explore the
mechanisms and processes underlying perceptual timing. Studies using simultaneity judg-
ments have found no evidence for perceptual asynchrony between color and orientation – so
the comparison of these attributes is unlikely to be greatly informative in this context. How-
ever, temporally offset color and direction changes are often judged as being perceptually
synchronous. Interestingly, color/motion perceptual asynchrony only occurs when a per-
sistent surface appears to change direction – suggesting that the processing delays involved
in bringing about a change in perceived direction may play a causal role in the generation
of this illusion. The magnitude of color/motion perceptual asynchrony is variable, which
cautions against attributing the phenomenon to fixed and distinctive processing time differ-
ences. However, the magnitude of color/motion perceptual asynchrony varies in a manner
that is broadly consistent with the known dynamics of sensory processing. Thus, although
it cannot be attributed to fixed differences, it is entirely plausible that color/motion percep-
tual asynchrony arises because of a close relationship between the dynamic time course of
sensory processing and perceived timing.

16.3 Temporal marker matching

Instead of processing time differences, Nishida and Johnston (2002) have suggested that
the color/motion perceptual asynchrony happens because of an error-prone process of
temporal marker matching. According to this proposal, markers are attached to salient
temporal events. The terminology used to describe temporal events refers to transitions
(which can be detected by sampling two points in time) as being first-order events and
to turning points (which can only be detected by sampling three points in time) as being
second-order events. In this vernacular, color and position changes are first-order events,
whereas direction reversals are second-order events (Nishida & Johnston 2002). According
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Fig. 16.2 A graphic description of the temporal marker matching account of perceptual asynchrony.
According to the proposal, temporal markers are attached to different types of temporal event. Two
hypothetical event types are proposed: first-order changes, which can be detected by sampling two
points in time, and second-order changes, which can only be detected by sampling three points in
time. Direction reversals would therefore be second-order changes and color and position changes
would be first order. Here the large flags signify markers attached to first-order events, and the smaller
flags signify markers attached to second-order events. Perceptual asynchrony is supposed to occur
because markers attached to first-order position changes are inappropriately matched with markers
attached to temporally offset color changes.

to the proposal, second-order events are difficult to detect when they are embedded within
rapid alternations (∼1 Hz and faster, see Fig. 16.2). Theoretically the temporal markers
attached to first-order position changes (which separate the direction reversals) are more
salient than the temporal markers attached to second-order direction reversals and, as a
consequence, the temporal markers attached to first-order color changes are erroneously
paired with the temporal markers attached to first-order position changes.

It is far from clear how the temporal marker account, at least in its original form (Nishida
& Johnston 2002), could account for pre-existing findings related to color/motion perceptual
asynchrony. For instance, if perceptual asynchrony is driven by mismatching markers
attached to temporally offset events (Nishida & Johnston 2002) asynchrony magnitude
should vary with the size of the average temporal offset between the mismatched events.
This would be determined by the duration of the alternation cycle – longer cycles should
cause larger apparent asynchronies. However, it has been shown that alternation rates can
be changed without influencing perceptual asynchrony magnitude (Moutoussis & Zeki
1997a,b; Bedell et al. 2003).

Perhaps a more dramatic challenge for the temporal marker account is that it does
not appear to predict the direction of perceptual asynchrony. Color/motion perceptual
asynchrony is characterized by a tendency to pair direction changes with relatively delayed
color changes. A relative processing delay, with color changes being processed more
rapidly than direction changes (Moutoussis & Zeki 1997a,b), could readily explain both
the consistency and direction of this effect. However, the temporal marker theory, at least
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in its original form, does not explain why there is a tendency to pair markers attached to
first-order position transitions with markers attached to delayed rather than to earlier color
changes (Nishida & Johnston 2002).

The emphasis of temporal marker theory on mismatching first- and second-order tem-
poral events also seems to be problematic. Both Arnold and Clifford (2002) and Bedell
et al. (2003) have shown that the magnitude of color/motion perceptual asynchrony varies
according to the angular difference between the contrasted directions of motion. Using
the vernacular of temporal marker theory, this manipulation does not change the types of
temporal events being compared – direction changes, be they big or small, can only be
detected by sampling three points in time and should therefore be characterized as second-
order temporal events (Nishida & Johnston 2002). The fact that asynchrony magnitude
varies when temporal event types are held constant implies that the color/motion perceptual
asynchrony cannot comprehensibly be explained by temporal marker theory (Nishida &
Johnston 2002).

16.3.1 Modified temporal marker matching

Recently the temporal marker theory has evolved to acknowledge the influence of the
angular difference between contrasted directions of motion. First, the authors replicated the
basic finding concerning asynchrony magnitude and motion direction angular differences
(Amano et al. 2007). Previously such findings have been taken as strong evidence for the
brain time account. Amano et al. (2007), however, interpreted these data within a temporal
marker framework. Specifically, they proposed that the angular difference between the
contrasted directions of motion had influenced the time course of sensory processing
and that this, in turn, had influenced the placement of temporal markers. This interpretation
seems problematic. Most importantly, it effectively transforms the temporal marker account
of perceptual asynchrony into another form of brain time.

Perhaps the most attractive conceptual feature of the original temporal marker account
was that it strove to dissociate perceived timing from the dynamic, and therefore unreliable,
time course of sensory processing (Johnston & Nishida 2001; Nishida & Johnston 2002).
Recent developments have greatly clarified the temporal marker account but seem to have
undermined this conceptual advantage. According to the modified version of the temporal
marker account (Amano et al. 2007), perceived timing is determined by attaching temporal
markers to initial, as opposed to completed, sensory analyses in cortex. According to this
proposal, sensory processing within cortex should have little impact on perceived timing –
but our sense of timing would still be subject to brain time. Primarily this would be true
because the timings of initial cortical responses are subject to variable delays due to sensory
processing in subcortical structures, such as the retina and the LGN.

The revised version of the temporal marker account seems to be a development of an
earlier proposal, that perceived timing is related to the timing of the first cortical response
to a sensory event (Libet et al. 1979, 1985; Libet et al. 1983; see van de Grind 2002, for a
critical commentary). According to this perspective, timing perception is subject to brain
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time in that illusions can be instigated by inducing differential delays between physical
exposure to a stimulus and the onset of activity in cortex (Roufs 1963; Wilson & Anstis
1969). However, by attributing perceived timing to when cortical analyses commence,
rather than when they finish, the influence of processing time differences within cortex
should be minimized (Libet et al. 1979, 1985; Libet et al. 1983; Amano et al. 2007). Thus
timing illusions might occur, but they should not become further exacerbated by sensory
processing within cortex.

It seems that the revised version of the temporal marker account could be conclusively
falsified by demonstrating that processing time differences arising because of processing
within cortex can induce a subjective perceptual asynchrony. This would have to be done in
a context that precluded processing prior to the cortex from contributing to the asynchrony.
A note of caution should be sounded here though. It is unclear what, precisely, is meant
by an initial cortical response. If this were considered to be the point in time at which a
population response in cortex can be distinguished from noise, considerable delays could
still occur because of processing within cortex. However, this proposal would seem to
go against the conceptual spirit of the temporal marker account as such a process would
be dependent upon the completion of an analysis within cortex (the process by which a
sensory signal is distinguished from neural noise). It would also be particularly difficult
to distinguish this latter proposal from other explicitly brain time accounts (Moutoussis &
Zeki 1997a,b; Arnold & Clifford 2002; Bedell et al. 2003).

16.3.2 Section summary

It has been suggested that the color/motion perceptual asynchrony might be driven by
mismatching different types of events. Events detectable by sampling two points in time
are termed first order and those that can only be detected by sampling three points in time are
second order. As yet it is not clear how this characterization could explain the direction or
relatively consistent magnitude of the color/motion perceptual asynchrony. More recently
the temporal marker account has been revised to acknowledge the influence of the variable
processing times that can be instigated by contrasting directions separated by differing
angles. This development transforms the temporal marker account into another form of
the brain time account. However, it still does not address why color/motion perceptual
asynchrony has a consistent direction and magnitude. Thus, at this point, temporal marker
theory does not appear to provide a clear and/or comprehensive account of color/motion
perceptual asynchrony.

16.4 Motivations underlying temporal marker matching

Although temporal marker theory does not appear to provide a clear or comprehensive
account of color/motion perceptual asynchrony, the motivations that drove the formation of
the theory should be addressed. These included (1) that color/motion perceptual asynchrony
does not cause reaction time differences, which one might expect if analyses of color are
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completed more rapidly than analyses of direction change; (2) that color/motion percep-
tual asynchrony only occurs for rapid stimulus alternations, suggesting that the perceptual
asynchrony might only occur in special circumstances; (3) that color/motion perceptual
asynchrony is predicted by temporal structure rather than attribute type, suggesting that an
emphasis on the former might explain the illusion. I shall address each of these observations
in turn.

16.4.1 Color/motion perceptual asynchrony is not matched to reaction
time differences

Reaction times may seem like a simple measure of perceptual processing, but they are
quite complicated. In addition to any effects of sensory processing, they are influenced by
both the preparation and execution of motor responses. Thus even when a reaction time
difference is observed, it is unclear if that difference can be attributed to sensory or to
motor-related processing. Further complicating matters is the possibility of compensation.
For instance, delayed sensory processing could be compensated for by more rapid motor
processing, or vice versa. The implications of a null result in this context are therefore also
unclear.

Even if a reaction time measure could reliably be attributed to sensory processing, it
would be unclear if the sensory processing being tapped was necessarily related to the
determination of perceived timing. As sensory processing is multifaceted and distributed
across different brain structures, it is at least possible that a processing difference could
affect reaction times without impacting the determination of perceived timing.

In summary, the dynamics of perceptual experience, our sensations of relative timing,
and the speed by which we can react to a physical event might all be unrelated. As a
consequence, reaction time data do not pose a great conceptual dilemma for any account
of perceived timing.

16.4.2 Color/motion perceptual asynchrony only occurs for rapid
stimulus alternations

Nishida and Johnston (2002) found that the color/motion perceptual asynchrony only occurs
for rapid stimulus alternations, ∼1 Hz and faster. Although this may suggest an absence of
processing differences at slow alternation rates, it does not prove that perceptual asynchrony
observed at high alternation rates is not related to processing differences. Nishida and
Johnston (2002) recognized this and sought to support the finding with the additional
observations that temporal order judgments for specific color and direction changes were
accurate, even when said changes were embedded in rapid stimulus alternations. However,
there have been a number of failures to replicate these results. Viviani and Aymoz (2001),
and then Aymoz and Viviani (2004) found that temporal order judgments were inaccurate
when comparing single color changes and motion onsets – color changes seemed to precede
synchronous motion onsets. Adams and Mamassian (2004) found that single color changes
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and direction reversals were similarly offset. However, Bedell et al. (2003) found that
temporal order judgments were accurate when comparing single color changes and direction
reversals – even when the stimulus alternation was rapid.

The variability of color/motion temporal order judgments, and the dependence of percep-
tual asynchrony on alternation rate, suggests the possibility of multiple temporal cues – at
least one of which prompts accurate timing and another that does not. Nishida and Johnston
(2002) suggested that the variability arises because, at rapid alternations, second-order
temporal markers are more difficult to detect. But given the ill-defined nature of temporal
markers and the fact that asynchrony magnitude varies when the type of hypothetical marker
is held constant (Arnold & Clifford 2002; Bedell et al. 2003), it is just as probable that the
variability reflects changed processing dynamics or the influence of different perceptual
processes.

One suggestion that could explain the variability of color/motion timing judgments is
that, in some circumstances, relative timing could be signaled by neural offset transients.
Offset transients are shorter and less variable than are onset transients and could therefore
provide a more reliable signal for perceptual timing (Bair et al. 2002). However, neural
offsets could only signal the starting point of a stimulus transition – they could play no
role in signaling visual content. Perhaps the variability of color/motion timing judgments
reflects two perceptual strategies – one that monitors the stimulus for offset transients that
signal the starting points for stimulus transitions and one that monitors the stimulus for
content changes, which are therefore susceptible to processing delays.

Color/motion timing judgments are variable (Viviani & Aymoz 2001; Nishida & Johnston
2002; Bedell et al. 2003; Adams & Mamassian 2004; Aymoz & Viviani 2004). This
variability cannot be predicted on the basis of the type of temporal event. Sometimes the
relative timings of color changes (hypothetically first-order events) and direction reversals
(second-order events) are judged accurately (Nishida & Johnston 2002; Bedell et al. 2003)
and sometimes not (Viviani & Aymoz 2001; Adams & Mamassian 2004; Aymoz & Viviani
2004). Although it may take some time to clarify this tangle of apparently contradictory
findings, it seems reasonable to suggest that apparent discrepancies may be driven by the
provision of different temporal cues. It should be stressed that the variability of color/motion
perceptual coincidence does not refute the possibility that perceptual asynchrony can be
induced by processing differences (Moutoussis & Zeki 1997a,b).

16.4.3 Color/motion perceptual asynchrony is predicted by temporal structure rather
than attribute type

Inspired by their emphasis on temporal event type, Nishida and Johnston (2002) attempted
to demonstrate that the direction and magnitude of the color/motion perceptual asynchrony
could be predicted by this characterization. To this end they contrasted combinations of first-
and second-order changes in color and position. First-order position changes resembled an
apparent motion stimulus, generated by changing the phase of the component waveforms in
a plaid stimulus, +/– 0.25 cycle, every 250 msec. A moving plaid, changing direction every



16 Relative timing and perceptual asynchrony 265

250 msec, was used to signal second-order position changes. First-order color changes
were signaled by abrupt red/gray color changes, whereas second-order color changes were
signaled by gradual transitions from gray to red, then from red to gray.

When gradual color changes (second order) were coupled with abrupt position changes
(first order), observers tended to pair colors with relatively delayed positions (Nishida &
Johnston 2002). If abrupt position changes are directly analogous to motion, this would
constitute a reversal of the normal color/motion perceptual asynchrony. It does not seem
unreasonable, however, to suggest that the reversal of the typical color/motion asynchrony
in this case is driven by processing differences. The very different types of position change
may tap different visual processes with different temporal dynamics. Alternatively, they
may drive a common process in very different ways – direction reversals may prompt
greater direction inhibition than do abrupt position changes. Similar statements can be
made in relation to the very different types of color change. The observation that different
stimuli can prompt different temporal relationships is entirely consistent with the suggestion
that visual processing can influence the time course of sensory experience and therefore
apparent timing (Moutoussis & Zeki 1997a,b).

Although Nishida and Johnston (2002) focused on the combination of first-order position
and second-order color changes, of equal interest are the combinations of first-order color
and position and of second-order color and position changes. When these combinations
were compared, and the theoretical types of temporal event were constant, positions tended
to be paired with slightly delayed colors (perceptual asynchronies of ∼25–55 msec). These
findings suggest that an emphasis on temporal event type cannot provide a comprehensive
account of color/motion perceptual asynchrony.

16.4.4 Section summary

The findings that inspired the temporal marker account of perceptual asynchrony do not
refute the brain time account. Reaction time measures may not tap the dynamics of percep-
tion or perceived timing, and changing the physical properties of the stimulus may change
the dynamics of perceptual processing. Moreover, the color/motion perceptual asynchrony
cannot be predicted by mismatching theoretically different event types because asynchrony
magnitude can change when event types are held constant.

16.5 Postdictive analysis

The brain time account of color/motion perceptual asynchrony argues that there is a rela-
tionship between the time courses of sensory processing and perceptual experience (Bartels
& Zeki 1998; Zeki 2002). However, it has been argued that neural processing times may not
correlate directly with relative perceptual timing (Dennett & Kinsbourne 1992; Johnston
& Nishida 2001; Rao et al. 2001; Nishida & Johnston 2002; Moradi & Shimojo 2004).
According to this view there is a need to resolve ambiguities of timing that might arise
because of the variable time courses of neural processing. Instead of relative timing being
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determined by when sensory analyses are completed, it has been argued that timing might
be determined by an interpretive analysis that compensates for the variability of neural
transmissions (Dennett & Kinsbourne 1992; Johnston & Nishida 2001; Rao et al. 2001;
Nishida & Johnston 2002; Moradi & Shimojo 2004).

One way of compensating for the variability of neural processing would be to attribute
the timing of stimulus changes to the points in time at which analyses commence rather
than to the points in time at which they finish. This form of analysis has been described
as postdictive, as perceptual experience is supposed to be delayed, thereby allowing the
visual system to take into account information from after an event before committing to a
visual interpretation (Eagleman & Sejonowski 2000; Rao et al. 2001; Moradi & Shimojo
2004). It has been argued that the color/motion perceptual asynchrony might be caused by
a postdictive analysis (Moradi & Shimojo 2004).

This interpretation posits that when a new surface appears, or when a persistent surface
changes direction, an analysis of the surface’s properties is triggered – including an analysis
of its color (Moradi & Shimojo 2004). Hypothetically, this analysis persists for a period of
time but the analysis outcomes are experienced as having originated from the beginning
of the analysis. How could this process cause color/motion perceptual asynchrony? Well,
during the analysis period color could change – say from red to green. The analysis would
then include a brief instance of red and a more prolonged instance of green. Due to averaging,
the perceived color of the new surface would be green – thereby inappropriately pairing
a temporally offset color change with an earlier direction reversal (Moradi & Shimojo
2004). The potential for illusory temporal conjunctions being created by this hypothetical
process is exacerbated by the assumption that color is not treated consistently during
analysis periods. Instead, it is assumed that perceptual outcomes are biased in favor of the
later stages of analysis (Moradi & Shimojo 2004; see Fig. 16.3 for a graphic description).

The postdictive account of color/motion perceptual asynchrony (Moradi & Shimojo
2004) is similar to the modified version of the temporal marker matching account (Amano
et al. 2007). However, there are some important differences. According to the modified
temporal marker matching account (Amano et al. 2007) all sensory events are temporally
marked, so they should seem to have occurred at the time of the first cortical response
elicited by the event (Libet et al. 1979, 1985; Libet et al. 1983; Amano et al. 2007). Thus,
unless a subcortical processing difference is assumed, the account does not appear to be able
to predict the direction or relatively consistent magnitude of the color/motion perceptual
asynchrony. In contrast, the dictive account of color/motion perceptual asynchrony (Moradi
& Shimojo 2004) suggests that postdictive analyses are triggered by direction reversals.
This would explain the consistent bias to pair color with earlier instances of motion.

The brain time and postdictive accounts of perceptual asynchrony predict different
optimal conditions for making temporal judgments. According to the brain time account
(Moutoussis & Zeki 1997a,b), direction changes are paired with later color changes because
it takes longer to process direction changes – so the optimal conditions for pairing color
and direction changes should occur when direction changes are delayed relative to color
changes. According to the postdictive account (Moradi & Shimojo 2004) direction changes
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Fig. 16.3 Schematics depicting the theoretical postdiction and temporal averaging account of
color/motion perceptual asynchrony. It is assumed that physical direction reversals (vertical lines)
trigger a process of temporal averaging by which the apparent color of the moving surface is deter-
mined. The perceptual outcome of the analysis is postdictive as it is assumed that the average color
is experienced as having persisted from when the analysis commenced. It is also assumed that color
is not treated equally during the analysis – outcomes are biased in favor of colors present during the
later stages. Because of this, the apparent colors of the moving surfaces depicted above and below
will both be green and then red – even though the surface depicted above is both red and green for
equal periods during the analysis periods triggered by the direction reversals.

trigger an extended process of temporal averaging during which the apparent color of the
moving surface is determined. The color/motion perceptual asynchrony is supposed to
occur because the perceptual outcome of this extended period of analysis (color) is expe-
rienced as having persisted from the point in time at which the direction change occurred.
Therefore, according to this proposal, the optimal conditions for pairing color and direction
changes should occur when direction and color changes are physically coincident. This will
maximize the proportion of the analysis period containing a single color – so the outcome
of the averaging process should not be at all ambiguous.

Moradi and Shimojo (2004) recognized that one of the central predictions of the brain
time account is that color/motion pairing should be facilitated by delaying color relative
to direction changes. They therefore examined the effects of delaying color changes and
found that this did not facilitate color/motion pairing (Moradi & Shimojo 2004). However,
they used fairly rapid alternation rates (between 3.57 and 5.3 Hz) at which the perceptual
pairing of color and motion was impossible for their observers (see Moradi & Shimojo
2004, Fig. 16.3). Thus it did not matter if color changes were delayed or not – the task was
still impossible. If we want to see if inducing color change delays can facilitate color/motion
pairing we need to examine conditions in which it is at least sometimes possible to complete
the task.
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I have recently examined this issue in two ways (Arnold 2005). At a fixed rate of
alternation (1.25 Hz) I found that color/motion pairing is far more systematic when color
changes are delayed by 80 msec as opposed to when they are physically synchronous. When
color and direction changes were physically synchronous, pairing performance did not
differ from chance (Arnold 2005). This observation is also apparent upon close inspection
of data from previous studies (Moutoussis & Zeki 1997b; Nishida & Johnston 2002). I
also demonstrated that observers are able to match colors and motion directions at faster
alternation rates when color changes are delayed by 120 msec relative to direction changes.
When color changes lagged direction changes, observers could pair colors and motion
directions at alternation rates of ∼2.82 Hz, whereas they could only pair these attributes at
rates of ∼1.97 Hz when the changes were physically synchronous (Arnold 2005).

Color/motion perceptual pairing can therefore be facilitated by inducing a time lag
between the changes in direction and the changes in color (Arnold 2005). Although this
observation is predicted by the brain time account of perceptual asynchrony (Moutoussis
& Zeki 1997a,b), it seems inconsistent with the postdictive account (Moradi & Shimojo
2004). This apparent inconsistency might be resolved if there was a delay between detection
of the triggering event and the start of the period of postdictive analysis. For instance, a
postdictive analysis might be triggered by the detection of a direction reversal, but the
postdictive analysis of color may not begin until sometime later.

This suggestion differs from earlier postdictive hypotheses (Eagleman & Sejnowski
2000; Rao et al. 2001). The major computational advantage of the initial suggestions was
that time-consuming analyses would have little or no impact upon timing judgments. In
contrast, the proposal above suggests that timing errors would occur as a direct consequence
of a time-consuming neural process – the delay between a direction reversal being detected
and the beginning of a postdictive analysis. This proposal therefore lacks the functional
advantages of earlier postdictive hypotheses (Eagleman & Sejnowski 2000; Rao et al.
2001), thus there seems to be no reason to prefer this hypothesis in comparison to the brain
time account of perceptual asynchrony.

16.5.1 Section summary

It has been suggested that the color/motion perceptual asynchrony might be driven by
a postdictive analysis. According to this proposal direction changes trigger a prolonged
averaging process during which the apparent color of the moving surface is determined. Two
factors are supposed to cause perceptual asynchrony: (1) Analysis results are experienced as
having persisted from the beginning of the analysis. (2) The apparent color determined by
averaging can differ from the color that existed at the beginning of the analysis. Accordingly,
the best conditions for pairing color and motion should occur when color and direction
changes are physically synchronous and the analysis period contains just one color. This
is not true. Observers are better at pairing color and motion when changes in color lag
changes in direction – an observation that is entirely consistent with the brain time account
of perceptual asynchrony but is inconsistent with the postdictive account.
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16.6 Attention switching

It has been suggested that perceptual asynchrony might arise because of a delay between
redirecting attention from a “defining” attribute to a “report” attribute. The idea is that the
observer needs to first detect a change in one feature attribute (say a direction change)
and then redirect attention to judge the state of another feature (color). Support for this
perspective is garnered from the observation that switching feature roles (defining/report)
can reverse the apparent direction of perceptual asynchrony. For instance, if observers are
instructed to report the color of a vertical bar they tend to pair orientation with delayed
colors – as demonstrated by Moutoussis and Zeki (1997b). However, if observers are
instructed to report the orientation of red they tend to pair color with delayed orientations
(Enns & Oriet 2004).

Another study used the same manipulation to examine the influence of attention on
perceptual asynchrony but failed to find a reversal of the normal effect (Clifford et al. 2003).
However, this study did find that perceptual asynchrony magnitude could be modulated
by attention (Clifford et al. 2003). The two studies therefore disagree in terms of effect
magnitude. In one, attention effects were sufficient to reverse the direction of apparent
perceptual asynchrony (Enns & Oriet 2004), whereas in the other they were not (Clifford
et al. 2003). However, the two studies are in agreement concerning the fact that attention
can influence temporal judgments.

The effects of attention on temporal judgments have long been acknowledged. Typically,
attended changes appear to precede unattended changes (Sternberg & Knoll 1973; Reeves &
Sperling 1986). Recognizing this, experimenters have often taken precautionary measures
when assessing perceptual asynchrony. Some experimenters have avoided using “defining”
and “report” attributes by requiring observers to make forced choice judgments concerning
the simultaneity (Nishida & Johnston 2002; Bedell et al. 2003; Clifford et al. 2003; Arnold
2005) or temporal order (Viviani & Aymoz 2001; Nishida & Johnston 2002; Adams &
Mamassian 2004; Aymoz & Viviani 2004) of stimulus changes. In all of these studies
apparent perceptual asynchronies were observed even though observers were not instructed
to attend to any specific attribute.

When talking about attention, it is often beneficial to draw a distinction between endoge-
nous and exogenous effects. Endogenous effects refer to the observer’s ability to selectively
attend to a specific stimulus. Some of the studies described previously have shown that
endogenous attention can at least modulate perceptual asynchrony magnitude (Clifford
et al. 2003; Enns & Oriet 2004). However, the studies that have avoided using “defining”
and “report” features have shown that perceptual asynchrony cannot be solely attributed
to endogenous attention effects (Viviani & Aymoz 2001; Bedell et al. 2003; Clifford
et al. 2003; Nishida & Johnston 2003; Adams & Mamassian 2004; Aymoz & Viviani 2004;
Arnold 2005).

Exogenous attention refers to stimulus properties that involuntarily attract an observer’s
attention. It can be difficult to disambiguate these effects from processing time differences,
as a change that attracts attention involuntarily may seem to have been processed more
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rapidly. However, the results of a recent study that examined the effects of stimulus salience
might be relevant here (Adams & Mamassian 2004). In this study an operational definition
of salience was used – a level of performance during change detection tasks completed
before the main experiment. This allowed the experimenters to compare color and stimulus
speed changes across a range of relative, operationally defined, saliencies. Temporal order
judgments were then used in the main experiment. Thus the experimenters avoided the
endogenous attention effects related to the use of “defining” and “report” attributes. It
was found that stimulus salience influenced perceptual asynchrony magnitude, with salient
stimulus changes appearing to occur earlier than less salient changes. However, when
the contrasted stimulus changes were matched in terms of detection ease, color changes
still seemed to precede physically coincident direction changes (Adams & Mamassian
2004). Thus, to the extent that equivalent detection rates can be regarded as a control for
exogenous attention, the results of the study suggest that exogenous attention cannot provide
an adequate explanation for color/motion perceptual asynchrony (Adams & Mamassian
2004).

It is possible that operational defined salience controls are inadequate. It would then
be difficult to tease apart the effects of salience and exogenous attention from processing
time differences. However, this differentiation may be arbitrary. Strong sensory signals,
normally associated with high salience, have been repeatedly tied to faster processing times
than weaker signals (Roufs 1963; Williams & Lit 1983; Dzhafarov et al. 1993; Mateeff
et al. 1995). For this reason the influence of operationally defined salience variance upon
color/motion perceptual asynchrony has been cited as evidence for a link between sensory
processing times and perceived timing (Adams & Mamassian 2004).

16.6.1 Section summary

Although both endogenous (Clifford et al. 2003; Enns & Oriet 2004) and exogenous (Adams
& Mamassian 2004; also see Paul & Schyns 2003) attention seems to influence perceptual
asynchrony magnitude, these effects seem to be additional factors in relation to a more
fundamental cause. When both forms of attention are controlled (Adams & Mamassian
2004) color/motion perceptual asynchrony persists.

16.7 General discussion

Although experimental findings demand that the brain time account of perceptual asyn-
chrony be modified, some variation of this perspective still seems like the most viable
interpretation. The temporal marker account (Nishida & Johnston, 2002) cannot adequately
explain color/motion perceptual asynchrony, because asynchrony magnitude changes when
theoretical types of temporal event are held constant (Arnold & Clifford 2002; Bedell
et al. 2003; see temporal marker matching discussion). The postdictive analysis account
(Moradi & Shimojo 2004) is untenable, as it inaccurately predicts that the best conditions
for pairing color and motion should occur when color and direction changes are physically
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synchronous (see postdictive analysis discussion). The attention switching account is inad-
equate, as the phenomenon persists when the effects of both endogenous and exogenous
attention are controlled (Adams & Mamassian 2004).

The fact that perceptual asynchrony magnitude is variable is entirely consistent with the
brain time account. Neural processing times are unlikely to be fixed. They are more likely
to require variable periods of time to complete, reflecting the computational demands of
specific analyses and the adaptive state of the processing system. Color/motion perceptual
asynchrony does not seem to occur when direction changes are not apparent (Clifford
et al. 2004; Moradi & Shimojo 2004) and it varies as a function of the angular difference
between the contrasted directions of motion (Arnold & Clifford 2002; Bedell et al. 2003). In
addition to these observations, the systematic influence of salience on perceptual asynchrony
magnitude (Adams & Mamassian 2004) also seems to be indicative of a relationship
between the time courses of sensory processing and apparent timing.

16.7.1 Implications

What would it mean if there were a relationship between neural processing times and
perceived timing, and why does this proposal excite such debate?

The possibility of a relationship between the time courses of sensory processing and
perceptual timing has been criticized on the basis that it would lead to systematic timing
errors (Libet et al. 1983; Libet 1985; Eagleman & Sejnowski 2000; Rao et al. 2001; Moradi
& Shimojo 2004). According to alternate proposals, timing must be determined by some
form of interpretive process that compensates for the variable time courses of sensory
processing (Eagleman & Sejnowski 2000; Rao et al. 2001). It is entirely probable that
perceptual processing is subject to some form of interpretation (Arnold et al. 2005), but
given the number of systematic timing errors that correlate with the known dynamics of
visual processing (Arden & Weale 1954; Roufs 1963; Arnold & Clifford 2002; Bedell
et al. 2003; Paul & Schyns 2003; Adams & Mamassian 2004; Bedell et al. 2006), it would
seem that any interpretive analysis must be subject to the temporal limitations of the neural
processing upon which it is based.

The possibility of a relationship between the time courses of sensory processing and
apparent timing has also been criticized on more philosophical grounds. It has been argued
that the brain time account (Moutoussis & Zeki 1997a,b) treats apparent timing quite
differently from other sensory processes (Johnston & Nishida 2001). The argument is that
all other sensory properties are encoded in the activity of neurons, whereas brain time
suggests that apparent timing might be determined by when analyses are concluded in
specific regions of the brain. This point is well made. As I mentioned at the outset, human
observers can determine the relative timings of a remarkable variety of visual, auditory,
and haptic events (Moutoussis & Zeki 1997a,b; Fujisaki et al. 2004; Vogels 2004; Arnold
et al. 2005). Obviously the necessary information is encoded because these relative timing
judgments can be made and reported. The question is how?
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16.7.2 Integrating independent temporal codes

In the spatial domain, it seems that independent codes are first formed and then summated
(Rivest & Cavanagh 1996; Hillis et al. 2002; Alais & Burr 2004). It is conceptually
possible that a similar strategy is used for temporal perception. Some form of temporal
marker could be attached to neural events that signify when the event occurred (Dennett
& Kinsbourne 1992; Nishida & Johnston 2002). Of course some form of metric would be
required; perhaps this could be provided by an internal clock (Treisman 1984; Buonomano
& Karmarkar 2002). If this strategy were used, it would be optimal if the theoretical timing
stamps (Dennett & Kinsbourne 1992) or markers (Nishida & Johnston 2002) were attached
to neural events at early processing stages in order to minimize the influence of further
sensory analyses. One problem with this sort of proposal is that it does not mirror the
temporal strategies used by the visual system in other contexts.

16.7.3 Coincidence detection

There is a basic computational strategy used repeatedly in vision – coincidence detection.
Neurons that behave like nonlinear coincidence detectors have been implicated in many
aspects of visual processing, including motion perception and stereo vision (Reichardt
1961; Barlow et al. 1967; Borst & Egelhaaf 1989; Ohzawa et al. 1990). These neurons can
be conceptualized as a logical AND gate; they will only respond if they receive two sources
of input. This property seems to make them ideally suited for serving as the neural basis
for timing perception, as they can encode temporal relationships – for instance a given cell
might only increase its firing rate when multiple events occur at the same time (Llinas et al.
2002). Because coincidence detectors are sensitive to the relative timings of sensory input,
any change in sensory processing times prior to the process of coincidence detection would
change the encoded temporal relationship – an explicit prediction of the brain time account
(Moutoussis & Zeki 1997a,b).

As we know that the brain uses coincidence detection as a temporal strategy (Reichardt
1961; Barlow et al. 1967; Borst & Egelhaaf 1989; Ohzawa et al. 1990), it seems entirely
reasonable to suggest that a similar strategy might be used to encode relative timing (Llinas
et al. 2002). The implication of this is that the visual system would not create different
timing codes that must then become integrated. Instead, a process of coincidence detection
that monitors multiple sources of input would be used. Given the variety of relative timings
that can be judged, the relevant neurophysiological substrates would necessarily be located
at brain sites that receive inputs from multiple regions of the brain so that multiple sources
of temporal information could be monitored. Numerous findings relating attention to per-
ceived timing suggest that the process is probably gated by attention (Treisman & Gelade
1980; Paul & Schyns 2003; Fujisaki et al. 2006). These suggestions are consistent with
functional imaging and clinical observations that implicate a network of structures in timing
perception – including the left inferior parietal cortex, the left frontal operculum, the pre-
supplementary motor area, and the putamen (Aglioti et al. 2003; Coull 2004).
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16.7.4 Coincidence detection predictions

16.7.4.1 Timing errors

The most obvious prediction of a coincidence detection account of perceptual timing is that
timing illusions should ensue if processing is delayed prior to the process of coincidence
detection. This possibility has attracted considerable attention and many experimental
results are consistent with it (Arden & Weale 1954; Roufs 1963; Arnold & Clifford 2002;
Bedell et al. 2003; Paul & Schyns 2003; Adams & Mamassian 2004; Bedell et al. 2006).

16.7.4.2 Sensitivity changes

The same point in space can be signaled by multiple cues, by color, motion, and luminance
(Rivest & Cavanagh 1996). So too can the same point in time. This fact does not seem to
have attracted a great deal of attention.

When redundant sources of information are available, the opportunity exists to combine
the two sources of information into an integrated code that is more precise than either of the
independent cues. This can be achieved by either summating the two independent sources
of information (Rivest & Cavanagh 1996; Hillis et al. 2002; Alais & Burr 2004; Ernst &
Bulthoff 2004) or perhaps by a nonlinear process of coincidence detection (Reichardt 1961;
Barlow et al. 1967; Borst & Egelhaaf 1989; Ohzawa et al. 1990). The two strategies can
predict quite different sensitivity changes.

If cue integration is achieved by summing together independent neural signals, sensitivity
for combinations of cues can be predicted on the basis of sensitivity to the independent
cues. Following optimal linear summation, perceptual decisions based on the summed
signals can be more precise than those based on either of the independent signals. The
maximal improvement that can be achieved following linear summation is equivalent to
the observer’s sensitivity to the independent signals multiplied by

√
2. Such improvements

have been observed repeatedly in the spatial domain (Rivest & Cavanagh 1996; Hillis et al.
2002; Alais & Burr 2004; Ernst & Bulthoff 2004).

Much greater improvements might be possible following a nonlinear process of coinci-
dence detection. In this context the different signals are not independent as the coincidence
detector must monitor multiple sources of information. Therefore the addition of an extra
signal does not introduce additional underlying neural noise, but it does increase signal – a
situation that could dramatically improve temporal sensitivity. Accordingly, any situation
where temporal sensitivity can be shown to improve by a factor greater than a multiple of√

2, with the addition of an extra timing cue, would strongly implicate a nonlinear com-
bination process. This possibility could be explored both within vision and across other
perceptual modalities.

16.8 Conclusions

Physically synchronous alternations of color and motion direction can appear asynchronous.
Although the magnitude of this temporal illusion is variable, a causal relationship between
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the time courses of sensory processing and apparent relative timing still seems like the
most reasonable interpretation of the empirical data. Perhaps the strongest support for the
brain time account is provided by the observation that color/motion perceptual asynchrony
magnitude varies in a manner that is broadly consistent with the known dynamics of
sensory processing (Arnold & Clifford 2002; Bedell et al. 2003; Adams & Mamassian
2004; Clifford et al. 2004).

A close relationship between sensory processing and apparent timing could readily be
explained if relative timing were encoded by a computational strategy used repeatedly
in vision – coincidence detection. The process of coincidence detection could be gated
by attention (Treisman & Gelade 1980; Paul & Schyns 2003; Fujisaki et al. 2006) and
the neural substrate would be necessarily situated where multiple sources of temporal
information can be monitored. According to this interpretation we should be able to induce
timing illusions by selectively slowing perceptual analyses, and we might expect temporal
sensitivity to improve in a nonlinear fashion with the addition of extra timing cues.
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The time marker account of cross-channel
temporal judgments

shin’ya nishida and alan johnston

Summary

The human sensory system, at least in its early stages, consists of multiple channels for
different modalities (e.g., vision, audition) and for different attributes in each modality (color,
motion). Temporal congruency is a critical factor in the binding of signals across channels,
but little is known about what representations and algorithms are used for matching. We
first analyze this mechanism from a general theoretical point of view and then address the
specific mechanisms underlying the perception of color–motion synchrony and audiovisual
simultaneity. We hypothesize that judgments about cross-channel temporal relations are based
on the comparison of time markers by a mid-level perceptual process. The time markers are
amodal tokens that reference salient, figural features extracted from early-level sensory signals.
A temporal marker should reference the time a specific event occurs in the world rather than
the time the processing of the event completes in the brain.

17.1 Introduction

The human sensory system has a complex architecture. It consists of multiple parallel chan-
nels for different sensory modalities (e.g., vision, audition). The channel for each sensory
modality is subdivided into multiple parallel channels, each specialized for processing of
different attributes (e.g., color, motion). Furthermore each channel consists of multiple
serial processing stages. The transmission and processing of sensory information by neural
mechanisms takes time, and the amount of time taken varies significantly across channels.
For example, in monkey visual cortex, the latency of stimulus onset evoked response is
about 40–100 msec in V1, 50–100 msec in MT, 70–160 msec in V4, and 90–180 msec in IT
(Bullier 2001). As a result, sensory signals referring to different aspects of a single object
or event are spatially and temporally spread over the brain’s neural network. To perceive
a coherent world, these signals have to be grouped in a manner that allows referencing
to a single object or event. Important physical constraints on the grouping of signals are
the coincidence and spatial proximity of the physical attributes from which they arise.
However, the means by which the temporal relationships between events are determined
remains unclear, particularly when the signals arising from those events reside in separate
modalities or modules.
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c© Cambridge University Press 2010.
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In this chapter, we will consider the sensory mechanism that associates and compares
temporal patterns of stimulation encoded in separate channels to establish a sense of
simultaneity, grouping, and/or binding. We first analyze this mechanism from a general
theoretical point of view and then address the specific mechanisms underlying the per-
ception of color–motion synchrony and audiovisual simultaneity. Our general conclusion
is that cross-channel temporal comparison is based on the comparison of time markers
by a mid-level perceptual process. The term “time marker” is used here to refer to the
representations employed in making temporal judgments. There may be a number of dif-
ferent representations depending on the nature of the task. We envisage that time markers
for cross-channel comparisons could be amodal tokens, each linked to a specific temporal
event. By amodal tokens we mean a representation independent of the modality or nature of
the stimulus to which it refers that allows matching of markers arising from dissimilar types
of stimulus features. This representation might reference salient, figural features extracted
from early-level sensory signals. Note that a temporal marker references the time at which
a specific event occurs in the world rather than the time at which the processing of the event
is completed in the brain. However, like any other sensory representation, it is not assumed
that processing will lead to veridical perception in all situations.

17.2 General consideration

17.2.1 Spatial mechanism

In order to gain insight into the mechanisms of temporal signal association, it is useful to
briefly look at the mechanisms of spatial signal association that have been studied more
extensively in the field of vision research. The basic assumption of spatial association is
that sensory signals occurring closely in space are likely to arise from the same physical
object or event.

The mechanisms of spatial association are implemented at multiple levels of visual
processing. In early within-channel processing they appear as preattentive mechanisms for
grouping and segmentation (Fig. 17.1(a1)). As suggested by the Gestalt laws of grouping,
sensory signals detected at separate retinal locations are likely to be bound to a degree that
depends upon spatial proximity as well as on continuity, similarity, and so on.

On the other hand, the scheme for cross-channel feature association is considered to be
different (Treisman & Gelade 1980; Treisman 1999). Features of the same object/event
processed in different modules (Fig. 17.1(a2)) are not grouped by early-level preatten-
tive processing but bound by mid-level processing based mainly on spatial coincidence.
Attention plays a critical role in this process.

17.2.2 Spatiotemporal mechanism

Like spatial proximity, spatiotemporal proximity is a cue for signal association. That is,
sensory signals coming from slightly different spatial and temporal positions are likely
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Fig. 17.1 Signal association of various types. (a1) Association between signals of the same attribute
type presented at close spatial positions. This within-attribute spatial association is likely to be
processed by an early perceptual grouping mechanism. (a2) Association between signals of different
attribute types presented at the same (shown on the left) or adjacent (shown on the right) spatial
position(s), such as the color and direction of motion of the same object. This cross-attribute spatial
association is supposed to be mediated by a mid-level spatial feature binding mechanism. (b1)
Association between signals of the same attribute that are presented at adjacent spatiotemporal
locations. This within-attribute spatiotemporal association is likely to be facilitated by an early
motion mechanism. (b2) Association between signals of different attributes that are presented at
adjacent spatiotemporal locations. This cross-attribute spatiotemporal association is supposed to be
facilitated by a mid-level feature tracking mechanism. (c1) Association between signals of the same
attribute type presented at the same time. This within-attribute temporal association is likely to be
sensed by early simultaneity detectors unless the two signals are very much separated in space. (c2)
Association between signals of different attribute types presented at the same time. The two signals
may be presented at the same spatial location (shown on the left) or at separate locations (shown
on the right). We conjecture that this cross-attribute temporal association is mediated by a mid-level
temporal feature binding mechanism.
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to arise from the same moving object. Indeed, we tend to perceive successive flashes of
adjacent lights not as separate objects but as a single moving object. In this respect, the
perception of object permanence during motion, especially in the perception of classical
long-range apparent motion (Kolers 1972; Braddick 1974), can be regarded as a grouping
process based on spatiotemporal proximity.

It has been suggested that the visual system may have two types of motion mechanisms.
One is an early short-range mechanism that detects local motion (Braddick 1974; Adelson
and Bergen 1985; Johnston et al. 1992), and the other is a mid-level long-range mecha-
nism that links salient elements of the stimulus even across attributes processed in separate
modules (Fig. 17.1(b2)) (Braddick 1974). The latter is responsible for interattribute motion
(Cavanagh et al. 1989; Lu & Sperling 1995). For example, an element defined only by a
color difference from the background may be seen to move into another element defined
only by a motion difference, demonstrating that the association cannot be based on the
stimulus content. This dichotomy of motion processing could be interpreted to imply that
we have two mechanisms for spatiotemporal signal association, as in the case of spatial
signal association. Early-level mechanisms are sensitive to within-channel relationships
(Fig. 17.1(b1)), whereas mid-level mechanisms are responsible for cross-channel associa-
tions (Fig. 17.1(b2)). We think that the mechanisms for temporal association may have a
similar duplicity.

17.2.3 Temporal mechanism: preliminary remarks

The main focus of this chapter is the means by which we judge the temporal relationship
of events for the perception of simultaneity, synchrony, grouping, and/or binding.

Here we do not separately consider the perceptual mechanisms for binding events based
on temporal coincidence and the perceptual mechanisms for judging temporal relations
on the order of tens of milliseconds, including simultaneity/synchrony and temporal order
judgments. This is because the binding mechanism has to include a process for judging
temporal relations, regardless of whether the subjects are explicitly aware of making that
judgment or not. On the other hand, when subjects are asked to judge the temporal relations
between physically unconnected events, they somehow need to associate the events to make
the comparison. We therefore think it likely that the core processing mechanism, or at least
the basic processing principle, is common in temporal binding and temporal judgment,
although differences in task demand, attentional load, strategy, or criterion applied to
judgments might give rise to dissociations in performance (e.g., Clifford et al. 2003).

As is the case in the space and space–time domain, sensory signals occurring closely
together in time are likely to arise from the same physical event, and specialized neural
processing is necessary to detect the temporal proximity of the signals. The necessity of a
detection mechanism, however, is less generally recognized in the case of temporal judg-
ments, presumably because of the conceptual difficulties in appreciating the distinction
between physical temporal relations and subjective temporal relations. That is, one can eas-
ily make the logical mistake of thinking that physical co-occurrence of “the representation
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of an event A” and “the representation of an event B” automatically leads to “a repre-
sentation of the co-occurrence of events A and B” without any additional processing for
detecting the co-occurrence of the events (Dennett & Kinsbourne 1992).

There is another challenge specific to temporal judgments. One may assume that the
brain uses the timing of sensory neural activity as the basis for temporal judgment. Neural
processing, however, is not instantaneous. The time of arrival of neural signals varies for
different cortical areas depending on which pathway they belong to and where in the pro-
cessing hierarchy they reside. In the case of cross-modal association, there is an additional
variation in the time of arrival of the physical signal that depends on the transmission
media – for example, light or sound. Even in a single cortical area, the neural activity for
an instantaneous event is not instantaneous but is spread over time. These issues remind
us of the importance of making a distinction between “event time” in the outer world and
“brain time” for the processing of the event (Dennett & Kinsbourne 1992; Johnston &
Nishida 2001). Ideally, temporal judgments should be based on event time, not brain time.
Therefore, neurons should carry “event time” information in such a way that the signal is
unaffected by the time required to process it in the brain. Although it may be difficult to
completely exclude the influence of some neural delays, especially those arising in very
early sensory processing, we do believe that one constraint on the evolution of the brain
would be to avoid this type of estimation error where possible.

17.2.4 Early temporal mechanism

To understand how the brain judges the temporal relationships of events, we should clarify
the representation and algorithm used for temporal comparison (Marr 1982). The sensory
system seems to utilize more than one type of temporal judgment mechanism.

Consider first the situation where the observer has to judge whether two flickering
patches of light are in or out of phase. Accurate synchrony judgments are possible at
alternation frequencies up to several tens of Hertz when the two patches are adjoining, but
performance gradually deteriorates as the size of the gap between the two is increased (e.g.,
Victor & Conte 2002). This suggests that a spatially localized early visual sensor encodes
the temporal relationship of the two patches (Fig. 17.1(c1)). As the spatial gap is increased,
the sensor becomes inactive (and presumably synchrony is detected predominantly by a
spatially nonlocalized mid-level mechanism as described in the next section). The temporal
comparison algorithm used by the early synchrony sensor could be a temporal correlator
similar to that proposed by Reichardt (1961) for luminance-based motion detection – there
may be sensors sensitive to various amounts of input delay (including zero) across space.
It is also possible that some motion detectors themselves operate as synchrony sensors.
Directionally balanced motion signals could indicate synchronous events. According to
this view, numerous comparators already exist for detecting luminance synchrony between
various spatial locations.

Here the input representation for temporal comparison is the relatively raw sensory
signals evoked by the stimuli. When the relative neural delay between the compared signals
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is small and stable, the response of temporal comparators could veridically reflect the
time course of the physical events with accuracy on the order of milliseconds (vision,
based on motion detectors) or microseconds (audition, based on interaural time difference
detectors). Thus, these mechanisms process the time of the event, not the time of the
cortical processing of the event. That is, early temporal comparators can detect the temporal
synchrony of physical events (e.g., adjoining luminance flicker) regardless of whether the
analyses of other properties of the events (e.g., color, shape) complete in other specialized
brain mechanisms or not.

17.2.5 Mid-level temporal mechanism

Temporal accuracy is good in cases such as adjacent flicker where early synchrony sensors
can operate effectively. However, we are still able to make judgments about the temporal
relationships of almost any perceptual events, including those defined by different attributes
presumably processed by separate perceptual channels, such as color and motion or light
and sound (Fig. 17.1(c2)).

Consider the distinction between explicit and implicit codes. An itinerary provides an
explicit route from one city to another, but stray from the route and you are lost. A road
map, on the other hand, encodes location – but the route and distance between any pairs of
towns can also be extracted. The flexibility of the implicit coding of routes and distances
in maps is the principal utility of this type of representation. Rich temporal information of
external events is implicitly encoded in many sensory channels in parallel. For judgment
of a temporal relation, however, the brain has to form an explicit representation.

In cross-attribute matching, it seems unlikely that the brain prefabricates neural con-
nections and comparators for all possible combinations. Therefore, we suggest that cross-
channel comparison may be mediated by mid-level mechanisms that are flexible and less
specific to the stimulus that carries the temporal information. This sensory module is likely
to be separate from the areas specialized for the processing of given attributes. It could be
localized in a specialized cortical area or distributed as a global network (see also 17.3.8).
The essential distinction is between a mandatory circuit that delivers up information about
temporal properties to decision processes and a visual routine (Ullman 1984) set up as
required to perform a perceptual task.

What input representation does the mid-level temporal comparison process use? What are
the time markers of events? Alternatives include a timing signal triggered by the stimulus
(Libet et al. 1979) or a timing signal associated with the completion of the neural processing
of the event in the brain (Zeki 2003). We think the first possibility is more likely, as in
the case of the early temporal mechanism, because it prevents temporal judgments from
being significantly affected by the time required for the detailed analysis of the event,
although the influence of initial neural delays is not excluded. Note, however, we are not
proposing that the timing judgments are established as soon as neural responses are evoked
by the stimulus. We assume that some time is required for the brain to judge the temporal
relation of events, for example, by interrogating the stored dynamic perceptual memory of
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the events. However, it correctly interprets that the judged temporal relationship refers to
past events referenced by the markers (Libet et al. 1979) (see also 17.5).

Representations for cross-channel comparison are likely to be amodal. In audiovisual
speech perception, for instance, the pattern of raw neural activity for speech sounds in
the auditory cortex and that for mouth movement in the visual cortex have little surface
similarity, thus making them hard to compare directly. Ideally, timing signals selected from
event-evoked activity should be transformed into common amodal temporal representations
(time markers) regardless of the original attributes so that they are suitable for comparison.

A possible candidate for this amodal representation is a saliency map (Itti & Koch 2001;
Lu & Sperling 2001). In our usage salience is tightly linked to figure/ground segregation
(Lu & Sperling 2001). Salience refers to a graded version of the binary figure/ground
assignment. Figural regions have high saliency, whereas ground regions have low saliency.
For instance, the crowding effect (He et al. 1996; Pelli et al. 2004) makes a stimulus less
salient and brings it down to the state of ground. Salience can be defined independently of
the attribute that it describes – it is an amodal descriptor linked to a specific spatial position
or temporal instant. One can think of this as a saliency-based intrinsic spatiotemporal map
that can be operated on, akin to feature-based intrinsic maps. Salience depends not only
on a bottom-up segregation process but also on top-down attentional processes. In many
cases, bottom-up processes automatically determine the saliency map, but if conditions
are met, one can increase the saliency of a given stimulus by paying attention to it. This
enables one to intentionally select time markers from candidates in the stimulus sequence,
although this attention-demanding process might suffer severe temporal constraints. The
mid-level sensory process then selects, individuates, and registers high-salience features to
use for further processing, including cross-channel signal association. Although the amodal
saliency map does not carry attribute values by itself, it does have links to the attribute
maps.

We conjecture that time markers for cross-channel binding may be associated with salient
temporal features (figures in the stimulus stream). We originally conceived of this idea from
the analysis of perceptual asynchrony of color and motion (described in detail in the next
section). The saliency-based time marker theory is conceptually similar to the idea of
a third-order motion system that detects interattribute motion (apparent motion between
stimuli defined by different visual attributes, Fig. 17.1(b2)) using the saliency map as input
(Lu & Sperling 2001), as well as to the idea that an attribute invariant position tag is used
for long-range spatial judgments, including alignment and bisection judgments of Gabor
patches (Keeble & Nishida 2001). Figure 17.2 shows the basic structure of the model of
cross-channel temporal judgments that we advance.

With regard to the algorithm for mid-level temporal binding, a temporal comparator
(cross-correlator) is a promising model. As long as it receives abstracted amodal rep-
resentations as inputs, a small number of comparators would suffice to process various
combinations of stimulus. A line of support for the existence of a cross-channel compara-
tor is recalibration of audiovisual simultaneity (see 17.4.2), which can be ascribed to an
adaptation-induced tuning shift of temporal comparators for audiovisual binding, just as
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Fig. 17.2 The model of temporal comparison. The cross-channel temporal comparator in the mid-
level perceptual system compares the timings of salient features extracted from each sensory channel.
The figure also shows early-level within-channel temporal comparators that operate locally.

the motion aftereffect can be ascribed to a tuning shift of motion detectors. Alternatively,
a more complex visual routine may be used for mid-level temporal comparison.

How saliency-based cross-channel comparison is implemented neuronally remains an
open question. In addition to standard feedforward mechanisms, we do not exclude the
possible contribution of neural synchrony often suggested to be involved in temporal
judgments and cross-channel binding (e.g., Pöppel 1997; Engel et al. 2001) (see also
Section 17.3.8).

17.3 Perceptual asynchrony of color and motion

17.3.1 Phenomenon

Temporal illusions demonstrate that subjective time does not correspond to objective physi-
cal time. They also afford great tools for understanding the mechanism of temporal binding
and time perception. A good example is color–motion asynchrony (Moutoussis & Zeki
1997a). This is one of the strongest temporal illusions, and it provides profound insight
into the neural processes governing subjective time.

In a typical presentation, a green pattern moving upward and a red pattern moving
downward are alternated at the rate of 1–2 Hz. At this alternation rate, most observers find
it difficult to tell which direction is associated with which color. On the other hand, when the
direction change occurs about 100 msec earlier than the color change, the observers reliably
bind the two attributes (e.g., red and downward), confidently reporting that the events appear
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simultaneous. These observations indicate that there is a ∼100 msec discrepancy between
the point of physical simultaneity and the point of subjective simultaneity.

17.3.2 Processing time hypothesis

Color–motion asynchrony was first reported by Moutoussis and Zeki (1997a). They inter-
preted this striking phenomenon as reflecting the presence of specialized processing mod-
ules for color (V4) and motion (MT/V5) in the visual system. According to their hypothesis,
neural activity in each module generates a microconscious experience of the processed
attribute. The asynchrony of color and motion results from a processing time difference
between color and motion perception. Specifically, processing time for motion is longer
than for color by ∼100 msec. This hypothesis sounds incompatible with physiological evi-
dence that sensory signals arrive earlier in MT/V5 than in V4. However, if the perceptual
asynchrony reflects the times at which processing is completed, not started, and these two
times can be dissociated, then this contradiction is resolved.

This processing time hypothesis, however, has a few theoretical problems (Johnston &
Nishida 2001), along with several lines of empirical counterevidence (see the following).
First, this account has the logical shortcoming of identifying physical co-occurrence of
the cortical representation of event A and that of event B with the representation of co-
occurrence of events A and B (Dennett & Kinsbourne 1992). Second, it is not clear how
the timing mechanism decides when the processing of an event finishes in a specialized
processing module. Third, this account assumes a brain time mechanism that is poorly
designed in the sense that processing delay is added to event time estimation.

17.3.3 Time marker hypothesis

Many illusions of simultaneity have, like color–motion asynchrony, often been ascribed to
differences in neural processing times (Roufs 1963; Stelmach & Herdman 1991; Whitney
& Murakami 1998). We accept that relative delays in neural activity may cause some
simultaneity illusions, if they occur early enough to affect the relative positions of time
markers. For example, there should be a difference in the apparent onset of bright and dim
lights as a simple consequence of temporal summation in the retina (Roufs 1963). However,
neural delays are not the only cause of temporal misperception, and the comparison process
is another source of timing judgment errors. For instance, the comparison process might
have a specific tuning bias, as demonstrated in the recalibration of audiovisual simultaneity
(Fujisaki et al. 2004). The comparison process might sample the compared stimuli in
a temporally asymmetrical fashion, as in the attentional gating phenomenon (Reeves &
Sperling 1986). The comparison process might mislabel the temporal order, as in the case
of reversed temporal order judgment between crossed hands (Yamamoto & Kitazawa 2001).
This might also be the case for reversed temporal order judgments between visual stimuli
(Bachmann et al. 2004; Morrone et al. 2005). Finally, the comparison process might use
inappropriate features for comparison.
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Our hypothesis is that color–motion asynchrony primarily results from matching inap-
propriate features (Nishida & Johnston 2002). We assume that the visual system assigns
temporal markers to salient changes, by means of which temporal localization judgments
are made (Fig. 17.2). Here we explicitly make a distinction between the representation
used for subjective temporal judgment of an event (the time marker) and the physical time
the neural processing of the event takes to complete (and the observer actually sees the
event). We also assume time markers are salient (figural) temporal features apparent to
the observer in the signal stream. We do not consider putative processing time differences
between motion and color as the main factor of color–motion asynchrony, although we do
not exclude minor effects of some neural delays that affect the estimation of time marker
positions (see Section 17.3.1).

We then ascribe the perceptual asynchrony to the inappropriate matching of color change
with position change (motion) rather than with motion direction change. Why does the
subject make a matching error of this kind? The point of our argument is that color change
and motion direction change are different in temporal structure. To be more specific, color
change is a first-order temporal change (first-order temporal derivative of a static attribute
that can be defined over two successive points in time), whereas motion direction change
is a second-order temporal change (change in the direction of change, a second-order
temporal derivative, whose definition requires at least three successive points in time).
First-order changes (e.g., changes in luminance, color, position) can be detected in early
visual processing by rapid (high temporal resolution) specialized sensors. On the other
hand, there is little evidence for the existence of early detectors for second-order changes.
For instance, even in the case of acceleration (changes in motion speed), to which some
MST neurons are suggested to be sensitive (Kawano et al. 1994), detection by human
observers is known to be poor (Gottsdanker 1956; Werkhoven et al. 1992; Simpson 1994).
Although the detection of second-order change is possible, it is likely to be subserved by
a sluggish (low temporal resolution) mid-level visual routine. Therefore, the comparison
between first-order and second-order changes collapses under limiting temporal conditions
where second-order changes cannot be used, resulting in a wrong match between available
first-order changes (Fig. 17.3).

Our time marker theory was based on several findings. We will consider each of these in
turn.

17.3.4 Stimulus temporal structure

According to our hypothesis, it is not a difference in the time required to process each
attribute of the stimulus, but the difference in temporal structure, that produces tem-
poral asynchrony. Indeed, we found that second-order temporal changes are apparently
delayed relative to first-order temporal changes regardless of the stimulus attributes involved
(Nishida & Johnston 2002). That is, just as a motion direction reversal (second-order posi-
tion change) is apparently delayed relative to a first-order color change, a second-order
color change (reversal in the direction of color change) is apparently delayed relative to
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Fig. 17.3 An account of color–motion asynchrony in terms of the matching of inappropriate time
markers. (a) A sequence of color change (R: black vs. G: white), and the corresponding first-
order change signal. (b) A sequence of motion direction change (upward vs. downward) and the
corresponding first-order and second-order change signals. The subject has to match the timing of
first-order change of (a) with that of the second-order change of (b). However, at alternation rates
of 1–2 Hz, the individuation of second-order change is severely impaired while the detection of
first-order change remains intact. In this case, the subject matches the timing of first-order change of
(a) with that of the first-order change of (b). The matching process compares time markers assigned
to each stimulus change event as shown in (c). Change signals are temporally blurred, but complex
neural dynamics including adaptation and mutual inhibition are not considered.

a first-order position change (instantaneous jump). The apparent asynchrony is greatly
reduced for the pairing of color and position changes of the same order. Similar results
were obtained when color and position changes were compared with luminance changes and
with finger/hand position changes. Recently, Arrighi et al. (2005) reported similar findings
for an auditory judgment (between frequency modulation and amplitude modulation) and
for a cross-modal judgment (between frequency modulation of sound and visual position
change).

17.3.5 Alternation rate

Color–motion asynchrony is clearest for repetitive alternation of the stimulus at the rate of
1–2 Hz, regardless of whether the subject explicitly judges apparent synchrony (whether
the color change and motion change are in phase) or attribute binding (e.g., whether
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red is predominantly moving upward or downward). At higher alternation rates, it is
difficult to judge the temporal relationship of the two attributes. At slower alternation
rates (e.g., 0.5 Hz), simultaneity (in-phase) judgments show little perceptual asynchrony
(and it is debatable whether the binding task is meaningful, see 17.3.9). Also, tempo-
ral order judgments are veridical (no apparent asynchrony) for comparisons involving
a single change of color and a single change in motion direction (Nishida & Johnston
2002; Bedell et al. 2003). These results cannot be easily explained by the processing time
hypothesis.

Our interpretation is as follows. For very low alternation rates or single changes, the
points of direction change, which are preceded and followed by relatively long stable
motion periods, appear to be clearly distinguished as figures in the stream. The time at
which there is a change in direction can be marked and properly compared with the time at
which the color changes. As the alternation rate increases up to 1–2 Hz, however, the figure–
ground relationship is reversed. The points of direction change are subjectively obscured
while two directions of motion are still clearly visible. Observers cannot continuously
register the timings of motion reversals. We assume that second-order changes are not
perceptually delayed but unavailable to the observer under this temporal condition. Instead,
it is brief motion periods that are seen as figural features of the sequence. These features
are individuated by the mid-level process and compared with the salient features of the
color sequence, that is, first-order color changes. For even higher alternation rates, one
cannot judge the temporal relationship between color and motion (Arnold 2005; Amano
et al. 2007). In this case, a saliency-based temporal binding process does not work because
the mid-level process cannot individuate salient features for matching even if they are
first-order features. Stated in another way, temporal crowding makes it impossible for the
observer to localize each event in the stimulus sequence. The temporal limit of about 3 Hz is
consistent with the limit in other vision-related cross-channel temporal binding tasks, such
as temporal phase discrimination of color and spatially separate orientation (Holcombe
& Cavanagh 2001). This is presumably because these tasks are similarly limited by the
temporal resolution of the mid-level visual process.

To account for erroneous use of motion periods (first-order changes) instead of direc-
tion reversals (second-order features) at moderately high alternation rates, we look to the
contributions of low-level and mid-level mechanisms. Given that sensory signal strength is
much higher for first-order changes than for second-order changes (see 17.3.3), it would be
natural for a bottom-up stream segregation process to assign first-order changes as figures
when they are brief enough to be regarded as instantaneous events. A mid-level process
can overcome this low-level decision to some extent, but not rapidly. This is suggested
by our finding that temporal order judgments were accurate for a comparison between a
single change and the fifth change in rapid alternation regardless of the attribute pairing
(Nishida & Johnston 2002). One implication of this finding is that the effect of alternation
rate cannot be ascribed to a change in some phase lag of the temporal response to alter-
nation frequency. Another implication is that second-order changes are accessible through
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temporally modulated attention even at 2 Hz. We suspect that comparing first-order and
second-order features requires the setting up of a flexible routine for making the judgment
that probably involves temporal modulation of attention and requires a minimum amount
of time each time a comparison is attempted. A new stimulus event before this routine has
been completed and reset cannot be processed (Raymond et al. 1992). This leads to general
cognitive overload, causing the subject to revert to a simpler salience correspondence match
between first-order markers. A first-order change (e.g., motion in a particular direction)
can be detected directly by rapid sensors and is brief enough to act as a temporal marker.
There is no interference to first-order matching from less salient second-order changes at
high repetition rates.

17.3.6 Reaction time

Color–motion asynchrony is not accompanied by a behavioral reaction time (RT) difference.
We found an apparent ∼100 msec advance for color in the color–motion synchrony judg-
ment even when stimuli were chosen such that the RTs to identify stimulus changes were
almost identical (Nishida & Johnston 2002). This is in line with a finding by Adams and
Mamassian (2004) that responses to motion are much faster than to color when measured
in terms of RT, as compared to temporal order judgment. Arrighi et al. (2005) also reported
a similar dissociation between perceptual temporal relationships and RT differences for
auditory and cross-modal stimulus pairs.

RT can be considered to reflect when task-relevant information becomes available to
the observer, plus additional time for motor preparation and execution. This objective time
required for a perceptual decision does not have to correspond to the subjective time con-
veyed by the time marker. It has recently been shown that the time at which the temporally
integrated population activity of extrastriate cortical areas, including MT/V5, crosses a
threshold can quantitatively account for the variation in simple RT to motion onset (Cook
& Maunsell 2002; Amano et al. 2006). This result could be interpreted as suggesting that RT
is directly correlated with the time at which perceptual processing in a motion-specialized
area progresses enough to allow recognition of the stimulus. This corresponds closely
to what Moutoussis and Zeki considered as the time of attribute perception. Therefore,
the finding that the perceptual asynchrony of color and motion is not accompanied by a
corresponding difference in RT provides a strong counterargument to their proposal.

Dissociation between subjective temporal relationships and RT differences has been
demonstrated for various stimulus pairs. In many cases, subjective temporal relationships
are more veridical than those predicted from RT differences (Tappe et al. 1994; Jaskowski
1996). One reason for this may be that the sensory system somehow compensates for signal
delays at the stage of comparison (Fujisaki et al. 2004; Kopinska & Harris 2004), but another
reason may be that it uses time markers that are not strongly affected by processing time
differences. We think that time markers can be based on a certain temporal index extracted
from the time course of stimulus-evoked neural activity in early sensory areas or in more
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specialized areas. This would be the case for both first-order and second-order changes,
although the marker extraction process is more complicated for second-order changes.

It has been suggested that RT reflects the time course of unconscious processing, whereas
subjective time reflects that of conscious processing (Libet 1981; Neumann et al. 1993;
Tappe et al. 1994). Although we cannot tell whether motor responses in RT experiments
are indeed accompanied by conscious awareness, we think this suggestion remains contro-
versial and speculative because it is mainly based on dissociations of subjective temporal
judgments and RTs, for which the marker theory provides an alternative account as noted
previously.

17.3.7 Motion transparency

A typical color–motion asynchrony display consists of numerous dots that oscillate in
synchrony such that the oscillation of the dot pattern and each individual dot is consonant.
However, when dots oscillate asynchronously, we see two dot fields moving transparently
in the opposite directions (Kanai et al. 2004), and the color–motion asynchrony disappears
(Clifford et al. 2004). A similar result was found for motion transparency in which two
colors are separately bound to different spatial representations (oppositely moving surfaces)
seen simultaneously (Moradi & Shimojo 2004). This finding argues against the processing
delay hypothesis because it implies no significant delay between color and motion for the
perceptual processes that establish surface representations. On the other hand, this result
is compatible with our theory. Our theory predicts that color–motion asynchrony occurs
when the attribute binding is dependent on the decision of a mid-level perceptual process
about the relative timings of attribute change. In the case of motion transparency displays,
an early segmentation process preattentively associates colors and motion directions to the
representation of surfaces so that subjects do not have to make temporal judgments and
therefore are not prone to misbinding. Cavanagh et al. (2008) demonstrate the same point
by using multiple color–motion asynchrony elements and guide the observer’s attention by
a moving probe.

17.3.8 Cortical response to color–motion asynchrony

Amano et al (2004a,b) studied neural responses in the color–motion asynchrony paradigm
using a whole head magnetoencephalogram (MEG). The differences in the time course
between MEG responses to color change and motion direction change were significantly
reduced when the temporal structure was equated, as expected from the time marker theory.
A characteristic MEG response, an enhancement of 30–40 Hz activity in the case of
perceptual synchrony (physical asynchrony) between first-order color change and second-
order position change (motion), as well as for perceptual synchrony (physical synchrony)
between second-order color change and second-order position change was found. This
result agrees with previous studies reporting the correlation of gamma band responses with
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perceptual grouping (Tallon-Baudry et al. 1996; Castelo-Branco et al. 2000), suggesting
the contribution of a global neural network in cross-attribute synchrony perception.

17.3.9 Arguments against the time marker account of color–motion asynchrony

Here we address various challenges to the time marker account of perceptual asynchrony.

(i) The time marker model cannot explain the occurrence of perceptual asynchrony for
comparisons between stimulus changes of the same order. For example, Moutoussis and Zeki
(1997b) reported that color change apparently preceded orientation change by 61 msec, although
both changes are first order. We have also observed small temporal advantages for color changes
relative to position changes, even when these changes were matched in terms of temporal event
type (Nishida & Johnston 2002). As noted above, however, there are several factors that can give
rise to a discrepancy between subjective simultaneity and physical simultaneity on the order of
several tens of milliseconds. Although it is not clear why small asynchronies occur between
changes of the same order, it could reflect the effects of attention (Stelmach & Herdman 1991;
Paul & Schyns 2003) or stimulus saliency (Adams & Mamassian 2004). It remains open how
these factors may influence subjective temporal judgment (see, e.g., McDonald et al. 2005). On
the other hand, in the case of color–motion asynchrony (and other combinations of first-order
and second-order changes), the size of the illusion can be very large (more than 100 msec).
Most importantly, in color–motion asynchrony even physically simultaneous stimuli appear to
be perceptually asynchronous. In contrast, in the case of color-orientation binding, whereas the
distribution of binding responses is shifted in time due to asymmetric responses to positive and
negative asynchronies, physically simultaneous stimuli appear to remain synchronous.

(ii) In disagreement with our finding, Viviani and Aymoz (2001) found that the apparent time of
motion onset was delayed relative to a color change even when they were single isolated
changes. However, the apparent asynchrony is relatively small (∼50 msec) and not robust
(Bedell et al. 2003; Adams & Mamassian 2004; Aymoz & Viviani 2004).

(iii) The amount of asynchrony between first-order and second-order change does not linearly
increase as the period of oscillation increases (Moutoussis & Zeki 1997a; Bedell et al. 2003),
although one may expect from our theory that the delay should always be a quarter of the period.
However, as the period of oscillation increases, the detection of direction change becomes easier,
which would reduce the amount of synchrony (Nishida & Johnston 2002). In addition, even
when the first-order change is incorrectly used as a marker, we cannot specify where the marker
is localized exactly, because a first-order change lasts for some considerable time. It may be
the midpoint of the period if a moving period is short. It may, however, be shifted closer to the
motion onset if the period is long, because the subjects know that they should match a motion
onset to a color onset (Amano et al. 2007).

(iv) The time marker theory may account for the judgment of simultaneity, but not for temporal
binding. Color–motion asynchrony occurs both for binding and in-phase (synchrony) judgments
at the alternation rate of ∼2 Hz. For the slower rate, the two tasks may dissociate (Clifford
et al. 2003), but this could be because the subjects can simply ignore obviously asynchronous
conditions in the synchrony task while they are forced to choose one of two categories in the
binding task. In the latter case, the subjects may be able to see the two phases of color, say in
the upward motion interval, and make a quantitative judgment of which color appears to last
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longer. In other words, subjects could reconfigure the task from a binding task to a duration
comparison task, and as a consequence other mechanisms may be recruited. However, as far as
we know, when the two attribute changes are perceived to be in synchrony, the binding response
is consistent with that perception. Unless this relationship is invalidated, one cannot reject the
notion that subjective simultaneity is a basic factor of temporal binding judgments. Recently,
Linares and López-Moliner (2006) found that even when the stimulus contained only a single
direction change, the use of a binding judgment task, but not a temporal order judgment task,
gave rise to an apparent delay of motion relative to color. However, their data showed that
when the direction change and color change occurred nearly at the same time, both binding and
temporal order judgments were accurate.

(v) The temporal-phase tuning of the color contingent motion aftereffect also supports asyn-
chrony of color and motion processing (Arnold et al. 2001). When red changes into green at
the middle of the phase of clockwise motion, while the green returns to red at the middle of the
phase of anticlockwise motion, each color should be associated with the two motion directions
in equal strength if the duration of co-occurrence is the only factor. However, if the response
to color is more transient than the response to motion (which is likely considering the order of
stimulus change), green will be more strongly associated with the clockwise motion and red
more strongly associated with the anticlockwise motion (Johnston & Nishida 2001).

(vi) The color–motion asynchrony is weakened when the angle of direction change is reduced
from 180◦ (direction reversal) to smaller angles (Arnold & Clifford 2002; Bedell et al.
2003). Because a direction change is a second-order temporal change regardless of the angle
of direction change, the effect of direction angle appears to contradict the time marker theory.
We recently investigated this effect systematically (Amano et al. 2007). First, the dependence
on the motion direction angle was particularly strong for random-dot stimuli, but our results
indicate that this may reflect the introduction of an artifact: motion streaks (Geisler 1999; Burr
& Ross 2002) that allow subjects to make a color–orientation synchrony judgment rather than a
color–motion synchrony judgment for direction change angles other than 180◦. Second, when
we used streak-free plaid stimuli, a certain amount of angle dependence remained regardless
of whether we asked the observers to judge the apparent binding or synchrony of color and
motion direction changes. The degree of direction change also affected reaction times. These
findings with plaid stimuli are consistent with the time marker account – the direction change
angle can affect the time course of the recruitment of neural responses to the new direction of
motion, which will have a consequential effect on the temporal location of salient features in
the sequence of motion changes.

17.4 Audiovisual synchrony perception

17.4.1 Time marker theory for audiovisual synchrony perception

To test the general applicability of the time marker theory to cross-channel temporal
judgment, we analyzed the mechanism of audiovisual synchrony perception.

If audiovisual synchrony is also detected by a sluggish mid-level process, then the
temporal resolution for the detection of audiovisual synchrony is expected to be low. Indeed,
for a repetitive pulse train, the upper limit to discriminate a synchronous audiovisual pair
from an asynchronous one is only ∼4 Hz (Fujisaki & Nishida 2005), regardless of the
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selection of audiovisual pair (Fujisaki & Nishida 2007). This is much lower than the
limits of similar tasks within each modality (vision: ∼25 Hz, audition: ∼80 Hz) that
allow a contribution from low-level temporal correlators. For audiovisual pulses of higher
frequencies, although the subjects can clearly perceive visual changes and auditory changes,
they cannot determine their temporal relationship. This is similar to the difficulty in judging
color–motion synchrony at higher temporal frequencies (e.g., 4 Hz).

To be exact, this temporal limit should be evaluated not in terms of the temporal fre-
quency of stimulus modulation but in terms of the density of stimulus features (Fujisaki
& Nishida 2007). Even when the stimulus contains low-frequency energy sufficient to
support discrimination, synchrony discrimination is not possible for dense random pulses.
Furthermore, even when the stimulus itself is dense, synchrony discrimination is possible
if it includes sparse salient features (e.g., a red pulse within white pulses, a high-pitch pulse
within low-pitch pulses). Feature selection by top-down attention is also useful for audio-
visual synchrony discrimination (Fujisaki & Nishida 2008). These results suggest that
audiovisual synchrony perception is based on the matching of salient features extracted
from each sensory modality.

That feature matching is mediated by a mid-level attentive process rather than an early
preattentive process and is further supported by the finding that visual search for a target
that changes in synchrony with an auditory stimulus becomes difficult as the number of
uncorrelated visual distractors increases – the typical pattern one finds in serial search
(Fujisaki et al. 2006). In addition, as noted above, Arrighi et al. (2005) found perceptual
asynchrony of audiovisual first-order and second-order changes.

These properties of audiovisual synchrony perception are in agreement with those of
spatial, spatiotemporal, and temporal binding between different attributes within vision
(Treisman & Gelade 1980; Ashida et al. 2001; Holcombe & Cavanagh 2001), which
supports our hypothesis that saliency-based time marker matching is a common principle
in mid-level temporal binding.

Our recent data (Fujisaki & Nishida 2009) suggest that the temporal limit of judging
synchrony is similarly low for visuotactile pairs. As for audiotactile pairs, the temporal
limit is considerably higher than audiovisual and visuotactile pairs, but we also found some
properties such as feature invariance and attentional selection that suggest the contribution
of a saliency-based matching mechanism.

17.4.2 Recalibration of audiovisual simultaneity

For the veridical estimation of event time, we think it is likely that the brain extracts timing
signals from neural responses that are evoked early. However, there is a problem for this
strategy in the case of audiovisual binding, because there are time differences in physical
transmission (visual signal is faster) and sensory processing (auditory signal is faster)
between the two modalities. One strategy the brain might take to overcome this difficulty is
to adaptively recalibrate the simultaneity point from daily experience of audiovisual events.
Recent studies (Fujisaki et al. 2004; Vroomen et al. 2004) have found novel psychophysical
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adaptation effects in which exposure to a fixed audiovisual lag for several minutes shifts the
center of subjective simultaneity responses in the direction that would reduce the adapted
lag. This finding suggests that the brain attempts to adjust subjective simultaneity across
different modalities by reducing constant lags between inputs likely to arise from the same
physical events. It also indicates that the existence of early temporal discrepancies between
channels is not a critical problem for the time marker theory.

17.5 Related theories

Here we discuss the relationships of our theory with other theories of temporal percep-
tion that share a view that subjective temporal relationships are a product of the brain’s
interpretational processes.

The multiple drafts model of Dennett (Dennett 1991; Dennett & Kinsbourne 1992) holds
that brain events that discriminate various perceptual contents are distributed in both space
and time in the brain, and there is no single, constitutive “stream of consciousness” but rather
a parallel stream of conflicting and continuously revised contents. This may sound similar
to the microconsciousness theory by Zeki and his colleagues (Moutoussis & Zeki 1997a;
Bartels & Zeki 1998; Zeki 2003), but the multiple drafts model makes a strict distinction
between time represented (the postmark on the letter, or the time marker of the event) and
time of representing (the day the letter arrives, or the time at which the processing of the
event is completed). The model explicitly states that whereas the temporal properties of
these various brain events are determined, none of these temporal properties determines
subjective order. This is identical to our theoretical position. However, the multiple drafts
model does not assume specific time markers in the computation of temporal properties
across parallel streams, only that the time courses of separately processed attributes may be
put in registration at the relative phase of best correspondence (maximum cross-correlation)
of the compared contents (which Dennett calls “content-sensitive settling”). We suspect
this algorithm is too simple, because it would not distinguish, for instance, synchrony
from asynchrony for repetitive changes of color and motion regardless of the magnitude of
relative delay.

With regard to the notion of time markers, our theory is much closer to Libet’s hypothesis
of backwards time referral (Libet et al. 1979), than to the multiple drafts model. Libet found
a phenomenon that he considered to imply that a somatosensory stimulation to skin but
not a direct electrical stimulation of somatosensory cortex appears to occur at the time of
initial cortical response to the stimulus, whereas in either case, establishment of sensory
experience of the stimulus (achievement of “neural adequacy”) requires cortical activation
lasting several hundreds of milliseconds. He explained this by assuming that the brain uses
the cortical onset response as the time marker of the event and interprets the processed results
of the event to occur at the time referred to by the time marker. There is no paradox in his
explanation given that this interpretation is established not at the time of the cortical event
onset (which would violate causality) but only after related cortical processing completes.
There remain some doubts about the reliability of the experimental findings described by
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Libet (Churchland 1981). We do not think there is ample evidence for his hypothesis about
the role of an initial cortical response, nor do we accept his argument that RT reflects the
time course of unconscious processing and speaks little about the time of establishment of
conscious sensory experience (Libet 1981). We however agree with his basic idea that the
stimulus-evoked signal is a good time marker of the external event. We think it likely that
the cortical processing of an event deepens gradually over time (although one cannot say
when the full awareness of the event is established). For example, the RT for the same event
(e.g., speech) changes depending on whether the subject has to judge the onset, gender,
meaning, or intention of the speech event. However, subjects never make the mistake of
thinking that different aspects of the event take place at different times (Dennett 1991). By
referring backward to the point indicated by the time marker, we can correctly perceive the
temporal structure of the world without being much affected by neural delays.

In agreement with the multiple drafts model and the backwards referral time model, our
time marker theory considers subjective event time as a product of retrospective processing.
This allows new inputs to affect the interpretation of previous inputs, which Eagleman
and Sejnowski (2000) called postdiction. However, our theory has little to do with the
specific explanation of the flash-lag effect they proposed (i.e., the flash resets the temporal
integration of motion signal). Although the time marker theory, at least in its present
form, cannot provide a full account of the flash-lag effect, it predicts that precise temporal
judgments are hard because a salient time marker signal is present in flash, while not in
continuous motion.

17.6 Conclusion

Here we propose a theory of cross-channel temporal binding. Both theoretical considera-
tions and several lines of empirical evidence support a mid-level matching process based
on salient features. Our model, however, remains a conceptual framework rather than a
mechanistic explanation. At present, we cannot present a detailed model of how the mid-
level perceptual process extracts and compares salient features. Understanding mid-level
processing remains a challenge for sensory science.
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Simultaneity versus asynchrony of visual motion and
luminance changes

martin j. m. lankheet and wim a. van de grind

Summary

Much work has been described comparing relative timing of different features, mostly motion
and color or motion and a flash. Here we study the timing relations of pairs of motion stimuli
and pairs of motion and flicker or motion and flashes. In a two-alternative forced choice task
we measured thresholds for detecting asynchrony, providing estimates for shifts in subjective
simultaneity as well as the window of synchronicity.

Windows of synchronicity varied for different combinations of motion direction. Com-
paring different velocities or different contrast levels revealed large shifts in subjective syn-
chronicity. Contrast effects were much larger for motion reversals than for luminance flicker,
indicating a major influence on motion mechanisms. Our results are compatible with the
hypothesis of a flexible, high-level brain program for timing analysis. Temporal resolution
of this program is limited. Differences in the processing of separate motion characteristics
should be taken into account in cross-feature comparisons involving visual motion informa-
tion. Results for motion reversals versus luminance flashes did not reveal a clear differen-
tial shift in time. Large differences within the motion system and the lack of a differential
latency between motion reversals and flashes suggest that the flash-lag effect may be largely
caused by instant spatial remapping of positional information for moving objects. We show
that spatial extrapolation does not necessarily result in overshoot errors when the motion
stops.

18.1 Introduction

How long does it take before an elementary physical event like a light flash is consciously
perceived? Already in 1868 Donders tried to answer this seemingly simple question by
estimating the perceptual latency of flashes from reaction times. He did not find a satisfac-
tory solution to the problem of separating motor latencies from perceptual latencies, nor
did anybody else. In his thesis of 1923 Hazelhoff proposed an improved method, which
was published a few years later (Hazelhoff & Wiersma 1925). The idea was to use eye
movements to time the perceptual flash latency. A vertical dark bar moved horizontally
across a screen and was followed by the eyes. The screen had a visible scale above the
motion track. In the middle of the track a white bar was briefly flashed, centered on the dark
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bar. Observers used the scale to determine the perceived position of the moving target at
the moment they perceived the flash. They reported a spatial shift �x in the motion direc-
tion, which was interpreted as a latency �t (with �t = �x/speed). The average perceptual
latency for forty subjects was 104 msec for photopic luminances but increased to 250 msec
near the absolute threshold for flash detection. Hazelhoff and Wiersma reasoned that the
flash was being processed while the eye continued to pursue the dark bar and that the eye’s
momentary looking direction (the tracked object’s position) could be read off as soon as the
flash was perceived. The latency of reading the scale position would be irrelevant because
it came after the registration of position information.

Fröhlich (1923) showed that the conscious localization of a moving target also has a
latency, which ranges from about 40 msec at high to 150 msec at low luminances. A
moving bar is first seen at some distance from the edge of a window that it suddenly enters
(the Fröhlich effect). Metzger (1932) showed that the sudden (flash-like) appearance of
a moving light bar at the edge of a window, as in Fröhlich’s experiment, gives a longer
latency than the later motion of that same bar. Then he analyzed the phenomenon of
Hazelhoff and Wiersma (which we will call the Hazelhoff effect) and argued that a pursuit
movement is not necessary to get the effect. Essential is motion of a screen image, such as
the screen’s scale, across the retina. Because a flash has a longer latency than motion, as his
previous experiment showed, the image of the screen will move on while the flash is being
processed, so one sees a lagging flash position. Metzger clearly used differential latency
as an explanation of the Hazelhoff effect, a hypothesis that is still popular to explain the
flash-lag effect (FLE) discovered by Nijhawan (1994). Additional experiments performed
by Nijhawan (2001) confirmed Metzger’s thesis that the Hazelhoff effect is a species of
what we now call the FLE.

Nijhawan (1994, 1997) hypothesized that we see the position of moving stimuli veridi-
cally at the perception time of the flash, which requires a positional correction to compensate
motion latency. This is an extremely interesting hypothesis, because it would make the speed
of visual motion a golden standard for measuring distances and times, like the speed of light
in relativity theory. Hazelhoff’s original interpretation would then prove to be correct after
all. Purely spatial extrapolation implies that the latency difference between flash perception
and motion perception might as well be zero. To test this idea, we measured the differential
latency between a flash and motion perception as part of a more general project outlined in
the following. In the discussion, we will present a purely spatial extrapolation model and
show that arguments against the extrapolation hypothesis are based on an incomplete or
ill-conceived model.

All time measurements are necessarily based on a process of simultaneity detection, as
emphasized a century ago by Einstein (van de Grind 2002). If you cannot ascertain that an
event coincides with a certain tick (or group of ticks) of your clock, you cannot measure
its time of occurrence. More generally, time measurement requires two ordering operations
and a metric, where the ordering operations are simultaneity (equality) and successive-
ness (inequality). The metric of physical time is given by the ticks of the cesium clock.
Experienced time appears to have a different mathematical structure, however, as can be



18 Simultaneity versus asynchrony of visual motion and luminance changes 303

concluded from data reported by Pöppel (2000). The asynchrony threshold, that is the time
shift of one relative to another event that just allows us to perceive them as nonsimulta-
neous, is 5 msec for two auditory clicks, 10 msec for two touches, 20–30 msec for two
flashes. However, the threshold for a temporal order judgment (TOJ) is 30–40 msec in
all these cases. This means that if A can be perceived to be nonsimultaneous with B
(A �= B), we can still find that neither A < B (A precedes B), nor A > B. This
should warn us not to equate experienced and physical time, and it cautions us not
to assume automatically that a TOJ is relevant to understand a simultaneity/asynchrony
judgment.

One explanation of the unexpected discrepancy between TOJ and asynchrony data is that
the two ordering relations depend on different systems of analysis. In view of this, we will
concentrate exclusively on simultaneity versus asynchrony (S/A-) detection, an operation of
more general interest. For example, Dennett and Kinsbourne (1992) criticize the common
materialistic version of Descartes’s dualism, in which it is assumed that everything that
enters consciousness should arrive simultaneously at a common finish line, which they call
the Cartesian theater. They propose that there are multiple finish lines. We think this is
quite plausible. It is an empirical matter to determine how many finish lines there are and
what the properties of their S/A operations are. One example of a finish line in action is
the integration of simple auditory and visual stimuli in low-level multisensory neurons.
According to Stein and Meredith (1993) the decisive factor in getting a strong response
of a multisensory neuron in the colliculus of mammals is the temporal overlap of their
input signals. Because auditory transduction is faster than visual transduction, one has to
present the visual stimulus before the auditory stimulus to get an optimal response of an
audiovisual neuron in the colliculus.

There is a direct similarity with psychophysical studies using simple auditory and visual
stimuli. These are experienced as optimally simultaneous for a certain auditory lag time,
a stimulus onset asynchrony (SOA), which will be called the PSS or point of subjec-
tive simultaneity. The probability of experiencing an audiovisual stimulus pair A and B
as simultaneous, p(A ∼ B), often looks like a bell curve, gradually falling from a maximum
simultaneity rating at the PSS toward certainty of asynchrony at shorter and longer SOAs.
Simultaneity–probability p(A ∼ B) as a function of SOA is the most basic fingerprint of
a common “finish line” mechanism for A and B. As soon as p(A ∼ B) = c, with c some
low criterion value (e.g., 25%), the stimulus pair is mostly experienced as asynchronous so
these points are called the asynchrony thresholds. One of the two asynchrony threshold-
values will be smaller, the other larger than the PSS. The “window of simultaneity” covers
all SOAs between the lower and upper asynchrony threshold, and it is often positioned
symmetrically around the PSS.

Speech sounds and speech movements of the mouth may be shifted almost 250 msec
relative to the PSS before they are experienced as asynchronous, whereas the window of
simultaneity for elementary auditory–visual stimulus pairs is only about 80–100 msec. This
illustrates that there must be multiple auditory–visual finish lines. One may be in the col-
liculus to bind elementary audiovisual events in the service of directing eyes and attention.
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Another might be found at higher cortical levels to support verbal communication. This
suggests that “binding” occurs at various processing levels. Features of the world belonging
together because they together constitute causal networks or form a Gestalt are expected
to have common finish lines in brain regions specialized in their binding or integration.
Incidental connections, such as color and form, might lack a common time-critical finish
line. Such features could be bound in working memory through common ranges of local
signs, as in a coloring book. This informal idea about binding would be compatible with
one interpretation of findings by Moutoussis and Zeki (1997a,b) and Zeki and Moutoussis
(1997), suggesting independence of color analysis in V4 and motion analysis in V5
(Bartels & Zeki 1998; Zeki & Bartels 1998a,b,1999; Zeki 2003). However, there are
complications. Because it proves possible to measure simultaneity of color and motion
stimuli in psychophysical experiments, we must have some neural system for temporal
comparison. This common finish line, enabling us to measure S/A for motion and color,
contradicts the conclusion of (complete) independence (see Nishida & Johnston 2002).

A temporal comparison of color and motion, as in the cited experiments, has the disad-
vantage that it is impossible to match the “strength” dimensions. In the luminance domain
we know that latency increases for decreasing strength, so by analogy if we find a latency
between color and motion it might be caused by nonmatching strengths. To circumvent this
matching problem, we decided to initiate S/A detection experiments using feature domains
that can be easily matched in strength and have been studied extensively by psychophysical
and electrophysiological means: motion and contrast/luminance. The method introduced by
Moutoussis and Zeki is convenient and fast, so we decided to use a variant of it. They paired
periodically changing motion directions with periodically changing color and varied the
relative phase. The method has a drawback that deserves some attention. In the Moutoussis-
Zeki experiments the responses in V4 and V5 will show an enforced periodic variation.
Simultaneity detection of color and motion direction may, therefore, not only depend on
timing of direction and color reversals, but also on the correspondence of temporally inte-
grated half-period responses. If the periodic waves for color and motion have thoroughly
different waveforms (as we expect), their optimal matching SOA will include a phase shift
component due to waveform differences. Therefore the Moutoussis-Zeki task might not
give information on a pure latency difference. Similar reservations were formulated by
Nishida and Johnston (2002).

In view of these problems, we deemed it necessary to analyse S/A of zero crossings,
that is the simultaneity of the change events for each of the features, rather than their
simultaneous presence. In addition to the intrinsic interest of this approach to the problem
of timing conscious experiences, it also enabled us to evaluate certain explanations of the
FLE (flash-lag effect). We studied the S/A profile of a flash and motion in a situation
where the spatial and luminance properties were identical. All motion stimuli are random
dot patterns, moving within static windows. Flashes are single frames of such patterns. To
time changes rather than pairings of features we used a successive two-alternative forced-
choice approach, in which one of the alternatives had an objectively or subjectively (see
methods) synchronous change of the feature pair. Observers were instructed to choose
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which of the two successive presentations was the “most synchronous” pair in terms of
the direction reversals and/or onsets. To prevent misunderstanding we will use the terms
“synchrony” and “window of synchronicity” in relation to our experiments on simultaneity
of onsets/offsets and the above terminology for simultaneity of the features themselves, as
in the Moutoussis-Zeki experiments.

Among other things, we report that when luminances decrease, motion sensors add
latency in addition to and even more than preceding stages. S/A detection is nevertheless
possible and must therefore be done across processing levels. This finding contradicts
an assumption by Johnston and Nishida (2001) to the effect that temporal analysis only
concerns the relative timing of external events. The existence of a multilevel temporal
analysis also challenges the independence assumption of Zeki and coworkers. We found
additional evidence against their independence assumption when we compared the timing
of two increasingly different speeds. This leads to a shift of PSS values away from zero,
similar to the findings for color and motion by Zeki and coworkers. Following their logic,
this would make it necessary to postulate separate consciousnesses for many speed ranges
and several luminance levels. We prefer the idea that every common finish line for pairs
of features implies the possibility of binding them and that the width of the window
of simultaneity or synchronicity indicates how critical timing is to achieve binding. For
example, we also report that the window of synchronicity is very narrow for pairs of equal-
speed motions in the same direction. Our observers clearly perceive this as causally coupled
motions, namely as one big sheet moving behind a screen with two cutout windows. Causal
couplings like this one will in general be time critical and thus require a narrow window of
simultaneity or synchrony.

18.2 Methods

18.2.1 Procedures

We measured the observer’s sensitivity for detecting asynchrony between two stimulus
alternations. Each of the two stimuli consisted of a sparse random dot pattern, shown in
a separate window, one on each side of the fixation mark. The stimuli in each window
alternated in time between two states. The two states differed in direction or speed of
dot motion and/or luminance of the dots. For example, the left window contained dots
alternating between leftward and rightward motion and the right window contained a similar
pattern alternating between upward and downward motion. In all cases, we used white dots
on a dark background. The alternation rate for the two stimuli was the same, but the moments
of change of one were shifted relative to those of the other. In the first set of experiments
we compared motion direction reversals for different combinations of directions. In a
second set of experiments, we compared direction reversals for different speeds of the two
moving patterns. In additional experiments, we also compared motion direction reversals to
alternations of luminance contrast and brief flashes. The latter experiment is most closely
related to classical flash-lag experiments.
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The aim was to measure both the two asynchrony thresholds (A preceding B and vice
versa) and the PSS. In order to measure a minimal, objective asynchrony threshold, we used
a temporal two-alternative forced choice (2AFC). A single trial consisted of an objectively
or subjectively synchronous reference and a test with a variable time shift. In situations
in which objectively synchronous alternations appeared asynchronous, a subjectively syn-
chronous reference was used (see the following). Test and reference were presented in
random order and were separated by a brief interstimulus interval of fifteen frames and
an auditory warning signal. The observer indicated, by key presses, which of the two
presentations was “most synchronous.” Notice that the task did not require the observer
to indicate whether or not stimulus alternations were perceived as simultaneous. Results
were therefore independent of the observers’ subjective internal criterion for simultaneity.
Using the 2AFC method yields objective, minimal thresholds. Thresholds were determined
using a method of constant stimuli. A suitable range of time shifts was established in pilot
experiments. A single experimental session then consisted of six repeats of fifteen settings
for the time shift. Sessions were repeated six times, and percentage correct answers were
calculated for the thirty-six presentations of each of the fifteen settings.

18.2.2 Stimulus details

Random dot patterns were presented on a Sony 19” multiscan monitor, set to a resolution
of 800 × 600 pixels and a refresh rate of 120 Hz. Resolution for the temporal difference
between two alternations was given by the frame exposure duration of 8.33 msec. Each
random dot pattern consisted of 1000 dots, corresponding to single monitor pixels that
were displayed on a dark background (0.5 cd/m2). By default the luminance of the dots
was set to the maximum value (85 cd/m2). For low-contrast stimuli, the luminance was set
to 15 cd/m2. For flicker stimuli the contrast alternated between these two luminance levels.
Except for experiments in which we compared effects for different speeds, speeds were
2 p/f (pixels per frame), which equaled 4.8 deg/sec. The patterns were viewed from a
distance of 1.25 m, at which the stimulus windows of 200 × 200 pixels extended 4 deg ×
4 deg. The windows were separated by a 2 deg dark gap, in the middle of which a white
fixation marker was presented continuously. Observers viewed the stimuli using a chin and
forehead rest. All dots were redrawn on every frame of the monitor. In the case of moving
dot patterns, the dot positions were shifted by an integer number of monitor pixels on
each frame. Dots passing the boundaries of the stimulus window were extinguished and an
equal number was regenerated at new random positions along the opposite border. Motion
parameters and luminance settings for the dots alternated between two possible states.
Unless indicated otherwise, the two states had equal durations. At the standard alternation
frequency of 2 Hz (60 frames per cycle) each phase lasted 30 frames (250 msec). A single
presentation lasted 2 sec, that is, two complete cycles that contained three alternations.
Time shifts between the two stimuli were chosen symmetrically around zero. The value of
zero (objective synchrony) was also included in the set.
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Fig. 18.1 Psychometric curve and fits. Percentage of correct performance was measured for latencies
varying from –10 to 10 frames (@120 Hz). Thresholds for detecting asynchrony were obtained by
separately fitting a logistic function to positive (open symbols) and negative time shifts (filled sym-
bols). Reliability of the fit and confidence intervals on fitted parameters were determined using Monte
Carlo simulations according to the method outlined by Wichmann and Hill (2001a,b). Thresholds
were taken at the 75% correct level and confidence intervals at +/–1 standard deviation.

Most experiments yielded symmetrical results for positive and negative time shifts. This
places the PSS at zero delay, indicating that internal processing and comparisons did not
introduce any systematic differential latencies. In these cases the procedure provides an
estimate of p(A∼B) and thus of the temporal window of synchronicity and the asynchrony
thresholds. In part of the experiments, synchronous alternations appeared to be processed
with a latency difference, leading to an asynchronous percept for the reference stimulus
with zero time shift. For example, moving random dot patterns of unequal contrast were
generally perceived as asynchronous, even when the physical alternation was perfectly
synchronous. In these cases the choice of zero time shift for the reference was inappropriate.
Differential latencies for the two stimuli were clearly visible in the pattern of results, in
the form of asymmetrical response curves. In such cases we estimated the PSS (latency
difference) from pilot experiments and repeated the main experiment with a reference that
had a time shift equal to the PSS. Now the reference was perceptually the most synchronous
presentation again and observers could perform the task as before, producing symmetric
estimated p(A∼B) curves centered at the PSS.

18.2.3 Data analysis

We measured percent correct choices as a function of time shift, both for positive and for
negative differences. Figure 18.1 shows an example of data for a single experiment and
illustrates the analysis procedure. Open symbols show performance for positive time shifts
and solid symbols for negative time shifts. Data for positive and negative time shifts were
analyzed separately so as to provide a quantitative measure for asymmetries. Thresholds for
detecting asynchrony were calculated by fitting a logistic function to percentage of correct
data as a function of latency and determining the latency at which observers performed 75%
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Fig. 18.2 Asynchrony thresholds for motion direction combinations. The left column of each pair
represents the threshold for negative time shifts, the right column for positive time shifts in the same
experiment. The cartoons underneath a pair of columns illustrate the combination of directions and
layout of the two display windows. In each display window, motion directions reversed at a frequency
of 2 Hz. Error bars represent +/–1 SD, calculated separately for positive and negative deviations
relative to the mean. The experiment labeled “ortho 2” differs in spatial layout, such that information
for each stimulus is simultaneously available in both hemispheres. Normally each window is in a
different half-field.

correct. Goodness-of-fit and confidence intervals on the estimated threshold were calculated
using Monte Carlo simulations (2000 simulations) and bootstrap methods according to
the procedure outlined by Wichmann and Hill (2001a,b). We used the 0.159 and 0.841
confidence limits for estimating the reliability of fitted thresholds. Sensitivity for positive
and negative deviations from the estimated thresholds was determined separately.

18.3 Results

Figure 18.2 shows data for different combinations of motion directions. In this figure, as
well as in all other data figures, results for a single experiment are shown by two columns;
the left one represents negative and the right one positive time shifts. Columns of similar
height indicate a symmetric window of synchronicity around the reference time shift or PSS.
In all experiments shown in Fig. 18.2, the reference time shift was set to zero, in which case
symmetry also implies absence of a PSS shift. The cartoons below column-pairs illustrate
the corresponding experimental conditions. The smallest window of synchronicity was
obtained when the two patterns alternated between the same directions (“same”), that is
both left- and right-hand side alternate between left and rightward motion. In this case the
window measured about 25 msec (ML) or 32 msec (WG) in each direction. Results for
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Fig. 18.3 Asynchrony thresholds for different speeds. Format as in Fig. 18.2. In all cases motion
directions alternated between leftward and rightward at a frequency of 2 Hz, similar to the “same”
condition in Fig. 18.2. Speeds in the left and right window were equal, except for the last column,
which shows results for comparing low and high speeds. The large asymmetry for positive and
negative time shifts reveals a shift in the point of subjective synchronicity.

other combinations, for example comparing horizontal alternations on the left-hand side to
vertical alternations on the right-hand side (“ortho”) were considerably higher. Presumably,
these different directions of motion lead to similar temporal patterns of activity modulation
in the front-end motion system. Yet, judgments of synchrony differ. Results may even
differ for directional reversals for horizontal motion. Patterns moving in opposite (“oppo”)
directions in the left and right window tend to have a larger window of synchronicity than
patterns moving in the same direction. From these experiments, we conclude that judgments
of synchrony may even differ for stimuli that evoke similar patterns of activity in the front-
end visual system. It is not the time course of low-level responses, but additional constraints
at some higher level, that determine the width of the window.

In all, except for the last condition visual information from the two windows is initially
processed in different hemispheres. Comparing the time course of modulations thus requires
information to cross the corpus callosum. To check whether this affects the result, we
also performed the experiment as shown on the right-hand side in Fig. 18.2. Here, the
two windows are displayed on the vertical meridian, and hence information from both
windows ends up in both hemispheres. The result shows that this does not lower asynchrony
thresholds.

Figure 18.3 shows results for different speeds. In all cases motion directions alternated
between leftward and rightward, similar to the “same” condition in Fig. 18.1. Except for the
last column, speeds for the left and right window were equal. For these conditions results
were symmetrical and centered around zero. If, however, the task involved comparisons of
direction reversals for a high and a low velocity, the result became strongly asymmetrical,
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Fig. 18.4 Asynchrony thresholds for different contrasts. In all cases the patterns moved at a speed of 2
p/f, reversing directions at a frequency of 2Hz. Format as in Fig. 18.2. High contrasts corresponded to
a luminance of 85 cd/m2 and low contrast to a luminance of 15 cd/m2 Contrast differences between the
stimuli in the left and right window (“high vs. low”) lead to strongly asymmetrical results, indicating
large latency differences. These latency differences were partially compensated for by introducing a
time shift in the reference stimulus, as indicated by the label “dt = 25 msec.” A difference of seven
frames (dt = 58 msec) in the reference fully compensated the latency.

revealing different latencies for different velocities. Two effects may play a role here.
First, temporal properties for different motion detectors may differ. If higher velocities are
detected over shorter time intervals, signals will have a shorter latency for high than for
low speeds. Secondly, introducing a velocity difference might rule out the involvement of
integrative motion analysis and thus raise asynchrony thresholds. The important conclusion
is that a mere change of speed drastically affects temporal judgments.

Besides speed of motion, several other stimulus parameters are likely to influence tem-
poral judgments. It is well known that response latencies in the visual motion system also
vary with luminance and contrast. In the next experiment we compared the effect of lumi-
nance contrast on asynchrony thresholds (Fig. 18.4). The experiment is similar to that in
Fig. 18.3, but we changed luminance rather than speed of motion. The first two conditions
show results for two high and for two low contrast stimuli. Although a reduction in contrast
is known to introduce a considerable response delay in V5 (MT) motion signals, it has little
effect on asynchrony thresholds. Thus, temporal resolution of activity modulations does not
seem to limit performance. However, if we compare high versus low contrast (third condi-
tion in Fig. 18.4) the result is strongly asymmetrical. A first guess at the stimulus time shift
required to compensate for increased latency (25 msec) of the low contrast stimulus was
clearly insufficient. Based on data from this experiment, we calculated the PSS and ran the
same experiment again using the measured PSS shift as time shift in the reference stimulus.
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Fig. 18.5 Asynchrony thresholds for motion reversals, luminance flicker of equal and of different
contrast, and motion reversal versus flashes. In the standard flicker experiment (second condition)
luminance values alternated between the background value and the maximum value (85 cd/m2). In
the third condition the luminance level for one of the two stimuli was reduced to 15 cd/m2. In flash
experiments (rightmost condition) the task was to detect asynchrony in motion reversals and one
frame flashes around the direction reversal times. This proved impossible at the standard frequency of
2 Hz. Therefore alternation frequency was reduced to 1 Hz, and total stimulus duration was increased
to 4 sec. Asynchrony for flicker at different contrasts was measured using a reference that was shifted
three frames (25 msec) to compensate for latency differences.

The result, shown on the right-hand side in Fig. 18.4, was very similar to those of the first
two conditions. Contrast clearly has a huge effect on the PSS, a shift of about 60 msec, but
it does not affect the window of synchronicity. Even if contrast affects the time course of
motion responses, it is not a limiting factor for the temporal comparator.

The differential response latency of about 60 msec presumably results partly from
changes in retinal dynamics. If that were the only factor, we would expect similar shifts
for a luminance flicker task. If contrast effects are smaller for flicker, this would indicate
additional contrast effects on the motion sensors. To find out, we compared the motion
task to different flicker tasks (Fig. 18.5). In these flicker tasks the random dot patterns
were stationary and luminance levels alternated between the background level and either a
high or a low luminance level. For luminance flicker of equal contrast in the two windows
(labeled “flicker” in Fig. 18.5) we found results similar to those for equal motion stim-
uli. For unequal contrast flicker (third condition in Fig. 18.5) we found a modest shift in
latency, and if we shift the high-contrast stimulus by 25 msec the effect is almost perfectly
compensated. The conclusion must be that contrast effects on motion asynchrony result, to
a large extent, from changes within the motion system rather than at earlier (retinal) levels.
This is also in line with the size of the Pulfrich effect. For a tenfold decrease in luminance
one generally finds a differential delay of about 15–20 msec.
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All experiments so far concerned temporal comparisons within a single system, either
motion or low-level luminance analysis. Next, we attempted to go one step further and
compare motion direction reversals to luminance and color flicker. Notice that the stim-
uli in these experiments are similar to those of Moutoussis and Zeki (1997a,b), but the
observer’s task was clearly different. In their experiment observers were asked to judge
the simultaneous presence of two features, whereas in our experiments the task required
a judgment on synchronicity of transitions. Much to our surprise, this task proved impos-
sible. At the frequency of 2 Hz we were unable to consistently distinguish synchronous
from asynchronous presentations. This was true for motion versus color flicker and for
motion versus luminance flicker. Reducing the frequency to 1 Hz made little difference.
Thus, observers may be able to indicate the best correspondence between features while
being unable to detect the asynchrony of the transitions.

Finally, we addressed the question of asynchrony detection between a flash and motion
direction reversals related to the FLE. We used a single brief flash (one single frame,
luminance 85 cd/m2) of a random dot pattern in one window and compared it to motion
direction-alternations in the other window. This decouples the location information of
flashes and motion and focuses on temporal effects. At a frequency of 1 Hz and a duration
of 4 sec (effectively three flash motion reversal combinations) one can do the task, albeit
with great difficulty. Results are shown in the rightmost column of Fig. 18.5. Asynchrony
thresholds were very high, between about 70 and 130 msec, indicating very wide windows
of synchronicity. Furthermore, the result did not reveal the strong asymmetry that one might
have expected. Both positive and negative asynchrony thresholds were raised considerably,
without a large shift in PSS. These findings lead us to propose that temporal delays are less
important in explaining the flash-lag effect because processing delays would show up as
shifts in the PSS.

18.4 Discussion

Our experiments were designed to find and characterize common finish lines for feature
pairs in the motion and luminance domains. A long-term aim is to better understand the
consequences of different processing latencies for timing of conscious experiences and
for feature binding in vision. Here we used a 2AFC method optimised to detect S/A of
changes in motion direction or luminance (flicker and flashes). The method allowed us to
measure PSS values (differential latencies) and asynchrony thresholds for various pairs of
features. Results are relevant to characterize the properties of combination and comparison
mechanisms at the common finish lines.

18.4.1 Temporal shifts, windows of synchronicity, and binding

The window of synchronicity is highly relevant for binding of different perceptual features.
Outside this window, features are segregated in time and hence oppose binding into a
single object. Our finding is that windows of synchronicity are relatively wide, even for
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comparisons of modulations within the motion analysis system. Relative latency differences
up to about plus and minus 30–40 msec pass unnoticed, indicating that the time analysis
has a low temporal resolution. This is surprising, considering the high temporal frequency
sensitivity of low-level feature detectors. Directionally selective units in macaque area
MT or cat area PMLS, which can be considered second stages for motion processing,
respond reliably to direction reversals at rates up to 120 Hz (Borghuis et al. 2003; Perge
et al. 2004; Vajda et al. 2004). Obviously, such responses are too fast to encode in spike
rate modulations and must be based on accurate spike timing. Highly reproducible spike
timings for motion responses have also been reported by Bair and Koch (1996). Given
the low temporal resolution of time difference analysis we must assume that spike timing
information is no longer available at the levels studied in this chapter. Instead, detection of
temporal delays seems to involve considerable temporal integration.

It is not directly clear why different direction combinations should yield different results.
It seems reasonable to assume that reversals in horizontal and vertical directions generate
similar temporal activity profiles in low-level motion sensors. Yet, it matters which reversals
are being compared. The time comparator could of course be more efficient for specific
direction combinations, but there are no other indications that this might be the case.
An alternative explanation is that some combinations pass additional stages of processing
before temporal comparison. Neurons in area MST, for example, globally integrate local
motion responses from area MT, in large receptive fields sensitive to different flow patterns.
Integrating responses from the two windows, and across a large population of similarly
tuned MT cells, may greatly reduce the noise and improve timing. In this view, the “same”
condition would give lowest asynchrony thresholds because it best matches the tuning
properties of neurons at the level of area MST.

By comparing different velocities and contrasts we focused on differences in tempo-
ral processing within the motion system. These differences were substantial: comparing
different velocities may raise the asynchrony thresholds by about 30–40 msec. Contrast
differences cause even larger shifts in asynchrony thresholds. Such contrast-induced shifts
partly resulted from low-level, presumably retinal, effects. The fact, however, that flicker
comparison, with the same contrast differences, yielded only a minor shift (about 25 msec)
shows that contrast effects primarily result from changes within the motion system. These
changes are therefore highly relevant for any cross-modal comparison involving motion
signals. The effects we measured for different motion stimuli are as large as previously
reported cross-modal effects, indicating that such effects might be stimulus specific rather
than system properties. Choosing different motion parameters in cross-modal comparisons
will greatly influence the results.

The most important property to take into account concerns the fact that it takes time to
detect motion. This is easily appreciated for motion sensors of the bilocal detector type,
similar to a Reichardt detector. In such a model a moving pattern has to travel the distance
between two subfields before motion is detected. Depending on the velocity preference,
the distance corresponds to a minimal time delay. Estimates of preferred step size and
delay tuning in human motion detection showed that tuning for delay varied with speed
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(van Doorn & Koenderink 1982; Koenderink et al. 1985; van de Grind et al. 1986). For low
speeds one finds long delays, whereas for high speeds delays are relatively small. It has
been shown (van den Berg and van de Grind 1989) that differences in reaction time data
for motion onsets can also be explained along these lines.

The present results make the idea of separate microconsciousnesses per feature unattrac-
tive. Our results for motion stimulus pairs of unequal contrast are similar to those reported
by Moutoussis and Zeki (1997a,b) for color and motion, so one would have to postulate
a microconsciousness for each of a number of levels of contrast. The same conclusion
would follow for different speeds of motion. It is more parsimonious to assume that the
visual system has one or more temporal analysis modules that can analyze both front-end
(as suggested by Nishida & Johnston 2002) and feature-specific stages of vision. Binding
might then be the default for responses to stimuli that cannot be temporally segregated. Per-
haps features get bound unless the temporal analyzer signals deviations from synchronicity.
Windows of synchronicity are, however, fairly wide. This should take care of most latency
differences occurring for different features belonging to the same object.

18.4.2 Temporal and spatial factors in the flash-lag effect

There is an ongoing debate on the explanation of the flash-lag effect. Nijhawan’s orig-
inal proposal for extrapolation of positional information from moving objects has been
challenged by numerous other studies. A critical piece of evidence against “motion extrap-
olation” comes from flash-terminated motion sequences or sequences changing direction
at the flash. Most studies agree that the flash-lag effect is much weaker or absent altogether
in flash terminated experiments. In direction reversal experiments the effect is correlated
with motion after the flash (Whitney & Murakami 1998; Eagleman & Sejnowski 2000).
At first sight this appears to be direct evidence against temporal extrapolation. Our data,
however, provide support for a spatial rather than temporal explanation of the FLE. We
measured broad windows of synchronicity, suggesting a sloppy temporal comparison. We
did not find the clear shift in PSS that one would expect if flashes and motion would
have different latencies. Moreover, temporal processing for motion very much depended on
the speed of motion. This would be a serious problem for proper timing of sensory-motor
interactions in a dynamic world, unless latencies are properly compensated for. Spatial
extrapolation as proposed by Nijhawan is completely in line with all of these findings and
it seems worthwhile to critically challenge the counter evidence.

To defuse the evidence against motion extrapolation we propose a mechanism that pre-
vents updating of position information of moving stimuli as soon as the motion stops. We
assume that the absence of a flash-lag in flash-terminated experiments shows that the last
part of the motion trajectory does not get extrapolated. Figure 18.6 shows a schematized
mechanism that could implement this idea (Lankheet & van de Grind in preparation). The
network is built up from so-called bilocal motion detectors in which a delayed input and
spatially shifted, nondelayed, input are correlated to produce a motion signal output. This
output is (possibly via additional interneurons) also used to spatially remap the position
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Fig. 18.6 A simplified network model for instant spatial remapping of motion signals, consisting of
a chain of bilocal motion sensors. The top layer represents input units, feeding into two different
layers of correlation units. Motion is detected by correlating a delayed (indicated by T) input to
a spatially shifted, nondelayed input. The motion signal is used to update positional information,
spatially compensating for the response latency. Global flicker or uniform light is detected by a
correlator (FU unit) combining the same two inputs without a time delay. The FU unit inhibits nearby
motion detectors to prevent motion-position remapping when the motion stops.

information. We assume that the mapping of motion sensor outputs onto an internal func-
tional position map is shifted a distance �S in the direction of the signaled motion. This
implements Nijhawan’s extrapolation idea.

In addition, our network model also comprises inhibition from flicker-and-uniformity
(FU) detectors. These detectors combine the same two inputs as motion sensors, but without
the extra delay. FU outputs spread to a region of motion sensors (only neighboring connec-
tions are shown in Fig. 18.6) and inhibit the motion sensor outputs in that region. Such an
inhibition is required in bilocal motion sensors to suppress a response to global uniform or
flickering, nonmoving stimuli. However, the output of the FU detector will also terminate
extrapolation as soon as the motion stops. In the diagram in Fig. 18.6, this is implemented
by inhibiting the motion outputs on both sides, but the spread of this inhibition should
be tuned to the value of �S. This effectively abolishes the spatial remapping of motion
information at the point where the motion stops. It should furthermore be noticed that
we’ve drawn only part of the network in Fig. 18.6, namely one string of motion sensors.
Similar strings exist for interleaved and/or staggered receptive fields in the input layer.
The spread of inhibition therefore is not limited in distance to an integer number of span
units of the corresponding motion sensors but is a free (quasi-continuous) parameter. An
attractive property of the model in Fig. 18.6 is that it automatically sharpens the borders
for moving stimuli in the position map and thus reduces motion smear. Once a border has
passed, receptive field pairs of motion sensors are covered by the same unchanging input,
so the FU detector is activated. This actively suppresses motion signals and further spatial
remapping, limiting the representation to just the contour.

This gated spatial remapping principle can explain the FLE as envisioned by Nijhawan
(1994, 1997) and is compatible with the findings obtained with flash-terminated displays.
We assume that �S and the FU spread are tuned during ontogenesis, but to normal daylight
circumstances. As soon as the front-end receptive fields have to respond to lower lumi-
nances, an extra and uncompensated delay is introduced. This means that the perceived
motion position starts to lag the actual motion position, which will decrease the FLE. If the
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extra front-end delay gives a larger apparent position shift than �S, the sign of the FLE can
even reverse. These predictions are supported by reports in the literature (Purushothaman
et al. 1998; Krekelberg & Lappe 1999). The elegant part of our explanation is that research-
ers who have vigorously attacked each other all appear to be partly right; an integrative
theory along the lines just sketched appears possible. Gated spatial remapping implies that
motion, as in relativity theory, can be used as a space and time reference in vision.
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through differential visual latency. Nature 396: 424.

Stein, B. E., & Meredith, M. A. (1993). The Merging of the Senses. Cambridge, MA:
Bradford Book, MIT Press.

Vajda, I., Lankheet, M. J., Borghuis, B. G., & van de Grind, W. A. (2004). Dynamics of
directional selectivity in area 18 and PMLS of the cat. Cereb Cortex 14(7): 759–767.

van de Grind, W. A. (2002). Physical, neural, and mental timing. Conscious Cogn 11:
241–264.

van de Grind, W. A., Koenderink, J. J., & van Doorn, A. J. (1986). The distribution of
human motion detector properties in the monocular visual field. Vision Res 26:
797–810.

van den Berg, A. V., & van de Grind, W. A. (1989). Reaction times to motion onset and
motion detection thresholds reflect the properties of bilocal motion detectors. Vision
Res 29(9): 1261–1266.

van Doorn, A. J., & Koenderink, J. J. (1982). Temporal properties of the visual
detectability of moving spatial white noise. Exp Brain Res 45: 179–188.

Wichmann, F. A., & Hill, N. J. (2001a). The psychometric function I: fitting, sampling and
goodness-of-fit. Percept Psychophys 63(8): 1293–1313.

Wichmann, F. A., & Hill, N. J. (2001b). The psychometric function II: bootstrap based
confidence intervals and sampling. Percept Psychophys 63(8): 1314–1329.

Zeki, S. (2003). The disunity of consciousness. Trends Cogn Sci 7(5): 214–218.
Zeki, S., & Bartels, A. (1998a). The asynchrony of consciousness. Proc R Soc Lond B

265: 1583–1585.
Zeki, S., & Bartels, A. (1998b). The autonomy of the visual systems and the modularity of

conscious vision. Philos Trans R Soc Lond B Biol Sci 353: 1911–1914.
Zeki, S., & Bartels, A. (1999). Toward a theory of visual consciousness. Conscious Cogn

8: 225–259.
Zeki, S., & Moutoussis, K. (1997). Temporal hierarchy of the visual perceptive systems in

the mondrian world. Proc R Soc Lond B Biol Sci 264(1387): 1415–1419.





Part IV
Spatial phenomena: forward shift effects





19

The Fröhlich effect: past and present

dirk kerzel

Summary

When observers are asked to localize the initial position of a moving target, they often indicate
a position displaced in the direction of motion relative to the true onset position. In this review,
the debate between Fröhlich, who discovered this phenomenon, and his contemporaries in the
1920s and 1930s is summarized. Striking misinterpretations of Fröhlich’s findings and the
anticipation of recent research on the flash-lag effect will be presented. In the second part,
current accounts of the Fröhlich effect in terms of attention and metacontrast are evaluated. In
the final section, reconciliation between research on the Fröhlich effect and recent reports of
an error opposite the direction of motion (the onset repulsion effect) is offered.

19.1 Introduction

When asked to localize a moving target entering a window, observers often indicate a
position not adjacent to the edge of the window but a position displaced in the direction of
motion (see Fig. 19.1(a)). The gap between the edge of a window and the initial perception
of the moving target was first discovered by the Norwegian astronomer O. Pihl in 1894,
but Fröhlich (1923) was the first to study the effect systematically. Therefore, the illusion
has been named the “Fröhlich effect.” Fröhlich’s explanation of the illusion in terms
of “sensation time” was amply discussed in the 1930s (Fröhlich 1930, 1932; Rubin 1930;
G. E. Müller 1931; Metzger 1932; Piéron 1935) but forgotten for the 60 years that followed.
Research on the Fröhlich effect was revived at the end of the last century (Müsseler &
Aschersleben 1998; Kirschfeld & Kammer 1999), and accounts of the phenomenon in
terms of attention and metacontrast were forwarded. Yet more recently, an error opposite
to Fröhlich’s observation was reported (Thornton 2002), which is incompatible with all
previous theories on the Fröhlich effect (Fig. 19.1(b)).

In the first section I will describe the methods, results, and theories of early research
on the Fröhlich effect. It is surprising to see how much current work on the Fröhlich and
flash-lag illusions was anticipated by past researchers and simply overlooked afterward. In
the flash-lag illusion, a flash that is physically aligned with a moving object is perceived to
lag behind (see Fig. 19.1(c)). I will also draw the reader’s attention to the phenomenological
aspects of stimulus localization described in detail in early research inspired by Gestalt

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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(a)

(b)

(c)

Fig. 19.1 The three illusions discussed in this chapter. In the Fröhlich illusion (a) the initial position
of a bar entering a window is not perceived at the edge of the window, but some distance away from
it. In the onset repulsion effect (b) the judged onset position is displaced opposite the direction of
motion. In the flash-lag illusion (c) the position of a moving object that is physically aligned with a
flashed object is seen ahead of the flash.

psychology. It shows that there may be more to localization then the report of a single
position. In the second section, I will describe and evaluate current theories of the Fröhlich
effect. In the final section, an attempt to reconcile the apparent contradiction between
mislocalization of the initial position in the direction of motion (the Fröhlich effect) and
recent reports of mislocalization opposite to the direction of motion (see Fig. 19.1(b)) will
be presented.

19.2 Historical notes

In his seminal paper, Fröhlich (1923) reported not only one but several phenomena. In fact,
Fröhlich’s work did not focus on the phenomenon now considered to be the Fröhlich effect.
Today, we consider the apparent displacement of the initial position of a moving target in
the direction of motion the Fröhlich effect. Thereby, we refer to the displacement of the
trailing edge of the target and denote that nothing is perceived between the physical onset
position and the trailing edge, although the corresponding retinal positions were stimulated
by the target. In contrast, Fröhlich was interested in the perceived position of the leading
edge of the moving bar (see Fig. 19.2). He observed that the leading edge of the bar was not
perceived right next to the border of the window and successively uncovered but appeared
suddenly at a position displaced in the direction of motion relative to the edge of the
frame. He considered the distance between the leading edge and the border of the frame an
expression of the sensation time (“Empfindungszeit”), that is, the time between the impact
of light and the corresponding visual sensation (Fröhlich 1923, 70–73). The position of
the leading edge, x, divided by the velocity of the bar, equals the sensation time t, where
t = x/v. In Fröhlich’s measurements, sensation time was found to be on the order of
100 msec with faint stimuli reducing to 50 msec with bright stimuli (see Fig. 19.2(c)).
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(a) (b) (c)

Fig. 19.2 Results of Fröhlich’s (1923) experiments. (a) Appearance of a bar entering a window on
the left and moving to the right according to Fröhlich (1923; adapted from p. 67). The bar appeared
larger than it actually was and appeared in its enlarged width at once. The luminance of the bar
decreases from (a)1 to (a)4. Only (a)4 corresponds to our current conception of the Fröhlich effect.
(b) shows the perceived luminance distribution within the bars (adapted from p. 66). For the dim
bar ((a)4), the luminance decreased toward its trailing edge and was highest at its leading edge. (c)
Fröhlich thought that the displacement of the leading edge of the bar divided by its velocity indicated
the sensation time. He measured sensation time as a function of luminance and noted that it was
shorter for a bright bar (as in (a)1) than for a dim bar (as in (a)4). Luminance is given in proportional
(but unknown) units (adapted from p. 74).

Fröhlich also noted that the perceived width of the bar was larger than that of the physical
stimulus, which he interpreted as the perceived width capturing the duration of the primary
sensation of the stimulus. On this view, the trajectory positions covered during this duration
would be sensed at the same time. Because the perceived width of the bar decreased with
increasing luminance, he concluded that luminance was negatively related to the duration
of the primary sensation. From today’s perspective, Fröhlich’s ideas about the duration of
the primary sensation seem untenable and have been supplanted with variable degrees of
motion smear (Burr 1980) or visible persistence (Coltheart 1980).

Further, Fröhlich investigated the luminance distribution within the bar. He found that
the bar looked brighter at its leading than at its trailing edge (see Fig. 19.2(b)). This effect
was particularly pronounced with dim stimuli that appeared wider than bright stimuli. With
dim stimuli, he also observed that the initial portion of the trajectory was not only darker
than the leading edge but disappeared altogether. Fröhlich thought that the suppression of
the initial part of the trajectory was due to the contrast arising between the leading edge
of the bar and the previously covered positions. Thus, the phenomenon we consider to
be the Fröhlich effect is only a limiting case of the larger class of phenomena observed
by Fröhlich. The phenomenological observation of the luminance distribution within the
target or the luminance distribution along the smeared out initial appearance of the target
have been ignored in more recent research. This may be an error, because if observers are
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forced to report only a single point (“the onset”) from a percept that shows graded levels of
visibility or contrast, their judgments may be a matter of criterion. Observers have to decide
what they should report and what is too weak to be worth reporting (Geer & Schmidt 2006).
However, even if some of Fröhlich’s phenomenological observations may be correct, his
account of the illusion in terms of the “sensation time” is implausible, as contributions by
his contemporaries show.

In a critique of Fröhlich’s work, Rubin (1930) noted that reducing the size of the window
and thereby shortening the visible trajectory of the moving bar reduced the Fröhlich effect
(replicated in Müsseler & Neumann 1992). He concluded that a necessary condition for the
occurrence of the Fröhlich effect was that the target continued to move after it entered the
window. Fröhlich’s account could only explain effects of trajectory length by assuming that
the time at which a stimulus is sensed depends on processes occurring after the stimulus
has been sensed. This is hard to maintain. As an alternative to Fröhlich’s calculation of
the sensation time, Rubin suggested that the distance between the position where the target
appeared and the minimal trajectory length that resulted in a reduction of the Fröhlich
illusion would be a better estimate of the sensation time. This distance indicated when
perceptual processes influencing the appearance of the moving bar ended. Further, he noted
that the magnitude of the Fröhlich effect was not determined by the absolute luminance
as suggested by Fröhlich, but rather by the contrast between the moving element and the
background.

To corroborate the hypothesis of continuing motion producing the Fröhlich effect, Rubin
(1930) compared the perception of a stationary flash to the perception of the onset of a
moving bar. To this end, he placed a narrow slit exactly above the edge of the elongated
window where the target entered (see Fig. 19.3(b)). When the target line entered the narrow
slit and the elongated window at the same time, the line in the window appeared displaced
in the direction of motion relative to the slit. This, of course, is an early version of the
flash-initiated cycle (Khurana & Nijhawan 1995) that was rediscovered in the debate on the
flash-lag effect. Rubin also asked which of the two lines (the flashed or the continuously
visible) was perceived first. Similar to more recent replications of this temporal order
judgment (Nijhawan et al. 2004), he reported a lack of convergence between his own
perceptions and those of his assistant. He concluded that the flash and the moving object
appeared at about the same time).1 Ironically, Fröhlich (1923) had run exactly the same
experiment in his earlier publication but considered the displacement of the moving object
relative to the flash and the perceived simultaneity of the two objects as support for his
account.

Rubin (1930) further wondered whether the perception of the initial portion of the target
was suppressed (as suggested by Fröhlich) or whether the sensations corresponding to
the initial portion of the trajectory were displaced in the direction of motion. To test these
conflicting possibilities, he presented a target that moved initially behind a red transparency

1 In contrast to the perceived simultaneity of a flash and the onset of a moving stimulus, the temporal onset of a line moving at
high speed precedes the onset of a stationary stimulus that stays on the screen (Kreegipuu & Allik 2003).
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(a) (d)

(e)(b)

(c)

Fig. 19.3 Overview of experiments run in the 1920s and 1930s on the Fröhlich effect. (a) In Fröhlich’s
(1923) experiments, a bar moving behind a screen entered a window at position p1. The perceived
initial position was read off a ruler below the window. Judgments of the leading edge of the bar were
displaced in the direction of motion (position p2) (adapted from p. 101 in Rubin 1930). (b) Rubin
(1930) and Fröhlich (1923) presented a second narrow window above the elongated window. They
observed that the moving bar appeared ahead of the briefly flashed slit (adapted from p. 104 in Rubin
1930). Rubin asked observers to adjust a point below the window to the perceived initial position.
(c) Metzger presented a bar moving through two elongated windows offset by a certain distance. The
bar entering the window later (top window) appeared to lag behind the bar that was already visible
(bottom window, adapted from p. 189 in Metzger 1932). (d) Metzger presented a bar moving through
an elongated window and midway along the trajectory, the bar passed through a narrow slit above
the elongated window. The flashed bar appeared to lag behind the moving bar below (adapted from
p. 190 in Metzger 1932). Unfortunately, Metzger did not quantify his observations but only noted
the direction of the displacement of the moving bar. About 90% of the observations that he collected
from nine observers were consistent with the flash-lag effect. (e) Piéron presented part of a spiral on
a rotating disk. If the disk were rotating clockwise, the spiral appeared further from the center than
when it was rotating counterclockwise (adapted from Piéron 1935, p. 24).

and then behind a green transparency. If the initial stimulus characteristics were carried over
to the positions further in the direction of motion, one would expect to see a red target on
an otherwise green background. Rubin reported that observers’ judgments were variable,
but at least one subject reported seeing a red, stationary stimulus at the right place and then
a green, moving object. This result suggests that the initial positions in the regular Fröhlich
effect were suppressed rather than displaced into the direction of motion. In contrast to
Rubin’s suggestion, Cai (2003) reported that a red flash at the onset of motion was shifted
in the direction of motion.

Metzger (1932) agreed with Rubin on the implausibility of Fröhlich’s theory and sug-
gested yet another one. His considerations focused on three types of appearance of the
moving bar that showed overlap with the results of Fröhlich but were not quite the same.
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The first type of appearance was observed at slow velocities. Metzger noted that even if
the entrance point of the slit into the window were correctly perceived, the velocity of the
bar seemed to change. It appeared slow at first and then accelerated after a while; a phe-
nomenon later rediscovered by Runeson (1974). Second, Metzger observed (in agreement
with Fröhlich) that the bar, at low contrasts, appeared suddenly in its entire length between
the slit and the background. The perceived width of the bar exceeded its physical width
when the bar first appeared, but as the bar started to move, the perceived width decreased.
The third appearance type was a bar that appeared at a position offset from the edge of the
screen, stood still for a moment, and then continued to move at a constant velocity. This
type of appearance was more likely with high velocities and strong contrasts.

To explain these phenomena, Metzger (1932) suggested that sensation time was longest
at the start of the motion and decreased as the motion progressed to a point where it became
constant. He thought that the postulation of differential sensation times across the trajectory
was almost trivial because “ . . . every new process needs some time to ‘shake down’ and
to ‘push away’ the process taking place at the same place . . .” (p. 185, translation by the
author). According to Metzger, the assumption of differential sensation time could explain
the three phenomena under investigation. For the sake of clarity, I will refer to the initial
sensation time at the starting position p1 of the moving object as t1, and the final, constant
sensation time at a position p2 further along the trajectory as t2 (see Fig. 19.3(a)). If the
velocity of the target is slow such that the time needed to cover the distance between p1 and
p2 is larger than the difference between t1 and t2, a moving target will be perceived with a
velocity distortion (appearance type one). If the velocity of the target is intermediate, the
time needed to move from p1 to p2 may equal the difference in sensation time (t1–t2) such
that the complete trajectory between p1 and p2 reaches consciousness at the same time and
a suddenly appearing, widened bar will be perceived (appearance type two). At high target
velocities, the time needed to move from p1 to p2 may be far smaller than the difference
in sensation time such that the position p2 may reach consciousness before position p1.
In this case, both forward motion from p2 onward and backward motion from p2 to p1
would be perceived. Metzger noted that backward motion was mostly not perceived but that
observers sometimes perceived a flicker. He argued that the conditions for the perception of
the backward motion were unfavorable because it was dominated or masked by the much
stronger forward motion.

To support his claims, Metzger (1932) conducted two experiments. First he placed two
windows of unequal width above each other (Fig. 19.3(c)). A vertical bar moving behind
the two windows was initially visible in only one of the windows. When the bar reached
the edge of the other window, it became visible in the two windows. Although one and the
same bar was viewed, the portion of the bar entering later appeared to lag behind and moved
more slowly than the bar already visible. Second, he placed a small slit above the center
of the window such that the moving bar would illuminate the vertical slit and the window
at the same time and at the same horizontal position (Fig. 19.3(d)). The briefly illuminated
slit appeared to lag behind the moving object. Metzger suggested that both phenomena
were due to the longer sensation time at the beginning of a perceptual process. The initially
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longer sensation times explained why both the onset of a moving and a flashed stationary
object appeared to lag behind a continuously visible moving object. Thus, Metzger not
only discovered the flash-lag effect (that was rediscovered twice: MacKay 1958; Nijhawan
1994), but he also proposed differential latency (latency being a term comprising “sensation
time”) as an account of the phenomenon (for recent renditions see Purushothaman et al.
1998; Whitney & Murakami 1998). Although the differential latency account may justify the
occurrence of the Fröhlich phenomenon and the flash-lag effect, it has difficulty accounting
for the importance of the length of the trajectory (Rubin’s first experiment). Accounts based
on metacontrast overcome this limitation.

It was Piéron (1935) who first proposed that metacontrast masking was responsible for
the suppression of the initial portion of the trajectory. Metacontrast masking was initially
investigated by Stigler (1910) and refers to the fact that the visibility of a briefly flashed
stimulus is reduced when it is followed by another stimulus in its spatial–temporal vicinity.
The optimal stimulus onset asynchrony (SOA) between target and mask depends on the
stimulus and task parameters but ranges between 40–100 msec; both shorter and longer
SOAs reduce the masking effect. Piéron reasoned that the initial positions of a bar entering
a window were masked by later presentations of the stimulus. Therefore, the initial portion
of the trajectory was not perceived. In support of this idea, he presented a line on a rotating
disk. The line approached the center of the disk while following its circumference (see
Fig. 19.3(e)). When rotated counterclockwise, the distance between the line and the edge
of the disk was larger than when the disk was rotated clockwise. In contrast, the distance
between center and line was shorter when the disk was rotated clockwise, thus revealing
the initial portion of the trajectory to be masked by subsequent stimulation.

Some 20 years later, Alpern (1953) pointed out the incompleteness of Piéron’s account
because it does not make clear why masking previous target positions stops at some point. If
every target position along the trajectory masked the previously presented target positions,
only the final target position should be visible. However, most of the trajectory is visible and
only a small part at the beginning is invisible. Similarly, such a simple metacontrast account
has difficulty explaining why the Fröhlich effect decreases with shorter trajectories. If only
immediate neighbors mask the previous position,2 then the number of positions following
the initial position should not matter.

19.3 Cumulative lateral inhibition

The effect of trajectory length may be explained by assuming that inhibition from adjacent
stimulus positions accumulates across the trajectory and is therefore stronger with longer
trajectories (Geer & Schmidt 2006). To confirm this idea, Geer and Schmidt asked their

2 The temporal separation between target and mask has a nonlinear effect on the strength of masking. Masking is maximal
with SOAs of about 40–100 msec and decreases with shorter or longer intervals. Furthermore, masking decreases with spatial
separation. These two factors (overview in Breitmeyer & Ögmen 2006) suggest that masking from successive positions of a
moving stimulus will depend on target speed. However, these intricate interactions were not taken into account in early work
on the Fröhlich illusion.
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subjects to rate the brightness of selected positions along the target’s trajectory. They found
that the perceived contrast of the trajectory was weakest at the beginning and increased
gradually. The increase of the perceived luminance along the trajectory was steeper when
the trajectory was short, that is, the target reached maximal perceived contrast faster.
Furthermore, the gradual increase in contrast permits observers to make a decision as to
which part of the trajectory they report. When they adopt a more conservative criterion
(report of only the high-contrast part of the trajectory) the Fröhlich effect was found
to be larger than with a more liberal criterion. These recent experiments emphasize the
importance of phenomenal aspects in the study of localization performance. In a situation
with high uncertainty, the criteria adopted by the observers to interpret their percepts are
key to understanding the nature of localization.

Nevertheless, the cumulative lateral inhibition account has the same difficulty as the
simple metacontrast account in explaining why only the first positions of a moving object
are invisible. What is lacking in all manner of metacontrast accounts is a component that
determines when the target becomes visible again. In some accounts, this role is assigned
to visual focal attention either with (Kirschfeld & Kammer 1999) or without (Müsseler &
Aschersleben 1998) reference to metacontrast masking.

19.4 Attention shifting

Müsseler and Aschersleben (1998) proposed that the Fröhlich effect was the result of the
time it takes to move focal attention to the moving stimulus to consciously perceive it.
In general, the onset of a moving stimulus in the periphery elicits a shift of visual focal
attention to this position. Visual focal attention greatly improves the speed and accuracy of
visual information processing (Posner 1980; H. J. Müller & Rabbitt 1989) and may even be
necessary for a stimulus to reach conscious awareness (Simons & Rensink 2005). During
the time it takes the spot of attention to travel to the onset position of the moving target,
the target moves away from its physical onset position. In a similar vein, Baldo and Klein
(1995) suggested that the flash-lag effect was due to the time it takes to shift attention from
the moving object to the flashed object. In the Fröhlich effect, the first position that benefits
from enhanced processing through visual attention is displaced in the direction of motion.
The attention-shifting account claims that the positions presented before the attention shift
is executed are not perceived. The faster the target moves, the further it will move from its
onset before attention reaches it. This idea predicts that the Fröhlich effect increases with
increments in target velocity. This prediction has been largely confirmed (e.g., Fröhlich
1932; Kirschfeld & Kammer 1999; Kerzel & Müsseler 2002; Müsseler et al. 2002).

Further, it is expected that cueing the onset position of the moving target should reduce
the Fröhlich illusion. A cue that precedes the target onset attracts visual focal attention
and effectively reduces the time elapsed before the moving target is within the focus of
attention. This prediction too has been confirmed: the Fröhlich effect was reduced when
a cue was presented ∼120 msec before target onset in the vicinity of the initial target
position (Müsseler & Aschersleben 1998; Kerzel & Müsseler 2002) or when a stationary
cue was presented for 2.5 sec at the onset position (Whitney & Cavanagh 2000). In contrast,



19 The Fröhlich effect: past and present 329

a cue of 2.5 sec did not affect the size of the flash-lag effect, showing that the Fröhlich
effect and the flash-lag effect are distinct phenomena (for conflicting views see Metzger
1932; Eagleman & Sejnowski 2000). Similar to cueing, stimuli that allow for the efficient
allocation of attention reduce the Fröhlich effect. For instance, attention is more easily
focused on a single rotating dot compared to a rotating line passing through the fixation
point (corresponding to a double cue, Posner & Cohen 1984), and the Fröhlich effect is
larger for the harder to focus on stimulus (Kerzel & Müsseler 2002).

Finally, the attention-shifting account explains why mislocalization of the moving stim-
ulus (flash-lag effect) is smaller in the complete-cycle relative to the flash-initiated cycle
(Müsseler et al. 2002). At the beginning of the movement, attention is far from the moving
object and a large mislocalization results. As the motion progresses, attention catches up
with the moving object and the mislocalization is reduced.

Thus, on the plus side, the attention-shifting account accommodates effects of velocity,
visual cues, and trajectory position. However, the relation between the magnitude of the
attention shift and that of the Fröhlich effect is unclear. According to one view, attention
travels with a constant velocity such that the time to complete an attention shift increases
with distance (e.g., Posner et al. 1980; Posner & Cohen 1984). According to the contradic-
tory view, attention shift is time invariant (Remington & Pierce 1984; Eriksen & Murphy
1987). If the duration of the attention shift increased with distance, one would expect the
Fröhlich effect to increase with distance of the initial target position from the current focus
of attention (the fovea in most cases). This view receives confirmation from the obser-
vation that the Fröhlich effect is larger for motion away from the fovea (i.e., when the
distance increases after motion onset) than for motion toward it (i.e., when it decreases)
(Müsseler & Aschersleben 1998). However, effects of eccentricity and in particular larger
Fröhlich effects for more eccentric locations were not observed (Müsseler & Aschersleben
1998; Kerzel & Müsseler 2002). It is untenable that the Fröhlich effect depends on both
distance-dependent and distance-independent attention shifts.

Further, the attention-shifting account claims that the initial positions of a moving object
will only be available when the attention shift is complete. However, in conditions in which
the Fröhlich effect was on the order of 2–3 deg, a slight change in the contrast of the moving
stimulus made only 0.5 deg after the onset of motion was detected with 70% accuracy
(Müsseler & Aschersleben 1998). If the initial portion of the trajectory never reached
consciousness, how could the detection performance be so good? Additionally, the attention-
shifting account predicts that regardless of the stimulus properties, the initial portion of the
trajectory will be invisible. However, a colored flash at motion onset is “dragged” into the
direction of motion and therefore cannot be considered invisible (Cai 2003).

19.5 Interplay between attention and metacontrast

Another model of the Fröhlich effect overcomes some of the lapses of the attention-
shifting account by positing an interaction between visual focal attention and metacontrast
(Kirschfeld & Kammer 1999). As already pointed out in the discussion of Piéron’s (1935)
work, the metacontrast account has problems explaining why we see more than the final
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position of a moving target. Remember that each presentation of the target leads to the
suppression of previous target positions. To counteract this suppression, Kirschfeld and
Kammer assumed that the onset of target motion elicited a shift of focal attention to the
target and that visual attention was responsible for the visibility of the target. Similar to
the attention-shifting account, it was assumed that the shift of attention takes some time,
and before visual focal attention reaches the target, metacontrast has already suppressed
the initial portion of the trajectory.

To test this view, Kirschfeld and Kammer (1999) investigated the localization of a rotating
rod that was continuously illuminated but additionally flashed with far higher energy when
it first appeared. The resulting percept was of a flashed bar at the correct initial position
and a blurred bar that was displaced in the direction of motion (the Fröhlich effect). The
interpretation of this striking phenomenon was that the transient, flashed illumination of
the initial orientation was strong enough to overcome metacontrast masking, whereas the
initial portion of the continuously lit bar was suppressed until focal attention arrived at the
bar. Further, it was concluded that the moving bar had a shorter latency than the flashed
bar, because the continuously visible bar appeared ahead of the flashed bar even though
both bars had been presented simultaneously. Again, this condition replicates the results
of Fröhlich (1923) and Rubin (1930) and repeats the idea that the spatial displacement
may be used to estimate sensation time. However, Kirschfeld and Kammer hold that it
only indicates the relative processing time of moving and flashed objects, not the absolute
sensation time.

The approach that combines metacontrast masking and attention has the advantage that
it easily accommodates the same findings as the attention-shifting approach (effects of
velocity and cueing) and additionally explains why the initial portion of the trajectory is,
in certain conditions, not completely invisible. If the features of the target at the beginning
do not match its features during the rest of the trajectory (as in Müsseler & Aschersleben’s
[1998] detection experiment), masking may be reduced and the initial positions become
visible again.

In this account of the Fröhlich effect, attention and metacontrast interact to produce
the phenomenon. In studies unrelated to the Fröhlich effect, it was observed that attention
may actually determine metacontrast masking (Di Lollo et al. 2000; but see Francis &
Hermens 2002). Thus, attention and metacontrast are closely intertwined mechanisms;
however, one may still question their harmony. On the one hand, the necessity of attention
to travel to the target position explains why the Fröhlich effect increases with increasing
velocity of the target. On the other hand, metacontrast is known to decrease with increasing
distance between target and mask (Alpern 1953). As the distance between successive target
presentations increases with increasing target velocity, this characteristic of metacontrast
would actually predict a smaller Fröhlich effect at higher velocities. So far, such an inverted
effect of velocity (i.e., a decreasing Fröhlich effect with increasing velocity) has not been
observed.

One final problem with the attention-shifting and attention-shifting plus metacontrast
approaches is that peripheral cueing does not completely eliminate the Fröhlich effect
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(Müsseler & Aschersleben 1998; Whitney & Cavanagh 2000; Kerzel & Müsseler 2002).
When attention is fully allocated to a particular position, processing of the moving object
should be enhanced right from the start, thereby canceling the metacontrast-induced sup-
pression. To defend the attention-shifting account, one may argue that the Fröhlich effect
with peripheral cues persists because the shifts of attention into the periphery are sometimes
incomplete due to the natural coupling between fovea and focus of attention. A further point
against the attention-shifting account is that there is no evidence that distracting attention
by an invalid cue increases the size of the Fröhlich effect as it should (Müsseler & Ascher-
sleben 1998). Thus, predictions derived from the involvement of attention are again difficult
to substantiate. Part of this problem may be the versatile, top-down and bottom-up nature of
attention affected by an enormous number of factors. Thus, it is not always clear how and
whether attention was actually modulated by an experimental manipulation. Most studies
have failed to check attentional deployment using independent measures such as reaction
times. A notable exception is a study by Khurana et al. (2000) that measured both atten-
tional deployment via reaction times and the flash-lag effect but failed to find any effects
of attention on spatial mislocalization.

19.6 Fröhlich effect versus onset repulsion

The studies reviewed so far unanimously report a localization error in the direction of
motion. However, recently the opposite error has also been reported (see Fig. 19.4). That
is, the onset position of a moving target was mislocalized opposite the direction of linear
motion; the onset repulsion effect (ORE, first reported by Thornton 2002). In the case
of curved trajectories, the ORE is opposite the tangents to the circular trajectory (see
Fig. 19.4(c), Actis-Grosso & Stucchi 2003). It is evident that explanations in terms of
attention shift, metacontrast, or sensation time do not apply to this error because the target
is localized at a position it never occupied and perceptual processes were never triggered for
these positions. In terms of velocity, the effects depend on the range of velocities presented
in an experimental session. Thus, increased velocity renders either a greater ORE (Kerzel
2002; Thornton 2002) or does not have any effect at all (Hubbard & Motes 2002; Kerzel
2002; Actis-Grosso & Stucchi 2003). When the target velocity was drawn from a relatively
slow range of velocities (∼5 to ∼20 deg/sec), effects of velocity were absent or reversed
compared to the Fröhlich effect. However, when the range of velocities was expanded from
∼5 to ∼40 deg/sec, increasing velocity shifted the judged position toward the direction of
motion (Kerzel & Gegenfurtner 2004). This is a first indication that the ORE is susceptible
to the context across trials in an experiment; that is, the judgments in a given trial can be
influenced by what is presented in other trials in the same session. This is not the case for
the Fröhlich phenomenon. The forward error and the increase of the error with increasing
velocity persist regardless of velocity range (Kerzel 2002).

Furthermore, the ORE depends on motion type. It is largest with smooth, continuous
motion and decreases with implied motion (Thornton 2002; Kerzel 2004). In a sequence
of implied motion, successive target presentations were separated by large spatiotemporal
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Fig. 19.4 The judged (open circle) and true onset position (filled circle) in the Fröhlich and onset
repulsion effects. (a) In the Fröhlich effect, the onset position is displaced in the direction of motion. (b)
In the onset repulsion effect (Thornton 2002), the onset position is mislocalized opposite the direction
of motion. Most studies that reported an onset repulsion effect did not present visual references and
used pointing movements. (c) In the case of circular trajectories, the initial position is displaced along
the tangents of the trajectory (Actis-Grosso & Stucchi 2003). (d) By changing the uncertainty about
where a target will appear, the Fröhlich effect may be turned into an onset repulsion effect. With
two possible onset positions, judgments are displaced in the direction of motion and displacement
increases with increasing target velocity. With random onsets, the forward error is eliminated (adapted
from Müsseler & Kerzel 2004).

gaps such that each target position was more salient than with smooth motion. Because
smooth target motion may elicit smooth pursuit eye movements, one may conjecture that
the ORE is related to oculomotor control. This, however, was not the case as the ORE was
not different in a condition with and without eye movements (Thornton 2002).

So what explains the difference between the ORE and the Fröhlich effects? The most
likely reason has to be sought in the experimental procedure used to measure the error. In
studies that have reported a Fröhlich effect, the onset position was judged relative to one or
two environmental reference marks, such as the edge of a window (Fröhlich 1923; Piéron
1935; Kirschfeld & Kammer 1999), another moving target (Whitney & Cavanagh 2002), or
two positions at a fixed eccentricity (Müsseler & Aschersleben 1998). In studies that have
reported the ORE, such a fixed reference mark was missing. This was in particular the case
in studies that used some form of pointing response (Hubbard & Motes 2002; Kerzel 2002;
Thornton 2002; Kerzel & Gegenfurtner 2004; Müsseler & Kerzel 2004). When the target
appears randomly in a relatively large area, and observers have to point to the onset position,
the localization task effectively turns into an egocentric localization task. That is, observers
have to localize the target with respect to their own body. In a direct comparison of pointing
and relative judgments, Kerzel (2002) found that judgments of the onset position relative to
a probe stimulus were displaced forward (Fröhlich effect), but mouse-pointing responses to
the same stimuli were displaced backward (ORE). Thus, one may ask which attribute that
distinguishes motor pointing and relative judgments accounts for the discrepant results.



19 The Fröhlich effect: past and present 333

A first hypothesis may be that the result of a perceptual comparison between moving tar-
get and probe stimulus is immediately available, whereas pointing movements are delayed
and require memory of the initial position of the target after the trajectory has been viewed.
In other words, the Fröhlich effect may be a perceptual effect while the ORE is based on
memory. However, the Fröhlich effect has been observed with a probe stimulus that either
appeared some time before or after target onset (Kerzel 2002). Thus, the Fröhlich effect is
not only observed with immediate perceptual comparisons but persists in memory. Simi-
larly, pointing movements render an ORE irrespective of whether responses are immediate
or delayed (Kerzel & Gegenfurtner 2004). Thus, it is not the temporal aspect that is critical
to the difference between relative judgments and motor pointing.

A more viable hypothesis considered by several authors (Kerzel 2002; Thornton 2002;
Actis-Grosso & Stucchi 2003; Kerzel & Gegenfurtner 2004; Müsseler & Kerzel 2004)
is that the uncertainty about the initial position causes observers to overcompensate for
a potential error. When confronted with the task of localizing the initial position of a
moving target, the most obvious error is to point to a position that is further along the
trajectory. To avoid this, observers (perhaps unconsciously) compensate too much. To test
this hypothesis, Müsseler and Kerzel (2004) investigated the localization of two positions
at ∼7 deg of eccentricity to the left and right of fixation in two different trial contexts. In
the random trial context, the target appeared mostly at a random position in a large area of
the screen. Only in ∼17% of the trials did the target appear at the ∼7 deg positions. In the
constant trial context, the target always appeared in one of the two eccentric positions to
the left and right of fixation (similar to Müsseler & Aschersleben 1998). In both conditions,
observers localized the onset position by using a mouse cursor. The results showed an ORE
in the random context condition and the Fröhlich effect in the constant trial condition (see
Fig. 19.4(d)). Thus, the high uncertainty about where a target will occur induces an error
opposite the direction of motion with pointing tasks.

Another way to manipulate uncertainty in the presence of a reference object is to vary
the distance between the onset position and the reference. Hubbard and Motes (2005)
found a Fröhlich effect when the initial position of the target was adjacent to a large
surrounding frame (similar to Fröhlich’s window) and no or backward displacement when
the initial position was far from the frame. Thus, it may be the availability of salient
reference marks3 for localization of the initial position that determines whether an error
in or opposite the direction of motion will occur. Hubbard and Motes suggested that
the reference frame provided the observer with a limit in their attempt to retrospectively
reconstruct the trajectory. The frame (or occluding plane) offered a ready explanation
why the target was not visible before its appearance. Without such a delimiting stimulus,
observers may attempt to retrospectively extrapolate a possible prior trajectory of the target
that appeared all of a sudden. This is particularly true when the onset is unpredictable and
not salient (smooth motion as opposed to implied motion).

3 Note that a structured background (Thornton 2002) or the presence of a ruler (Actis-Grosso & Stucchi 2003) that can be used
to read the position of the target would not qualify as salient visual references because a background or a ruler does not provide
a unique point of comparison.
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Thus, the two localization errors that have been presented in this review are by no
means contradictory. In conditions of high uncertainty, for instance during egocentric
motor localization and in the absence of visual references, an error opposite the direction
of motion occurs. This error is more or less constant across target velocities and highly
susceptible to effects of across-trial context, which shows that it is related to observers’
strategies (of error avoidance). This backward error may combine with the Fröhlich effect
when an appropriate range of velocities is selected. Overall, an error opposite the direction
of motion results, but increasing the target velocity shifts the judged initial position in the
direction of motion. Thus, at some high velocity, the typical Fröhlich effect is replicated
(Kerzel & Gegenfurtner 2004).

In sum, Fröhlich’s observation that the initial portion of a moving target was invisible is
currently explained by attentional latencies or the interplay between attention and metacon-
trast. The present review favors the latter explanation comprised of an inhibitory component
(metacontrast) that explains why the initial portion is invisible, and a facilitatory component
(attention) that explains why the trajectory becomes visible again. Nonetheless, evidence
for the contribution of attention is mixed and requires further clarification. Further, the
mislocalization of the onset opposite the direction of motion is related to uncertainty about
target appearance resulting in observers overcompensating the distance traversed by the
target after its appearance. The two errors are not contradictory, but rather complemen-
tary; the forward error reflecting perceptual while the backward error reflecting cognitive
processes.

Future studies are needed to disentangle cognitive and perceptual components in the
mislocalization of the initial position of a moving target. One route is to manipulate
participants’ strategies via feedback. It seems plausible that the magnitude of the ORE will
change as a function of feedback, whereas the Fröhlich effect will not. Investigations that
quantify the amount of metacontrast masking by successive target presentations along an
object’s trajectory are missing. As laid out above, a number of researchers have speculated
about the involvement of metacontrast masking in the Fröhlich illusion, but there are no data
relating masking functions in “static” target-mask displays to the Fröhlich effect. These
data may also clarify which aspects of the pattern of mislocalization cannot be accounted
for by low-level perceptual processing, but have to be attributed to higher-level functions
such as attention.
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Approaches to representational momentum:
theories and models

timothy l. hubbard

Summary

Memory for the final position of a target is usually displaced in the direction of target motion,
a finding referred to as representational momentum. There are several different approaches to
explaining representational momentum, and these approaches range from low-level perceptual
mechanisms (e.g., oculomotor behavior) to high-level cognitive mechanisms (e.g., internaliza-
tion of the effects of momentum). These approaches are overviewed, and a classification system
involving internalization theories, belief-based theories, neointernalization theories, low-level
theories, and network models is proposed. The extent to which each approach is consistent
with the wide range of existent empirical data regarding representational momentum is noted,
and possible directions of and considerations for a more unified theory of displacement are
addressed.

Memory for the final position of a previously viewed target is often displaced in the
direction of target motion. This forward displacement has been referred to as representa-
tional momentum (Freyd & Finke 1984) and is influenced by numerous variables (Hubbard
1995b, 2005). Although initial studies of representational momentum appeared consistent
with the hypothesis that observers internalize or incorporate the principle of momentum
into the representation of the target, subsequent studies reported displacement inconsistent
with such a literal internalization or incorporation of momentum. For example, variables
other than implied momentum such as conceptual knowledge about target identity (Reed
& Vinson 1996), expectations regarding future target motion (Verfaillie & d’Ydewalle
1991; Johnston & Jones 2006), attributions about the source of target motion (Hubbard &
Ruppel 2002; Hubbard & Favretto 2003), and whether observers visually track the target
(Kerzel 2000; Kerzel et al. 2001) influence displacement. Displacement also occurs in the
direction opposite to motion (Brehaut & Tipper 1996), along the axis orthogonal to motion
(Hubbard & Bharucha 1988), and for stationary objects (Freyd et al. 1988). Any compre-
hensive approach to representational momentum needs to address this range of findings.

This chapter examines varied approaches to representational momentum, and several the-
ories and models are discussed. Section 20.1 focuses on the definition of representational
momentum and provides a brief overview of stimulus presentation, response collection, and
empirical findings in studies of representational momentum. It is not an exhaustive review,

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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but rather is intended to provide background information (see more detailed review in
Hubbard 2005). Section 20.2 provides descriptions of theories and models of representa-
tional momentum and displacement, introduces an organizational scheme for categorizing
these theories and models, and notes whether each of the theories and models is consistent
with, inconsistent with, or does not address the findings in Section 20.1. Section 20.3 con-
siders the possibility of a more complete or unified theory of displacement and suggests
considerations for a future theory of representational momentum and displacement. Section
20.4 provides a brief summary.

20.1 A brief overview of representational momentum

In order to understand theories and models discussed in Section 20.2, it is useful to define
representational momentum, and then briefly review the methodologies and empirical
findings from studies on representational momentum and related types of displacement.

20.1.1 Defining representational momentum

Momentum of a physical object is equal to the product of that object’s mass and velocity
(i.e., momentum = mass ∗ velocity), and so representational momentum of a given target
would presumably reflect the mental representation of the mass and velocity of that target.
However, many researchers have used “representational momentum” in a broader sense to
refer to any displacement in the remembered position of a previously viewed object that is in
the direction of motion (or even any displacement in remembered position more generally).
Hubbard (1995b, 2005) urged that “representational momentum” be used in a narrower
sense to refer only to the component of displacement that reflected implied momentum, but
such a narrower usage has not been uniformly adopted (e.g., see Thornton & Hayes 2004).
The term “representational momentum” has also been used to describe both the pattern
of displacement and a hypothesized explanatory mechanism for displacement. Although
which meaning is intended is usually clear from the context, this dual usage can at times
lead to confusion.

20.1.2 Methodology

In the representational momentum literature, stimuli can be presented in any of several dif-
ferent formats, and responses can be collected with any of several different measures. Even
so, almost all studies of representational momentum involve computer-driven generation
or presentation of stimuli and computer-assisted collection of responses using keyboard
presses, cursor positioning and mouse clicks, or touching a computer monitor.

20.1.2.1 Stimulus presentation

Freyd and Finke (1984) presented observers with a small set of discrete concentric rectan-
gular stimuli (inducing stimuli) that implied clockwise or counterclockwise rotation (see
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Fig. 20.1 The experimental methodology and results from Freyd and Finke (1984). (a) illustrates a
typical trial in which three inducing stimuli and a probe are presented. (b) illustrates the probability
of a same response as a function of probe orientation relative to the final inducing stimulus. The
dashed line is the “true-same” orientation of the final inducing stimulus; negative probes were rotated
backward from the orientation of the final inducing stimulus by the indicated number of degrees,
and positive probes were rotated forward from the orientation of the final inducing stimulus by the
indicated number of degrees. Representational momentum is indicated by the higher probability of a
same response to positive probes.

top of Fig. 20.1). Hubbard and Bharucha (1988) presented observers with targets that
exhibited continuous horizontal or vertical motion and vanished without warning.1 Implied
motion and continuous motion are the most common methods of stimulus presentation, but

1 Motion depicted in computer-generated animation is never actually “continuous” or “smooth,” as computer-generated motion
involves discrete presentation of a target at one location followed by a redrawing of that target at a nearby location. However,
if the separate presentations occur quickly enough, continuous and smooth motion is perceived. When researchers on represen-
tational momentum speak of “continuous” or “smooth” motion, they refer to displays in which differences between successive
presentations are not perceivable, and so a target appears to exhibit continuous and smooth motion.
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other methods have also been used. Freyd (1983) presented observers with single frozen-
action photographs drawn from longer motion sequences (e.g., a person in mid-jump). In
variations of this method, Freyd et al. (1988) presented drawings of stimuli that portrayed
physical forces in equilibrium (e.g., a weight on a spring), and Hubbard and Courtney
(2006) presented drawings of a dynamic figure (i.e., the T’ai-chi tu [yin-yang] symbol).
In most studies, observers passively viewed targets, but Jordan and Knoblich (2004) gave
observers partial control over direction and velocity of targets, and Jordan et al. (2002) gave
observers partial control over when targets vanished.

20.1.2.2 Response collection

Freyd and Finke (1984) presented a probe stimulus after the final inducing stimulus van-
ished, and observers judged whether the probe was at the same position as the final inducing
stimulus or at a different position. Over trials, the probe was slightly in front of, at the same
position as, or slightly behind the actual position of the final inducing stimulus. The distri-
bution of probe responses provides an estimate of displacement (see bottom of Fig. 20.1),
and this typically involves calculation of either (a) the peak of a quadratic regression (e.g.,
Freyd & Johnson 1987), (b) the weighted mean (e.g., Munger, Solberg, Horrocks et al.
1999), or (c) the point of subjective equality (e.g., Kerzel 2003c). Probe judgment is the
most common response method, but other methods have also been used. A more direct
method of measuring displacement introduced by Hubbard and Bharucha (1988) involved
observers using a computer mouse to place a cursor at the display coordinates where a target
was judged to have vanished, and the difference between the judged vanishing point and
the actual vanishing point provided a measure of displacement. More recently, researchers
measured displacement using reaching responses in which observers touched the display at
the coordinates at which a target was judged to have vanished (e.g., Kerzel & Gegenfurtner
2003; Motes et al. 2008).

20.1.3 Empirical findings

A wide range of variables influences representational momentum and related types of
displacement, and Hubbard (2005) classified these variables as characteristics of the target,
display, context, or observer.

20.1.3.1 Characteristics of the target

Forward displacement is usually greater with faster target velocities (Freyd & Finke 1985;
Hubbard & Bharucha 1988), and accelerating targets exhibit greater forward displacement
than do decelerating targets, even when final velocity is constant (Finke et al. 1986). When
target motion occurs in the picture plane, forward displacement is greater for horizontal
motion than for vertical motion (Hubbard & Bharucha 1988). Descending motion yields
greater forward displacement than does ascending motion (Hubbard 1990; Munger &
Owens 2004), but differences in forward displacement between leftward motion and right-
ward motion are not consistently observed (cf. Halpern & Kelly 1993; Hubbard & Bharucha
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1988). Conceptual knowledge regarding target identity influences forward displacement
(e.g., an upward moving stimulus labeled “rocket” exhibits greater forward displacement
than does an otherwise identical stimulus labeled “cathedral,” Reed & Vinson 1996; also
Vinson & Reed 2002). The size or implied mass of the target does not influence forward
displacement in the direction of motion (Cooper & Munger 1993), but larger targets exhibit
greater downward displacement along the axis aligned with implied gravitational attrac-
tion regardless of the direction of target motion (Hubbard 1997). Forward displacement
is observed for simultaneous multiple targets, even when each target moves in a different
direction (Finke & Freyd 1985). Although most studies of forward displacement present
visual stimuli, forward displacement has also been found with auditory (Freyd et al. 1990;
Getzmann et al. 2004; Johnston & Jones 2006) and tactile (Brouwer et al. 2004) stimuli.

20.1.3.2 Characteristics of the display

If targets rotate in the picture plane, implied motion and continuous motion result in equal
forward displacement (Munger & Owens 2004), whereas if targets translate in the picture
plane, implied motion results in smaller (Faust 1990) or greater (Kerzel 2003c) forward
displacement than does continuous motion. Effects of acceleration and deceleration of the
target are greater with continuous motion than with implied motion (Poljansek 2002). Some
investigators find forward displacement increases during the first few hundred milliseconds
of the retention interval and then decreases with further increases in retention interval
(e.g., Freyd & Johnson 1987), but only when target motion is highly predictable (e.g.,
Kerzel 2002a). Other investigators find an increase and asymptote in forward displacement
with increases in retention interval (e.g., Kerzel 2000) or no effect of retention interval
(e.g., Halpern & Kelly 1993) on forward displacement. Greater forward displacement is
observed with motor responses such as reaching than with perceptual responses such as
probe judgment (Kerzel 2003c; Kerzel & Gegenfurtner 2003).

20.1.3.3 Characteristics of the context

Forward displacement increases when a nearby or surrounding stimulus moves in the same
direction as the target, and decreases when a nearby or surrounding stimulus moves in the
direction opposite to the target (Hubbard 1993b; Whitney & Cavanagh 2002). Forward
displacement increases if the target moves toward a landmark and decreases if the target
moves away from a landmark (Hubbard & Ruppel 1999). Displacement also occurs along
the axis orthogonal to target motion if that orthogonal axis is toward a landmark or other
stimulus (Hubbard 1998b; Hubbard & Ruppel 1999) or is aligned with implied gravitational
attraction (Hubbard 1990, 1997). If a nontarget stimulus is flashed near the end of target
motion, forward displacement increases (Munger & Owens 2004), but if a nontarget stim-
ulus is flashed during the retention interval between when the target vanished and a probe
subsequently appeared, forward displacement decreases (Kerzel 2002b). Forward displace-
ment is influenced by whether observers expect a target to change direction (Verfaillie &
d’Ydewalle 1991; Hubbard 1994; Johnston & Jones 2006) and whether the final target
location corresponds to a good or schematic ending (Hubbard 1993a; Kelly & Freyd 1987).
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Forward displacement decreases if the target is initially stationary and subsequent motion
of the target is attributed to impetus imparted from a moving stimulus that contacts the
target and then launches that target into motion (Hubbard et al. 2001; Hubbard 2004).

20.1.3.4 Characteristics of the observer

Forward displacement increases when attention is divided between the target and another
stimulus or task (Hayes & Freyd 2002; Joordens et al. 2004) and decreases when attention
to the target is disrupted by presentation of a distractor during the retention interval (Kerzel
2003a). Forward displacement decreases but is not eliminated when the final location of
the target is cued prior to when the target vanishes or during the retention interval (Hubbard
et al. 2009) or when observers receive explicit instructions regarding representational
momentum and are asked to compensate for its effects (Courtney & Hubbard 2008).
Whether an observer tracks the target or fixates a stationary point away from the target
influences forward displacement for continuously moving targets but not for implied motion
targets (Kerzel 2000, 2003a; Kerzel et al. 2001). Forward displacement is influenced by
activation of action plans (Jordan et al. 2002; Jordan & Knoblich 2004; Jordan & Hunsinger
2008), but is not influenced by whether observers receive feedback regarding the accuracy
of their judgments of target position (Ruppel et al. 2009). Forward displacement is greater
in younger children than in adults (Hubbard et al. 1999), but does not differ between
older children and adults (Futterweit & Beilin 1994). Individuals with mental retardation
exhibit smaller forward displacement (Jarrett et al. 2002), and individuals diagnosed with
schizophrenia exhibit a trend for greater forward displacement (Conners et al. 1998) than
do matched controls.

20.2 Theories and models of representational momentum

There are several theories and models of representational momentum (and of displacement
more generally). Some address general properties of mental representation (e.g., Freyd
1987; Hubbard 2006a), whereas others address displacement for a specific stimulus type
(e.g., continuous motion; Kerzel 2000), response measure (e.g., probe judgment; Bertamini
2002), or direction (e.g., forward; Kozhevnikov & Hegarty 2001). They can be grouped into
five categories: (a) internalization theories, (b) belief-based theories, (c) neointernalization
theories, (d) low-level theories, and (e) network models. The presentation here is necessarily
brief and nonexhaustive, and general consistencies and inconsistencies of each theory and
model with empirical findings noted in Section 20.1 are summarized in Table 20.1.

20.2.1 Internalization theories

Internalization theories suggest representational momentum results from properties of men-
tal representation. The momentum metaphor is a specific theory regarding displacement in
the direction of target motion, and spatiotemporal coherence is a general theory in which
representational momentum is linked to changes in mental representation that result from
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Table 20.1 How well different theories of displacement account for the data

Theories of Displacement

INT BB N-INT LL NET

MM SC EE IK NI SOI AC OB MA VA EJ BW

Target
Velocity + + + + + + + + + + + +
Motion − − ? ? ? ? ? − − ? ? ?
Direction

Orthogonal − ? ? + − + + − − + + ?
Direction

Identity − − ? + ? ? ? ? ? + + +
Multiple + + + + + + + − + + + +
Targets

Mass/Size − ? ? ? − + + ? ? + ? ?

Modality + + + + ? + + − ? + + +
Display

Implied + + − + + + + − + + + +
Motion

Continuous + + ? + + + + + + + + +
Motion

Frozen-action + + − + + + + − − + + +
Photographs

Retention + + ? ? − + + ? ? + + +
Interval

Cursor + + ? + + + + + − + + +
Positioning

Probe + + − + + + + + + + + +
Judgment

Reaching + + + + + + + + + + + +
Context

Surrounding − − ? ? − + + ? − + + ?
Context

Landmarks − − ? ? − + + ? − + + ?

Future Motion − − − + + + + ? − + + ?

Schematic/ − ? + + + + + ? − + + ?
Good Ending

Attribution of − − ? + + + + ? − + ? ?
Motion Source
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Table 20.1 (cont.)

Theories of Displacement

INT BB N-INT LL NET

MM SC EE IK NI SOI AC OB MA VA EJ BW

Observer
Allocation − ? ? ? ? ? ? + + + + +
of Attention

Knowledge of ? ? − ? ? ? ? ? − ? ? ?
RM/Feedback

Visual − ? ? − − ? ? + + ? ? ?
Tracking

Action Plans − ? ? ? ? ? + + − + + ?

Dissociation with ? ? − − − ? ? ? − ? ? ?
Naive Physics

Age ? ? ? ? ? ? ? ? ? ? ? ?

Pathology ? ? ? ? ? ? ? ? ? ? ? ?

Note: A plus sign indicates data are consistent with or support a theory or model, a minus sign
indicates data are inconsistent with or do not support a theory or model, and a question mark
indicates data do not clearly address a theory or model. INT = internalization theories, BB = belief-
based theories, N-INT = neointernalization theories, LL = low-level theories, NET = network
models, MM = momentum metaphor, SC = spatiotemporal coherence, EE = explicit extrapolation,
IK = implicit knowledge, NI = naive impetus, SOI = second-order isomorphism, AC = anticipatory
consciousness, OB = oculomotor behavior, MA = motion aftereffect/perceptual adaptation, VA =
vector addition, EJ = Erlhagen/Jancke model, BW = bow-wave model.

dynamic aspects of mental representation. Internalization theories were the earliest and
most extensively discussed theories of displacement.

20.2.1.1 Momentum metaphor

The momentum metaphor suggested that the principle of momentum was incorporated into
mental representations (Freyd & Finke 1984). As a consequence, mental representations
exhibited a type of inertia. Just as a moving physical object cannot be immediately halted
because of its momentum, so too a mental representation of that motion cannot be immedi-
ately halted because of an analogous momentum within the representational system (Finke
& Freyd 1985; Finke et al. 1986). Finke et al. (1986) suggested the internalized form of
momentum was relatively abstract, and so representational momentum could potentially
accompany changes in stimuli that had no simple analogue to physical motion (e.g., changes



346 IV Spatial phenomena: forward shift effects

in sound, size, color) if such changes could be extrapolated into the future; furthermore,
such extrapolation could help observers (a) anticipate future positions of objects that move
in a consistent manner, (b) regulate and control body movements, and (c) recognize objects
moving to expected or familiar positions. Freyd et al. (1990) speculated representational
momentum might have originated in the visual system as an internalization of momentum,
but was “confiscated” by other neural systems to aid prediction of the future course of
perceived events more generally. Although initially framed as an abstraction of change,
the momentum metaphor has often been portrayed as a concrete internalization of physical
momentum.

20.2.1.2 Spatiotemporal coherence

Freyd (1987, 1993) suggested representational momentum reflected spatiotemporal coher-
ence between the represented and representing worlds (i.e., between the external physical
world and the internal mental representation). Spatiotemporal coherence requires mental
representation to be dynamic, and it is this dynamism that results in displacement. In order
to be dynamic, a representation must intrinsically and necessarily include or incorporate
time. An intrinsic inclusion or incorporation of time entails that the representation exhibits
the same constraints as time; in other words, the representation of time must be directional
and continuous. A necessary inclusion or incorporation of time requires that temporal
aspects of represented information be an integral part of the representation and not a quality
(or tag) distinct from a static and unchanging representation (i.e., the representation would
need to systematically change over time). By displacing memory in the direction of target
motion, and by exhibiting effects of retention interval, representational momentum reflects
the directional and continuous aspects of dynamism, respectively. The necessary compo-
nent of dynamism is reflected in findings that displacement of some sort occurs even if the
magnitude and direction of displacement are influenced by observers’ expectations or other
knowledge (see also Finke & Freyd 1989).

Basing representational momentum on a broad conception of spatiotemporal coherence
between the external physical world and the internal mental representation predicts that
representational momentum should be found for any stimulus dimension that affords con-
tinuous change (Freyd 1992, 1993). This broad notion of spatiotemporal coherence was
challenged by Brehaut and Tipper’s (1996) finding that memory for the final luminance of
inducing stimuli that increased or decreased in luminance was displaced backward toward
an average of the inducing stimuli. Given that luminance is a perceptually continuous
dimension, a broad spatiotemporal coherence notion predicts that forward displacement
should have been exhibited. Brehaut and Tipper suggested representational momentum
was limited to dimensions in which change entails motion, rather than being a general
aspect of memory for any dimension that affords continuous change. Also, Hubbard (1999,
2006a) suggested spatiotemporal coherence reflected subjective aspects of physical princi-
ples rather than objective principles (as displacement reflects subjective experience of mass
as weight, Hubbard 1997) and included effects of invariant physical principles in addition
to momentum (e.g., gravity).
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20.2.2 Belief-based theories

Belief-based theories suggest displacement results from beliefs regarding physical systems
and objects in motion. A theory based on explicit extrapolation is a specific theory address-
ing displacement arising from implied motion, a theory based on implicit knowledge is
a general theory, and a theory based on naive impetus is a specific theory focusing on
aspects of forward displacement more consistent with notions of naive impetus than with
the veridical understanding of momentum.

20.2.2.1 Explicit extrapolation

When discrete inducing stimuli are used to imply motion, it is possible that forward dis-
placement results not from distortion in memory for the final inducing stimulus, but from
observers predicting the position of a subsequent inducing stimulus. Finke and Freyd (1985)
presented inducing stimuli consisting of patterns of dots in which each dot moved in a dif-
ferent direction. There was one forward probe (the configuration that would have occurred
had the inducing stimuli continued) and one backward probe (the configuration identical
to the previous [penultimate] inducing stimulus). A probe in which the configuration was
the same as the final inducing stimulus was also presented. No difference in error rates or
response times to forward probes and backward probes was exhibited, and there was no
evidence of displacement. Finke and Freyd (1985) suggested this pattern demonstrated (a)
observers in previous experiments were not predicting the position of a subsequent inducing
stimuli, and (b) displacement in memory for final position did not result from masking of
the final inducing stimulus by the probe or from observers confusing the final inducing
stimulus with a previous inducing stimulus.

Finke and Shyi (1988) presented inducing stimuli similar to those in Finke and Freyd
(1985). In a memory task, probes were clustered around the configuration of the final
inducing stimulus, and forward displacement occurred. In an extrapolation task, probes
were clustered around the configuration corresponding to the next configuration of inducing
stimuli had the sequence of inducing stimuli continued, and marginally significant backward
displacement occurred. Similar differences between displacement in a memory task and
displacement in an extrapolation task (when three-dimensional renderings of three-armed
figures exhibited apparent rotation), as well as increases in backward displacement in the
extrapolation task with increases in target velocity, were reported by Munger and Minchew
(2002). Furthermore, it was found that backward displacement in the extrapolation task
increased with increases in target velocity. Given that the pattern of displacement in an
extrapolation task differs from the pattern of displacement in a memory task, an account of
displacement in memory for the final position of a target that is based on explicit prediction
of the position of the next inducing stimulus can be rejected.

20.2.2.2 Implicit knowledge of physical principles

Hubbard (1998a) suggested representational momentum and related forms of displacement
reflected implicit knowledge of physical principles. Because this knowledge is implicit,
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it is not available to explicit processes used in paper and pencil tests of physical knowl-
edge (e.g., as in McCloskey & Kohl 1983), but might be available if observers judged
veridicality of animated (i.e., dynamic) displays (e.g., as in Kaiser et al. 1985; Kaiser
et al. 1992). This suggestion was meant to address an apparent contradiction between liter-
ature on naive physics (which suggested observers did not have veridical understanding of
physical principles) and theories of displacement (some of which suggested observers did
have veridical understanding of some aspects of physical principles). Furthermore, it was
suggested that (a) if displacement was adaptive, then it should occur rapidly and without
engaging attention or other cognitive resources (i.e., displacement should be automatic),
and (b) one purpose of consciousness was to allow observers to learn and respond adap-
tively when mismatches between an automatically extrapolated position and subsequently
sampled perceptual information occurred (i.e., when a target did not move as anticipated).

The idea that displacement involves implicit knowledge was bolstered by Freyd and
Jones’s (1994) observation that an observer’s displacement pattern for targets ejected from
a spiral tube did not correlate with that observer’s performance on a paper and pencil test
of explicit physical knowledge. Indeed, displacement patterns in Freyd and Jones were
inconsistent with predictions based on veridical understanding of physical principles, as
forward displacement was greater for targets that followed a physically incorrect spiral path
after exiting a spiral tube than for targets that followed a physically correct straight path after
exiting a spiral tube. Kozhevnikov and Hegarty (2001) reported that physics experts and
physics novices exhibited greater forward displacement for smaller rising targets than for
larger rising targets; however, physics experts correctly predicted larger objects would rise
more rapidly than smaller objects, whereas physics novices incorrectly predicted smaller
objects would rise more rapidly than larger objects. Kozhevnikov and Hegarty concluded
that experts and novices had the same naive beliefs at the implicit level that influenced
displacement, but that explicit physical knowledge could not penetrate the implicit level.

20.2.2.3 Naive impetus

Kozhevnikov and Hegarty (2001) suggested displacement attributed to representational
momentum is more consistent with naive impetus theory than with Newtonian theory, and
this is in accord with their findings regarding effects of target size on displacement of rising
targets.2 Additional evidence for the role of naive impetus in displacement was found in
studies in which forward displacement of targets in launching effect displays (based on
Michotte 1963) decreased relative to forward displacement of unlaunched control targets.
According to naive impetus theory (McCloskey 1983), when a moving stimulus contacts
a stationary target that results in the target moving, motion of the target is attributed to
impetus imparted from the moving stimulus; an impetus that is believed to dissipate with
subsequent target motion. If such a belief exists, then observers should expect the target
to stop once the impetus dissipates below the threshold needed to maintain motion. Finke

2 A theory of displacement based on naive impetus might seem just a special case of a more general theory of displacement
based on implicit knowledge. For some observers, belief in naive impetus might specify the content of implicit knowledge;
however, for other observers, belief in naive impetus might specify an explicit (but incorrect) physical principle those observers
can clearly articulate (cf. McCloskey 1983).
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et al. (1986) demonstrated forward displacement of a target decreased if observers expected
the target to stop.

The idea that displacement reflects belief in naive impetus is consistent with the emphasis
on the subjective consequences of physical principles on displacement in Hubbard (1999,
2006a). For example, when observers view an initially stationary physical object that begins
moving immediately after being pushed, that pushed object subsequently slows and stops
unless a compensating force (e.g., additional pushing) is applied. This reflects friction from
the surface the object moves across or the medium the object moves through, but rather
than mental representation incorporating the objective principle that an object in motion
will continue in motion unless acted upon by an outside force and also incorporating the
existence of friction as a separate outside force that acts upon a moving object, mental
representation just incorporates the simpler impetus idea that an initially stationary object
that began moving as a result of being pushed will slow and stop unless a compensating
force is applied. The resulting idea of impetus could allow sufficiently accurate prediction
of the behavior of most physical objects in most situations, and so observers could more
easily model the behavior of targets by using a simpler (but incorrect) “impetus” notion than
by using a more complex (and correct) “momentum plus friction” notion (Hubbard 2004).

20.2.3 Neointernalization theories

Neointernalization theories combine elements of internalization theories and belief-based
theories, thus allowing both implied physical principles and the observer’s expectations to
influence displacement. A theory based on second-order isomorphism is a general theory in
which displacement results in part from properties of the functional architecture of mental
representation, and a theory based on anticipatory consciousness is a general theory in
which displacement results from a remapping of perceptual space to reflect the observer’s
intended motor activity.

20.2.3.1 Second-order isomorphism

Hubbard (1999, 2006a) suggested displacement resulted in part from second-order isomor-
phism between invariant physical principles that operate on physical objects and mental
representations of those objects. This notion can be illustrated by considering how represen-
tational momentum is consistent with Shepard’s (1975, 1981; Shepard & Chipman 1970)
notion of second-order isomorphism of objects and mental images of those objects. In phys-
ical rotation, a physical object at orientation A must pass through intermediate orientation
B before reaching orientation C, and this reflects a constraint on physical transformations.
In mental rotation, a mental representation of an object depicted at orientation A must
pass through intermediate orientation B before reaching orientation C, and this reflects a
constraint on mental transformations. The mental representation of the physical transfor-
mation is a functional analogue of the physical transformation, that is, mental rotation is
second-order isomorphic to physical rotation. A physical object rotating from orientation
A to orientation C would also exhibit momentum, and this reflects a constraint on physi-
cal transformation. A mental representation of a physical object depicted as rotating from
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orientation A to orientation C would also thus exhibit a functional analogue of momentum
(i.e., representational momentum).3

A second-order isomorphism between subjective aspects of invariant physical principles
that operate on physical objects and mental representations of those objects provides a
default displacement consistent with a modified view of spatiotemporal coherence that
emphasizes subjective aspects of invariant physical principles. In the absence of additional
physical or cognitive context, this default displacement takes the form of a vector of activa-
tion that determines the direction and magnitude of displacement of the target (see Hubbard
1995b). The presence of additional physical or cognitive context provides additional vec-
tors of activation that are added to the default displacement, and so the observed direction
and magnitude of displacement for a given target reflects a combination of (a) the default
displacement due to invariant physical principles, and (b) influences due to information
provided by physical or cognitive context. By allowing physical or cognitive context to
modulate the default displacement, such an approach resonates with the importance of
context emphasized by Gestalt psychologists. Much as any given element of a display must
be understood in terms of its relationship to other elements of that display, so too the dis-
placement of any given target can only be understood in terms of that target’s relationship
to the context or event structure within which that target is embedded.

20.2.3.2 Anticipatory consciousness

Jordan’s (1998) discussion of a possible anticipatory role of consciousness in perception
suggests displacement reflects the intentions and anticipations of an observer. That is,
displacement results from remapping the perceptual space of an observer to reflect that
observer’s intentions and anticipations. This remapping is a natural consequence of a
common coding structure in which action planning and perception share neural resources,
and the represented location of the target reflects the ongoing interaction between the
observer’s action plans and the actual stimulus location rather than reflecting just the actual
stimulus location. Furthermore, Jordan (1998) suggests that dynamics of the environment
have resulted in sensory-motor coordination that reflects those dynamics; more specifically,
that dynamics of the environment have been transferred, via natural selection, into the
algorithms of sensory-motor control. As a result, the location of the target and the location of
the observer are contextualized by the target’s “anticipated” location. Such internalization is
consistent with the shaping of the functional architecture of mental representation suggested
by second-order isomorphism (Hubbard 2006a) and with feedforward modeling in which
perceptual encoding reflects consequences of potential actions (e.g., Desmurget & Grafton
2003).

3 There are other intriguing connections between imagery and representational momentum. Kelly and Freyd (1987) speculated
representational momentum reflects analogue representation similar to that suggested to underlie imagery. Munger, Solberg,
and Horrocks (1999) reported observers who exhibited greater representational momentum, exhibited faster mental rotation,
and suggested observers “filled in” between inducing stimuli with processes used in mental imagery. Senior, Barnes, and David
(2001) reported participants with higher scores on the Vividness of Visual Imagery Questionnaire exhibit greater representational
momentum. Hubbard (2006a) speculated mental imagery exhibits the same directionality and continuity that characterize the
spatiotemporal coherence that Freyd (1987) hypothesized to give rise to representational momentum.
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20.2.4 Low-level theories

Low-level theories suggest displacement results from properties of low-level vision such as
oculomotor behavior, motion aftereffects, and perceptual adaptation. These narrow expla-
nations do not appeal to knowledge or experience beyond that arising from perception of
the current target, and suggest displacement does not involve or result from memory or
other high-level cognitive processes. A theory based on oculomotor behavior originally
appeared intended as a general theory (e.g., Kerzel 2000; Kerzel et al. 2001), but it only
applies to targets exhibiting continuous motion (e.g., Kerzel 2003a,b). A theory based on
motion aftereffects and perceptual adaptation is a specific theory applied to displacement
measured by probe judgment.

20.2.4.1 Oculomotor behavior

Kerzel (2000; Kerzel et al. 2001) noted that pursuit eye movements overshoot the final
position of a continuously moving target, and coupled with findings that memory for the
position of a target is biased toward the fovea (e.g., Müsseler et al. 1999), it was suggested
that forward displacement reflects movement and position of the eyes. Also, Kerzel (2000)
noted visual persistence of a target (subjectively visible for 50–60 milliseconds after the
target objectively vanished), coupled with the tendency for pursuit eye movements to over-
shoot the final position of a continuously moving target, suggests forward displacement
reflects properties of the eyes and eye movements. Kerzel (2002c) presented probes during
the brief interval in which visual persistence occurred, and the point of subjective equality in
judgments of the alignment of the probe and the target was shifted forward in the direction
of motion. It was also suggested that predictive eye movements accounted for changes in
displacement accompanying expected changes in target direction (Kerzel 2002c). Further-
more, displacement previously attributed to representational friction (Hubbard 1995a; see
Kerzel 2002c) or to representational centripetal force (Hubbard 1996; see Kerzel 2003b)
is decreased or eliminated for continuous motion targets when observers cannot track the
target.

Given the consequences of pursuit eye movements, foveal bias, and visual persistence,
Kerzel (2000, 2002c; Kerzel et al. 2001) suggested forward displacement resulted from
oculomotor behavior and was at least partly perceptual. In support of this, Kerzel (2002b)
reported memory averaging of a target and nontarget stimulus occurred only if the nontarget
stimulus was present when the target vanished or shortly thereafter. Indeed, Kerzel (2002c,
p. 692) claimed “perceptual factors account for a large proportion of a mislocalization
that was previously thought to result from processes operating in memory.” Even so, an
apparent challenge to an oculomotor behavior theory is that pursuit eye movements are
not evoked by implied motion or frozen-action stimuli. In the absence of pursuit eye
movements, oculomotor behavior cannot account for displacement with implied motion or
frozen-action stimuli. However, Kerzel et al. (2001) argued fixation might still be shifted
in the direction of motion even in the case of implied motion stimuli. Later, though, Kerzel
(2003b; see also Kerzel 2005) suggested oculomotor behavior cannot be the only source
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of displacement, and that displacement with implied motion stimuli reflects high-level
factors.

20.2.4.2 Motion aftereffects/perceptual adaptation

Bertamini (2002) suggested the greater likelihood of a same response to probes beyond the
final position of a moving target reflected motion aftereffects and perceptual adaptation.
If observers view motion in a specific direction, then a motion aftereffect will raise their
threshold for detecting subsequent motion in that direction (Bonnet et al. 1984). Such
observers might be less likely to perceive probes slightly beyond the actual final position
than probes slightly behind the actual final position as different from the actual final position
of the target. Similarly, if observers attend to a specific direction of motion, then they exhibit
less sensitivity to subsequent events in that direction (Raymond et al. 1998). Thus, forward
displacement results from asymmetrical change in sensitivity rather than from anticipation
regarding the target. Bertamini’s account stresses passive loss of sensitivity rather than
active production of displacement, but it is not clear whether a passive loss of sensitivity
is completely consistent with observations by Freyd and Finke (1984) and Hubbard and
Bharucha (1988) that motion aftereffects are in the direction opposite to representational
momentum and so could not actively produce representational momentum.

20.2.5 Network models

Although internalization, belief-based, and neointernalization theories specify possible
cognitive mechanisms involved in displacement, those theories do not explicitly address
implementation. Network models offer ways in which cognitive mechanisms of displace-
ment might be implemented, and are typically general models that suggest displacement
results from properties of network representations of the target and of the context within
which the target is embedded (i.e., displacement results from patterns of connectivity
and spreading activation within a network architecture). Given that other approaches dis-
cussed in Section 20.2 involve different levels of explanation than do network models,
network models should be viewed as complementing rather than competing with other
approaches.

20.2.5.1 Vector addition (weighted averaging)

One way to characterize how influences of implied physical principles and influences of
physical or cognitive context contribute to displacement is to consider individual influ-
ences as separate vectors (Hubbard 1995b). The direction and magnitude of each vector
reflects properties of the functional architecture of representation or information regard-
ing the observer’s knowledge or beliefs, and the displacement of a given target reflects
a combination (e.g., summation or weighted average) of these vectors. Such vectors can
be broadly construed as corresponding to magnitudes and directions of activation within
a network architecture that preserve functional mapping between physical space and rep-
resented space. As a target moves through space, it traces a pattern of activation through
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the network. Nontarget context such as nearby surfaces and objects activates network
locations corresponding to those surfaces and objects. Once a network location is activated,
that activation spreads along excitatory or inhibitory pathways to neighboring locations.
The remembered location of a target corresponds to the center of activation attributed to
that target, and the difference between the center of activation and the network location
corresponding to the veridical location of the target determines the direction and magnitude
of displacement.

Hubbard (1995b) suggested how different influences on displacement might be modeled
in a network architecture. Implied physical principles might be modeled by having activation
channeled in specific directions (e.g., representational momentum as stronger excitatory
activation along the anticipated path of motion, representational gravity as stronger flow of
activation downward, and representational friction as inhibitory activation from a contacted
region). Memory averaging might be modeled by residual activation from previous locations
of the target, or by spreading activation from nearby nontarget stimuli, combining with
activation from the final location of the target. This additional activation would shift the
averaged center of activation representing the target toward those previous locations or
nontarget stimuli. An observer’s expectations could provide excitatory activation (priming)
to network locations that corresponded to an anticipated position or provide inhibitory
activation to network locations that did not correspond to an anticipated position. As noted
earlier, the displacement of a given target would reflect some combination of all of these
(and possibly other) influences.

20.2.5.2 Erlhagen-Jancke model

Erlhagen and Jancke (1999, 2004) developed a mathematical model generally consistent
with speculations in Hubbard (1995b). One mechanism in the model involves interacting
excitatory or inhibitory cell populations. Localized activity corresponds to the represented
stimulus, and this activity moves through the network. Recurrent interactions within the net-
work develop a wave pattern that sustains dynamic transformation (i.e., prolongs changes in
patterns of activation) for a brief time after stimulus offset. After stimulus offset, excitatory
activity continues to increase, reaches a maximum, and then decays back to a resting level.
A second mechanism in the model involves cognitive factors (e.g., prior knowledge, action
plans) that are modeled as additional dynamic inputs and influence the extent to which the
cell population response overshoots final target position. If the threshold for gating recur-
rent interactions is low, there is larger extrapolation of past information into the future, and
forward displacement of represented position occurs. If the threshold for gating recurrent
interactions is high, as would happen if observers expect a target to reverse direction, then
backward displacement in represented position occurs.

The Erlhagen-Jancke model addresses several findings in the displacement literature.
First, the model addresses forward displacement with continuous motion and with implied
motion. With continuous motion, continuous sampling produces a traveling wave of activity
that produces displacement. However, with implied motion, the interstimulus intervals
typically used (250 milliseconds) are too long to permit generation of such a traveling
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wave, and strictly bottom-up activity would not produce displacement. Erlhagen (2003)
suggests that in such circumstances a bottom-up signal is continuously compared with
an internal model that predicts future states of the moving stimulus, and this top-down
influence bridges the interstimulus intervals between inducing stimuli, thus allowing a
traveling wave capable of producing displacement to be generated. Second, the model
addresses changes in displacement when observers expect a target to bounce off a barrier
by incorporating hyperpolarizing units coding for position in the area of the barrier (thus
raising the threshold), and so recurrent interactions are not sufficiently strong to allow
forward displacement. Third, the model addresses effects of oculomotor action plans by
adding a predictive signal that specifies the direction of an observer’s gaze.

20.2.5.3 Bow-wave model

Müsseler et al. (2002) proposed the bow-wave model to account for representational
momentum, the Fröhlich effect (forward displacement of the remembered initial loca-
tion of a moving target; Müsseler & Aschersleben 1998), and the flash-lag effect (a briefly
presented [flashed] stationary object aligned with a moving stimulus is perceived to lag
behind the moving stimulus; Nijhawan 2002). The bow-wave model assumes a moving
target produces activation within a network representing spatial location. Adjacent posi-
tions in the direction of movement are differentially primed by spreading activation from
the target (cf. Hubbard 1995b). As the target approaches specific positions along its path,
additional activation at those positions is accumulated, and a stimulus-driven “bow-wave”
of activation occurs and spreads forward (cf. Erlhagen & Jancke 1999, 2004). A Fröhlich
effect occurs because initial movement of the target skews activation forward; representa-
tional momentum occurs because activation requires time to decay, and during the course
of decay, remaining activation continues to spread forward; and the flash-lag effect occurs
because neural processing of a moving stimulus is faster than neural processing of a station-
ary (and flashed) target, and so the center of activation for the moving stimulus is displaced
ahead of the center of activation for the flashed target.

20.2.6 Evaluating the theories and models

The theories and models discussed in Section 20.2 address different, and often nonover-
lapping, types of data. Many specific theories and models arose from critiques of earlier
studies or from criticisms of general theories and models, and might not have been intended
as general accounts of displacement. Even so, if such specific theories or models are valid,
they would presumably be consistent with other findings. Thus, it is useful to evaluate
how specific theories and models, as well as how general theories and models, account
for displacement over a wide range of experimental data. Such a summary is provided in
Table 20.1, and whether each of the theories and models discussed in Section 20.2 is consis-
tent with, inconsistent with, or doesn’t address each of the experimental findings mentioned
in Section 20.1 is noted. Effects of some variables (e.g., velocity) are consistent with many
of the theories and models. However, effects of other variables (e.g., expectations regarding
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future motion, fixation away from a smooth motion target) are consistent with some theories
and models and inconsistent with others. Effects of still other variables are not addressed
by each of the theories and models, and it is not clear whether those effects are consistent
or inconsistent. Neointernalization theories and network models seem consistent with more
data than are other approaches, but there is still a significant amount of data that each theory
or model does not address.

20.3 Toward a future theory of displacement

As shown in Section 20.2, there are a variety of theories and models regarding displacement
and representational momentum, but no current theory or model adequately addresses all
of the data on displacement and representational momentum, nor do investigators agree
on what is the best approach. Some theories address very specific low-level mechanisms
(e.g., pursuit eye movements and visual persistence), whereas other theories address more
general high-level mechanisms (e.g., beliefs regarding a target or the operation of physical
systems). What would be more useful is a more unified theory that addresses a broader
range of data, and there are at least two different ways to approach the development of such
a theory. One way is to integrate existing approaches into a larger, more inclusive theory,
and this would be a more bottom-up approach (e.g., Kerzel 2005, 2006). A second way is
based upon development of a computational theory of displacement, and this would be a
more top-down approach (e.g., Hubbard 2005, 2006b).

20.3.1 Attempts at unification

Although some of the theories reviewed in Section 20.2 could be considered general theories
intended to apply to a broad range of displacement data, none of those could be considered
fully unified theories. By combining internalization and belief-based approaches, neoin-
ternalization theories provide an initial step toward a broader and more unified theory, but
many aspects of the data nonetheless remain unaddressed (e.g., many characteristics of
the observer). Further development of network models might produce a broader and more
unified theory, and although such development could be useful for prediction and modeling,
it is not clear that such models would be truly explanatory. There have recently been two
suggestions regarding a more unified theory: Kerzel’s three-factor approach and Hubbard’s
computational theory approach.

20.3.1.1 Kerzel’s three-factor approach

A bottom-up approach to developing a more general theory of displacement might consider
taking some of the separate theories discussed in Section 20.2, and then combining those
to produce a larger and more comprehensive theory. Such an approach was taken by
Kerzel (2005, 2006) in proposing a three-factor approach that brought together results from
his work on effects of eye movements, response type, and motion type. This approach
suggests the occurrence of forward displacement is determined by a combination of (a)
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the presence or absence of eye movements, (b) whether the response is verbal or motoric,
and (c) whether target motion appears smooth and continuous or appears discrete and
implied. Kerzel suggests pursuit eye movements contribute to forward displacement for
targets exhibiting smooth motion, but not for targets exhibiting implied motion. Similarly,
forward displacement can be produced by the motor system when a person reaches to
indicate target position, but not when a person renders a verbal judgment regarding whether
a subsequently presented probe is at the same position where the previously viewed target
vanished. In the three-factor approach, the mechanisms that produce forward displacement
exist primarily at the perceptual or motoric level rather than at the cognitive level, and there
is no internalization or incorporation of physical principles.

Although the three-factor approach addresses displacement in a wider range of stimulus
and response types than do any of the three factors taken individually, it does not address
some key displacement data (e.g., downward displacement along the orthogonal axis of
horizontally moving targets, forward displacement in frozen action photographs). More
critically, some factors are treated as causal (rather than mediating or moderating) while
other (often higher-level) factors might be more properly regarded as causal. For example,
pursuit eye movements are treated as causal of forward displacement when observers
view continuous motion (see Kerzel 2000), but it seems more parsimonious that causality
should be assigned to high-level expectations regarding continuation of motion (and that
drive such predictive or anticipatory eye movements) given that high-level expectations are
already evoked to explain displacement when observers view implied motion. Similarly,
differences in displacement related to expectations regarding changes in target behavior
(e.g., direction of motion) are more parsimoniously attributed to high-level expectations
than to multiple different low-level mechanisms (cf. Kerzel 2002; but see Hubbard 2006b).
Also, by positing separate and unrelated mechanisms for the same displacement pattern in
different types of stimuli, displacements resulting from different types of stimuli are viewed
as separate phenomena, making it more difficult to determine appropriate generalizations
or constraints.

20.3.1.2 Hubbard’s computational theory approach

A top-down approach to developing a more general theory of displacement might focus on
the function of displacement and on the information processing benefits of displacement.
Hubbard (2005, 2006a) proposed that a theory of representational momentum should focus
on a computational theory of displacement rather than on implementation per se. The
computational theory of a process (or function more generally) addresses how that process
helps an organism and what problem that process solves (Marr 1982). A computational
theory of representational momentum would begin by considering how displacement might
help an organism. Given that forward displacement resulting from implied motion or from
continuous motion anticipates the behavior of a target, such displacement could be useful
in spatial localization of stimuli in the environment, navigation, and survival. For example,
a predator among shadows and occlusions in a jungle is visible only intermittently (similar
to implied motion), but a predator in open grassland is visible continuously (similar to
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continuous motion). In both jungle or grassland settings, accurate anticipation of a predator’s
location would be adaptive, and forward displacement in the represented location of a
predator in either setting would serve the purpose of aiding survival.

A computational theory addresses constraints on the information being computed, but
does not address specific mechanisms regarding how the computation is implemented
(e.g., see Dawson 1998). Indeed, given that different types of information are available
in different settings, it would not be surprising if displacement in different settings were
implemented in different ways. An approach based on computational theory views forward
displacement resulting from implied motion or continuous motion as examples of the same
phenomenon, and so seeks a deeper and broader level of explanation that would then guide
a subsequent search for and interpretation of the specific representations, algorithms, and
implementations of displacement. By focusing initially on the “big picture” rather than on
the specific details of representation, algorithm, and implementation, such an approach is
more likely to allow discovery of relevant generalizations and constraints.

20.3.2 Considerations for a future theory

There are several considerations for any future (and more general or unified) theory of
displacement and representational momentum. Any future theory should address the full
breadth of data and the multiple levels of processing and representation involved in displace-
ment and representational momentum. Given that both low-level variables and high-level
variables influence displacement, any future theory should address how information from
one level can influence or be integrated with information from another level. Finally, any
future theory should explicitly address the function of displacement, as such a consideration
could help elaborate a subsequent computational theory of displacement.

20.3.2.1 Breadth of data

As noted in Section 20.2, many of the earlier theories of representational momentum were
specific theories that addressed displacement resulting from a specific type of stimulus or
response. Such specific theories tended to ignore the existence of displacement resulting
from other types of stimuli or responses, and as a result, researchers sometimes appeared
to not realize the limitations of those specific theories. Along these lines, consideration of
displacement should not be limited to just forward displacement along the axis of motion,
but should include other potentially related displacements (e.g., downward displacement
attributable to implied gravity, displacement toward a nearby landmark).4 Similarly, con-
sideration of forward displacement should not be limited to effects of momentum per se, but

4 It is unclear whether the types of displacement related to representational momentum might be related to other types of
displacement such as Fröhlich effect, onset repulsion effect, or flash-lag effect. There have been preliminary attempts to account
for these different types of displacement as well as representational momentum within a common mechanism (e.g., Müsseler
et al. 2002) and to specify the relationship of representational momentum to these other displacements (e.g., Munger & Owens
2004; Hubbard 2006a), but more work remains to be done.
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should address other variables that might also influence forward displacement. Examination
of Table 20.1 suggests previous theories often addressed just one or two of the four types of
characteristics (target, display, context, observer), but any future theory should address all
four types of characteristics. In general, high-level theories (or theories involving high-level
mechanisms) appear to have greater breadth than do low-level theories. Similarly, network
models appear to have greater breadth, but this might just reflect their greater level of
abstraction.

20.3.2.2 Multiple levels

Marr (1982) argued that a complete understanding of a given process would require under-
standing at each of the levels of computational theory, representation and algorithm, and
implementation. Many of the theories in Section 20.2 focused on the levels of implementa-
tion or of representation and algorithm, and it is not clear whether a larger theory cobbled
together from separate and specific theories of implementation or of representation and
algorithm would sufficiently address issues at the computational theory level. Even if a
Marr framework for displacement is rejected, any future theory of displacement must still
address the issue of multiple levels of representation, as empirical findings regarding effects
of both low-level variables and high-level variables on displacement suggest the existence
of multiple levels of representation. The presence of low- and high-level variables is con-
sistent with the existence of other hierarchical structures in perceptual (e.g., Treisman &
Gelade 1980), cognitive (e.g., Rosch et al. 1976), and motor (e.g., Rosenbaum et al. 1983)
activity. Postulation of a hierarchical structure in displacement is consistent with propos-
als that (a) top-down expectation can influence the perceived location of a target, and (b)
bottom-up activity can modulate the remembered location of a target. Indeed, it is possible
that aspects of displacement attributed to perception (e.g., Kerzel 2002c) involve such a
top-down influence on perception that is based on information or expectations in memory.

20.3.2.3 Integration of levels

Given that both low- and high-level variables influence displacement, any unified account
must address how to bridge low-level variables and theories to high-level variables and
theories. However, acknowledgment that both low- and high-level variables can influence
displacement does not entail that variables at different levels are equivalent or equal in
importance (e.g., high-level expectations might drive low-level eye movements). For exam-
ple, given the greater breadth of high-level theories noted earlier, any integration of low-
and high-level information might be more easily accomplished at a high level. A high-level
mechanism might more easily access information from high-level (e.g., expectations and
beliefs regarding target motion) or low-level (e.g., pursuit eye movements) sources, and
might more easily control high-level (e.g., allocation of attention) or low-level (e.g., antici-
patory eye movements) processes. Also, as Hubbard (2005) noted, a high-level mechanism
that biases encoding or retrieval of location would be consistent with high-level schemata,
scripts, and frames that bias encoding or retrieval in other domains of memory. Any future
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theory of displacement should seek not merely an integrated or unified theory of displace-
ment and representational momentum, but to integrate displacement within the larger range
of cognitive processes organisms engage in on a daily basis.

20.3.2.4 Focus on function (and functionalism)

As noted earlier, a computational theory of a given process is not initially concerned with
implementation of that process. Along these lines, a functionalist approach suggests that
the usefulness or appropriateness of a cognitive theory of a given process does not require
a given outcome (e.g., forward displacement) be instantiated by the same mechanism or
implementation each time that outcome occurs; rather, what is important is the relationship
between that outcome and other cognitive processes, sensory inputs, or motor outputs.
Displacement for implied motion targets and continuous motion targets reflects the same
relationship between inputs and outputs (i.e., memory for a moving target is displaced
forward), and so displacement for both types of stimuli could reflect the same general
function, even though displacement for implied motion targets and continuous motion
targets might involve different forms of implementation. A unified theory of displacement
could potentially be based on the idea that different examples of displacement involve
the same function, rather than on findings that different examples of displacement are
implemented in different ways. Also, a focus on function would shed additional light on
how displacement aids the organism, what problems displacement helps solve, and would
help elaborate a computational theory of displacement.

20.4 Conclusion

Memory for the final location of a moving target is often displaced in the direction of
previous or anticipated target motion, and this has been called representational momentum.
A wide range of theories and models have been proposed to account for representational
momentum and related types of displacement, with some theories applying only to a specific
type of stimulus or response, and other theories applying to a wider range of stimulus or
response types. These theories and models cover a range of approaches, from low-level
explanations based on oculomotor behavior, motion aftereffects, and perceptual adaptation,
to high-level explanations based on an observer’s beliefs regarding physical systems and
properties of mental representation. A classification system was proposed that involves
(a) internalization theories, (b) belief-based theories, (c) neointernalization theories, (d)
low-level theories, and (e) network models. Consistencies and inconsistencies of each of
the individual theories and models with empirical findings were noted. Neointernalization
theories and network models seem consistent with more overall data than are other types
of theories, but no single theory or model accounts for all the existent data on displacement
or representational momentum.

The possibility of a more unified theory of displacement was addressed. Recent
approaches involving multiple factors (eye movements, mode of responding, type of motion)
and a proposal for a computational theory of displacement were briefly discussed, and it
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was suggested that any future theory of displacement (in general) and representational
momentum (in particular) should be based on a consideration of function and not the
different implementations that might contribute to production of displacement or rep-
resentational momentum. Several considerations for future development were described
including addressing (a) an increased breadth of data, (b) the existence of multiple levels of
processing, (c) how low- and high-level variables and information might be combined or
integrated, and (d) the function of displacement. Finally, a parallel between representational
momentum and high-level schemata, scripts, and frames that bias encoding and retrieval
in other domains of cognition was noted, and it was suggested that any future theory of
displacement should try to integrate representational momentum and displacement within
this larger range of cognitive processes.
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Conceptual influence on the flash-lag effect and
representational momentum

masayoshi nagai, mutsumi suganuma, romi nijhawan,

jennifer j. freyd, geoffrey miller, and katsumi watanabe

21.1 Introduction

When judging the position of a moving object, human observers do not perceive and
memorize the moving object’s correct position. There are two known phenomena in judged
position errors of a moving object, representational momentum (RM) and the flash-lag
effect (FLE), both of which we consider here.

RM was originally reported by Freyd and Finke (1984). Freyd and colleagues displayed
a series of still frames to imply the rotation of a rectangle (e.g., Freyd & Finke 1984, 1985;
Freyd & Johnson 1987). Observers saw three views of a rectangle at different rotations
about its center, with 250 msec display duration with 250 msec interstimulus interval. The
fourth rectangle was presented as a probe 250 msec after the third frame presentation. The
rotation of the probe was selected from possible positions symmetrically distributed around
the actual third position of the rectangle. Observers were asked whether the rectangle in the
third frame (the last frame of the motion sequence) was the same orientation as the probe.
The results showed that their memory for the third orientation tended to be shifted in the
direction of rotation. In other words, the orientation of the probe rectangle had to be rotated
slightly further to be judged as being in the same position as the third rectangle. To account
for the forward shift of the final position of a stimulus undergoing implied motion, some
authors postulate that the dynamics of the representational system follow physical laws,
such as momentum (representational momentum; Finke & Freyd 1985; Finke et al. 1986;
Freyd 1987; Finke & Shyi 1988). RM is a robust effect as observed with smooth object
motion and in pointing at the final position of a moving object (e.g., Hubbard & Bharucha
1988). Several variables influence RM (for review, Hubbard 1995b). RM increases with the
velocity (e.g., Freyd & Finke 1985; Hubbard & Bharucha 1988; Nagai & Saiki 2005) and
acceleration of the moving target (Finke et al. 1986), pointing to the similarity between RM
and physical momentum. Hubbard and others demonstrated that RM may reflect physical
principles. For example, RM increases downward, in the direction of gravity (Hubbard
& Bharucha 1988; 1995a, 1997; Reed & Vinson 1996; Hubbard & Ruppel 1999; Nagai
et al. 2002; Vinson & Reed 2002), whereas implied friction between a moving stimulus
and an adjoining surface reduces RM (Hubbard 1995a; see also Nagai & Yagi 2001).
Moreover, RM is influenced by real-world knowledge of the typical motions of familiar
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objects (Freyd & Miller 1992; Reed & Vinson 1996; Vinson & Reed 2002; but see Halpern
& Kelly 1993; Nagai & Yagi 2001), the future or expected trajectory of a target (Hubbard &
Bharucha 1988; Verfaillie & d’Ydewalle 1991), and visual attention (Hayes & Freyd 2002).
Finally, Nagai and Saiki (2005) found that RM is elicited in the physical/actual direction
and actual speed of an object’s motion but not in its perceived direction and speed when
the physical/actual versus perceived motions are different. Thus, a variety of factors affect
RM: from low-level, perceptual factors such as a moving object’s speed and acceleration
to higher-level, cognitive factors such as expectation, attention, and each object’s typical
motion in the real world.

When a brief flash is presented adjacent to a continuously moving stimulus, the flash
appears to lag behind the moving object. This flash-lag effect, FLE (Fröhlich 1923; Metzger
1932; Mackay 1958; Nijhawan 1994), is also robust and has been replicated in various
stimulus configurations (Baldo & Klein 1995; Khurana & Nijhawan 1995; Nijhawan 1997;
Kirschfeld & Kammer 1999; Brenner & Smeets 2000; Eagleman & Sejnowski 2000a;
Khurana et al. 2000; Watanabe et al. 2001; Watanabe et al. 2003; Watanabe 2004). Several
factors are known to influence the FLE. The FLE increases as the luminance of the moving
object is increased and decreases as the luminance of the flash is increased (Purushothaman
et al. 1998). It increases as the retinal eccentricity of the flash is increased (Baldo &
Klein 1995). Recently, Anstis (2007) found FLE occurs in the physical, not the subjective,
direction of rotation. In addition to these low-level stimulus factors, perceptual grouping
causes a large modulation of FLE magnitude (Watanabe et al. 2001; Watanabe 2004). FLE
is reduced when the observer knows when and where the next flash is to occur (Brenner
& Smeets 2000; Eagleman & Sejnowski 2000b; also see Nagai et al. 2000). Lastly, there
is an ongoing debate about whether FLE is affected by attention (Khurana et al. 2000;
Baldo et al. 2002). Thus, it is unclear whether the factors influencing FLE are limited to
low-level or perceptual ones or also include higher cognitive factors similar to the factors
affecting RM. Previously, it was shown that forward motion of objects that have a normal
motion direction (e.g., animals that typically move headfirst) causes a larger RM effect than
backward motion (Freyd & Miller 1992; Reed & Vinson 1996; Vinson & Reed 2002). Here
we tested whether knowledge of an object’s typical motion in the world influences FLE
and directly compared it with that of RM. If such knowledge influences FLE, then forward
motion would cause larger FLE than backward motion.

21.2 A flash-lag effect experiment

Here we tested the influence of object-typical motions on FLE. There were three different
conditions: forward, backward, and stationary conditions (i.e., control condition). In the
forward condition, the picture of a car moved forward, whereas in the backward condition
it moved backward. In the control condition, the picture did not move. If the influence
of object-typical motions exists in the FLE, then FLE in the forward condition should be
larger than in the backward condition, as shown in RM studies (Freyd & Miller 1992; Reed
& Vinson 1996; Vinson & Reed 2002).
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Fig. 21.1 An example of picture stimuli used in the flash-lag experiment.

21.2.1 Method

21.2.1.1 Observers

Six adults (age range 20–27 years; mean = 21.6 years) served as participants. They all had
normal or corrected-to-normal vision.

21.2.1.2 Apparatus

The stimuli were produced using an Apple Power Macintosh G4 computer (with Mac
OS 9.2) and were displayed on a CRT monitor (Sony 21-inch color monitor, refresh
rate 75 Hz) in a dimly lit room. The viewing distance was 57 cm, and a chin rest was
employed to maintain constant viewing distance.

21.2.1.3 Stimuli

Stimuli were presented on a gray background. The moving object was a picture of a car,
as shown in Fig. 21.1. The picture size was 1.2-deg wide and 0.7-deg high. A white
fixation cross was presented at the center of the screen, and a white dot (0.08 deg in
diameter) was presented as a flash probe. The object moved horizontally by 5 pixels per
frame (corresponding to 7.5 deg/s), with the movement trajectory above the fixation point.
The distance in the vertical dimension from the fixation point to the bottom of the car
was approximately 0.2 deg. The flash was presented for one frame (≈ 13.3 msec) 1.4
deg above the fixation point. The vertical distance between the roof of the car and the
position of the flash was approximately 0.5 deg. The car picture appeared 5.6 deg left or
right from the fixation point, moved toward the center of the screen, and went through
to the opposite side of the screen. The duration of the complete motion sequence was
1533.3 msec (115 frames). The flash and the fixation point were always aligned on the
vertical axis. However, the relative horizontal position between the flash and the car picture
varied from trial to trial according to lag condition.

21.2.1.4 Procedure

The observer’s task was to decide whether the flash appeared to the left or right relative
to the “center” of the car picture (two-alternative forced choice (2AFC)). Observers were
strictly instructed to fixate on a fixation cross while it was presented on the screen.
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The experimental design was as follows. For the factor of object motion, there were
three types of motion. In the conditions in which the car picture moved (forward, backward
conditions), the picture was initially presented 5.6 deg left or right of fixation. When the car
picture appeared on the left side, it moved toward the right, and vice versa. The car picture
moved at a constant speed of 7.5 deg/sec to the opposite side of the fixation point. When
the car picture reached 5.6 deg to the opposite side of the fixation point, it disappeared. In
the condition in which the car did not move (stationary condition), the picture was presented
above the fixation point (with spatial shift according to lag condition) for 1533.3 msec. For
the factor of object orientation, there were two types of object orientation, the picture of
the car facing left or facing right.

As for the factor of horizontal lag between the flash and the picture of the car, we used
seven different lags: −0.6, −0.4, −0.2, 0, 0.2, 0.4, 0.6 deg (−6, −4, −2, 0, 2, 4, and 6
temporal frames in the time domain). We expediently defined the horizontal midpoint of
the car picture as its center. When the lag was 0 deg, the flash appeared above the fixation
cross when the center of the car was just above the fixation. In other lag settings, when the
lag was −0.6 deg, the flash was presented six temporal frames before the center of the car
picture reached a point directly above the fixation point. Observers performed 672 trials in
total: 3 (leftward motion, rightward motion, or stationary) × 2 (facing left or right) × 7
(different lag settings) × 16 (repetitions of each condition).

At the beginning of each trial, the fixation cross was presented at the center of the screen.
The car picture appeared on the screen 500 msec after the fixation cross appearance. In all
conditions the car picture was presented for 1533.3 msec. Observers made their responses by
pressing the left or right arrow key, after which the fixation cross disappeared. No feedback
was given to the observers. The next trial was then presented with a 1-sec intertrial interval.
A short break was given to the observers every sixty trials (approximately once every
4 min), which the observers used to take a short rest if needed. Prior to the experiment,
observers completed a practice session consisting of thirty trials. The entire experiment
time was about 60 min, including instruction and practice session.

21.2.2 Result and discussion

Figure 21.2 shows the averaged FLE in each condition for six observers in the FLE exper-
iment. The data were collapsed across motion direction because there was no difference
between leftward and rightward motion, and recombined into forward (leftward-facing left
trials and rightward-facing right trials) or backward motion (leftward-facing right trials
and rightward-facing left trials). Thus, in this experiment, the actual amount of flash lag
was defined as the difference between the stationary condition (which was used to estimate
each observer’s “subjective” center of the car picture) and the forward motion condition,
or between the stationary condition and the backward motion condition. For each observer,
we derived a psychometric function and calculated the 50% probability of judging “left” or
“right” for each of the conditions. We observed significant differences between conditions
(F(2, 10) = 14.5, MSE = 20.7, p < .01). The FLE was significantly smaller for the
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Fig. 21.2 Result of flash-lag experiment.

stationary condition than for the other two conditions (p < 0.01 for both forward and
backward conditions), which indicates that FLE occurred in this display. Then, we took
the difference in the probability judgment between the forward motion condition and the
stationary condition as representing the actual amount of FLE in forward motion, and the
difference in the probability judgment between the backward motion condition and the
stationary motion condition as representing the actual amount of FLE in backward motion.
A separate statistical analysis revealed that the difference in FLE between the forward
motion condition and the backward motion condition was significant [t(5) = 5.5, p < 0.01].
A larger FLE occurred for the backward motion condition than for the forward motion
condition.

This result, that backward motion produced larger FLE than forward motion, was surpris-
ing, because it was opposite to the findings in RM (Freyd & Miller 1992; Reed & Vinson
1996; Vinson & Reed 2002). We replicated this result with a different stimulus (a picture of
a fish shown in Fig. 21.3), and thus the effect of forward/backward motions on FLE (i.e., the
opposite effect shown in RM) seems robust. It is worth considering the quality of motion
(discrete or smooth motion) in discussing knowledge-based effects. In RM, with discrete
motion, the effect of typical motion was consistently found (Reed & Vinson 1996; Vinson
& Reed 2002), but it was not consistently found with smooth motion (Freyd & Miller 1992;
Nagai & Yagi 2001). These findings suggested that discrete motion of an object was better
to show a typical motion effect in RM. However, in the present experiment, we followed
a standard experimental procedure of FLE studies for better comparison of FLE with RM.
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Fig. 21.3 Example of stimuli used in preliminary test.

Before we consider why the effect in FLE was opposite to that in RM, it is necessary to
confirm the typical motion effect in RM with smooth motion.

21.3 Representational momentum experiment with left or right judgment

As mentioned in the introduction, previous studies of RM have shown that conceptual
knowledge of objects’ and animals’ typical motions in the real world influenced the mag-
nitude of RM (Freyd & Miller 1992; Reed & Vinson 1996; Vinson & Reed 2002; but see
Halpern & Kelly 19931; Nagai & Yagi 2001). However, the typical motion effect was not
consistently observed with smooth motion: for example, Freyd and Miller (1992) showed
the effect, but Nagai and Yagi (2001) did not. Here we tried to replicate the typical motion
effect with smooth motion. A standard RM paradigm employs the same–different judg-
ment between the final position of the moving stimulus and the position of the subsequently
presented probe. However, in this experiment, the left or right judgment as in the FLE exper-
iment was used to allow a more direct comparison between the typical motion effects on
FLE and RM.

21.3.1 Method

21.3.1.1 Observers

Six adults (ranged 20–27 years; mean = 22.3 years) served as participants. They all had
normal or corrected-to-normal vision. Three of those participants had participated in the
flash-lag experiment.

21.3.1.2 Stimuli

The stimulus used for the moving (or staying) object was the same picture of a car as used
in the FLE experiment. In this RM experiment, no fixation point or flash was presented
because keeping eyes at the fixation point reduces the magnitude of RM (Kerzel 2000; Nagai
& Saiki 2006), and elements other than a moving object bias the judged final position of

1 In Halpern and Kelly (1993), only forward discrete motions of a fox, a motorcycle, a rhinoceros, a truck, and a ball were used,
and they did not show consistent effect of typical speeds in the real world like a truck moves faster than a fox. In contrast, most
of the studies used forward and backward discrete motions of real-world objects and showed different magnitude of RM for
these two motions (Freyd & Miller 1992; Reed & Vinson 1996; Vinson & Reed 2002). These suggest that comparing forward
and backward motions was a sensitive way to show typical motion effects and the relative difference in typical speed between
objects could not affect RM. In the present study we used the sensitive method to examine the typical motion effect.
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the object to the other element (Hubbard & Ruppel 1999). The car picture appeared at the
same position (5.6 deg left or right from the horizontal center of the display) and moved
with the same speed (or remained still as in FLE stationary condition).

The disappearing location of the object was randomly set from trial to trial, in the range
from −1.0 to +1.0 deg from the exact center of the screen. In the forward and backward
motion conditions, the motion duration differed according to where the object disappeared.
When the object disappeared at the center of the screen, motion duration was 746.48 msec
(ranged from 613.1 msec to 879.8 msec). In the stationary condition, the car picture was
presented near the center of the screen (at the center with spatial jitter ranged from −1.0
to +1.0 deg) for 746.48 msec. After the car picture disappeared, observers were shown
a blank display (entirely gray) for 1 sec. After this retention interval, the car picture was
shown again as a probe, with a spatial displacement according to condition. This probe
picture remained on the screen until participants’ response.

21.3.1.3 Procedure

The observer’s task was to decide whether the probe appeared to the left, or right, rela-
tive to the car picture in the final frame (two-alternative forced-choice). Observers were
not informed whether they should track the moving stimulus or not, as in the standard
experiment paradigm of RM.

The experimental design was similar to that of the FLE experiment except for the probe
presentation. There were seven different probe positions (−0.6, −0.4, −0.2, 0, +0.2, +0.4,
+0.6 deg). Positive values indicate that the probe was shifted in the direction of the picture
motion from the final position of the car picture. Observers performed 672 trials in total:
3 (leftward motion, rightward motion, or stationary) × 2 (facing left or right) × 7 (probe
positions) × 16 (repetitions per condition).

The beginning of each trial was indicated with a short beep sound. The car picture
appeared on the screen 500 msec after the beep. Observers made their response by pressing
the left or right arrow key. No feedback was given to the observers. They went on to the
next trial, after 1 sec of intertrial interval. A short break was inserted every sixty trials
(approximately once every 5–6 min), and observers took a rest if they needed to. Prior to
the experiment, observers completed a practice session consisting of thirty trials. The entire
experiment time was about 70 min including instruction and practice session.

21.3.2 Result and discussion

Figure 21.4 shows the averaged RM shift in each condition for six observers. The shift
was defined as judged error relative to the final position. Collected data were collapsed
across motion direction (there was no difference between leftward and rightward motion)
and recombined as forward (leftward-facing left trials and rightward-facing right trials) or
backward motion (leftward-facing right trials and rightward-facing left trials).

The overall results resemble those of the previous FLE experiment. The magnitude of
RM was nonsignificantly larger for backward motion than for forward motion. However, we
found no significant difference from the zero baseline for any conditions, which indicates
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Fig. 21.4 Result for RM experiment, when judging whether the probe was shifted left or right from
final frame.

that no significant RM shift occurred in this experiment. This might be due to the task
we used. In this experiment, to make a direct comparison between the FLE and RM
experiments, we asked observers to decide whether the probe shifted left or right. In the
next experiment, we used a same/different judgment paradigm, which is the method more
widely used in RM studies (e.g., Freyd & Finke 1984).

21.4 Representational momentum experiment with same/different judgment

In the previous RM experiment with the left/right judgment, the results showed no RM
effects. In this experiment, each observer performed the same/different judgment on the
position of the probe, but the other stimuli settings and procedures were kept identical to
those in the previous experiment. This procedure was expected to increase the RM effect
and to show the typical motion effect.

21.4.1 Method

21.4.1.1 Observers

Nine adults (ranged 19–31 years; mean = 22.2 years) served as participants. None had
participated in the previous two experiments. They all had normal or corrected-to-normal
vision.
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Fig. 21.5 Same response proportion and quadratic fit.

21.4.2 Result and discussion

Figure 21.5 shows the averaged proportion of the same response in each condition for
nine observers in this second RM experiment with the same/different judgment. For each
observer’s data, we calculated a weighted mean for each condition. Figure 21.6 shows the
average weighted mean and standard error for each condition. Statistical analyses revealed
that the weighted mean in the forward condition was significantly larger than zero (t(8) =
1.9, p < .05) but was not in the backward or stationary conditions.

With the same/different judgment, we observed significant RM and the expected effect
of forward versus backward motions. This suggests that the typical motion effect shown in
previous discrete-motion RM studies (Freyd & Miller 1992; Reed & Vinson 1996; Vinson
& Reed 2002) can also be observed with smooth motion, although the magnitude of it was
small (but see Nagai & Yagi 2001).

21.5 General discussion

These studies aimed to directly compare the typical motion effects in FLE and RM. The first
experiment showed that FLE was larger for a car’s backward motion than for its forward
motion; thus FLE shows a reversed-typical motion effect. This was the robust effect because
it was replicated also with the motion of a biological object (e.g., a fish). Although it was
the opposite to the typical motion effect found previously for RM, this study consistently
showed the influence of higher cognitive knowledge about objects’ typical motions on FLE.
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The second experiment did not show any RM for the left/right judgment task. The third
experiment used the same/different judgment and replicated RM and typical motion effects
that had been consistently observed before with discrete stimulus presentation (Reed &
Vinson 1996; Vinson & Reed 2002). Although we used different tasks in FLE and RM,
we presented the same motion stimuli in both FLE and RM experiments. Thus, the present
study provides the first basis for comparing and discussing the effect of cognitive knowledge
on the two motion-based spatial errors.

Here we attempt to explain the discrepant results between FLE and RM with two different
typical motion effects: a “perceived speed” while a moving object is actually presented
versus an “internal model speed signal” after the object has disappeared. In the real world,
cars move forward most of time when they move, and their backward motions are much
less frequent. Thus, humans could have an internal model for each type of object’s typical
motions: for example, a car mostly moves forward and only sometimes backward. In the
case of car motion, the subjective speed estimate from the internal model would be larger
for forward motion and smaller for backward motion. However, because objects in both
forward and backward conditions move with the same actual speed on the CRT display, the
difference between incoming sensory input and the output of the internal model would be
smaller for forward motion and larger for backward motion. If perceptual speed is modified
by the magnitude of such a difference (or subjective prediction error), then the perceived
speed of backward motion would be larger than forward motion, and thus FLE would be
larger for backward motion.

In the RM experiment paradigm, however, this perceived speed modulation by subjective
prediction error could not occur, and only the internal model speed could influence the
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magnitude of RM. The critical difference between FLE and RM stimulus presentations
was whether the car’s motion was still presented at the time of the “judgment marker.”
In the FLE experiment, the car motion was still presented at the time of the flash, and
observers could access and use this sensory input signal to make their judgment. Thus,
the perceived speed modulation (based on the subjective prediction error) influenced the
magnitude of FLE. However, in the RM paradigm, no moving car was presented at the
time of probe presentation, which meant there was no sensory input signal of motion at
the time of judgment. Thus, the perceived speed modulation did not occur in the RM
paradigm, and we did not get the result that a car’s backward motion produced larger
RM than its forward motion. Instead, we suggest that the “internal model” on an objects’
typical motions influenced RM. After the moving car disappeared, observers could not use
the sensory input of the motion signal but used only the output speed signal of the internal
model of the object’s typical motions (e.g., a car moves faster for its forward than backward
motion). Therefore, larger RM for the forward motion was observed than for the backward
motion. This is the typical motion effect as found in previous studies (Freyd & Miller 1992;
Reed & Vinson 1996; Vinson & Reed 2002).

This internal model of an object’s typical motions could also work during the blank
screen intervals during discrete motion presentation. For example, in Vinson and Reed
(2002) the picture of the object was displayed for 250 msec and followed by a 250 msec
blank interstimulus interval (ISI). The motion sequence consisted of four frames of object
presentations interleaved with ISIs. In this discrete motion case, the internal model’s influ-
ence could be applied during each ISI, which would reduce the greater perceived speed for
backward motion, and which would increase the lower perceived speed for forward motion,
to yield the typical motion effect (i.e., the forward motion of a car or fish producing larger
RM than their backward motion).

In contrast, this study, Nagai and Yagi (2001) and Freyd and Miller (1992) used smooth
motion of the object (i.e., no ISI), thus some of them yielding the small typical motion
effect (this study) or no such effect (Nagai & Yagi 2001) in RM. In the case of smooth
motion, the typical motion influence by the internal model could not occur during its motion
presentation because there were no blank ISIs. Thus, this internal model influence might
be overcome by the perceived speed modulation based on the difference between sensory
input and internal model output because these two influences worked in opposite directions
to each other.

In sum, the present study found that knowledge of typical motions of objects influenced
both FLE and RM, although such knowledge differently affected them. This is the first report
that cognitive factors influence FLE. Many other factors can be examined and compared in
both FLE and RM: eye movements (in FLE, Nijhawan 2001; in RM, Kerzel 2000; Nagai &
Saiki 2006) and human internal models of physical laws (only investigated so far in RM:
gravity, implied friction, see Hubbard 1995b for review). We suggest that comparing the
influence of various cognitive factors on FLE and RM will lead to a better understanding
of spatial errors and motion perception mechanisms.
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Perceptual asynchronies and the dual-channel
differential latency hypothesis

hulusi kafalıgönül, saumil s. patel, haluk öğmen,

harold e. bedell, and gopathy purushothaman

Summary

The dual-channel differential latency hypothesis (Öğmen et al. 2004) successfully accounts for
many aspects of the flash-lag effect (FLE). Here we use the dual-channel differential latency
hypothesis to explain an illusion of perceived line length that can be viewed as one component
of an illusion reported by Cai and Schlag (2001a). In the phenomenon studied here, a flash is
presented collinear with a moving line that is simultaneously changing in length. The moving
line is perceived to be misaligned with the flash (the FLE) and the length of the moving line
is perceived to differ from its physical length at the instant of the flash. We designate this
phenomenon the Cai line-Length Effect (CLE). Our analysis treats a horizontally moving line
that also changes its vertical length as composed of two simultaneous motion components: (1)
horizontal motion, and (2) vertical expansion or contraction. We measured perceived position
misalignment and length misperception in the CLE paradigm, as well as separately for stimuli
with the individual motion components of the CLE, as a function of target luminance. Perceived
position misalignment and length misperception varied similarly with target luminance, both
in the CLE paradigm and when the individual motion components were tested separately. The
misperception of stimulus position and length in the CLE reflects an additional processing
delay that may be caused by an interaction between the motion components in two directions.
We conclude that the dual-channel differential latency hypothesis can account for the perceived
spatiotemporal misalignment of stimulus features defined by motion components in terms of
the neural latencies involved in processing these motion components.

A moving object is perceived to be displaced spatially in the direction of motion with
respect to the perceived position of a flashed object, even when the two objects are aligned
physically on the retina. This illusion is usually called the flash-lag effect: FLE (for reviews
see Krekelberg & Lappe 2001; Nijhawan 2002; Öğmen et al. 2004). However, because
the perceived displacement can change from a lag to a lead when the detectability of the
flashed and the moving objects is manipulated (Purushothaman et al. 1998; Patel et al.
2000; Öğmen et al. 2004), we suggest that the flash-misalignment effect (FME) is a more
appropriate designation. This illusory phenomenon is important to understand because it
bears upon the temporal fidelity of sensory processing as well as on the accuracy of visually
guided behaviors, such as catching a moving object (Nijhawan 1994).

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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Fig. 22.1 The architecture of the dual-channel differential latency model. Static and moving stimuli
are processed in different subsystems. Within each subsystem (or channel) various stimulus attributes
(e.g., visibility and position) are processed by largely separate modules (adapted from Öğmen et al.
2004).

Öğmen et al. (2004) reviewed several proposed explanations for the FME. Here, we will
focus primarily on the dual-channel differential latency hypothesis, which, in our opinion,
provides the most parsimonious explanation of the FME. In this chapter, we seek to extend
the dual-channel differential latency hypothesis to account for the perceptual outcome in
stimulus conditions that include simultaneous motion components in two directions.

We begin by providing a brief description of the dual-channel differential latency hypoth-
esis. The reader is referred to Öğmen et al. (2004) for a more comprehensive description.
In our model, static and moving stimuli are processed in parallel by largely separate sub-
systems (i.e., dual channels), termed the static and motion systems, respectively. Moreover,
within each system (or channel), the computations of stimulus position and stimulus visibil-
ity are different processes with different temporal properties (Fig. 22.1). These subsystems
also interact to ensure that a stimulus generally produces a coherent visual percept. The
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time that signals from the retina take to reach the two subsystems may be different, in part
because they could reside in separate anatomical areas in the brain. In addition, because
the subsystems that process static and moving stimuli are likely to have different temporal
properties, the resulting percepts may be delayed further by differing amounts. Similar
concepts also have been applied to motion/color asynchrony phenomenon (Moutoussis &
Zeki 1997; Bedell et al. 2003; Arnold 2005; Bedell et al. 2006).

In the present model, a flash-lag effect occurs if the perception of the flashed object is
delayed relative to that of the moving object. The delay between the retinal stimulation
and the percept that it generates consists of two components: (1) the accumulated propa-
gation delays (Tp), and (2) the additional delays introduced by the subsystem’s processing
dynamics (Td ). Whereas Tp is largely independent of the temporal characteristics of the
stimulus, Td is not. In other words, if we consider a stimulus in terms of its temporal
frequency components, the effect of Tp is to introduce a phase shift in each component
directly proportional to the component’s temporal frequency. On the other hand, Td reflects
the interaction between the stimulus and the processing subsystem. If the subsystem is
linear shift invariant, then processing can be viewed as the convolution of the stimulus with
the system’s temporal impulse response function. For example, if the processing subsystem
is a linear, shift-invariant, first-order, low-pass filter characterized by a single time constant
(τ ), and the input to this system is a moving stimulus that can be described as a linear
change in position over time (i.e., a ramp stimulus), then the steady state output of the
system is a ramp that is delayed by exactly the time constant, τ . On the other hand, if
the input is a sinusoidal stimulus of temporal frequency f, the steady state output of the
same processing subsystem will have a phase shift of atan(2πf τ ) (the phase response of
the system) corresponding to a delay of atan(2πf τ )/2πf that depends on f and τ . For a
sinusoidal stimulus, the delay will be relatively constant for low temporal frequencies but
will decrease and approach zero for high temporal frequencies. The model’s explanation
for the FME that occurs with a continuously moving object is illustrated in Fig. 22.2.

In the example shown in Fig. 22.2, the moving object is assumed to have begun its
motion sufficiently early so that the motion processing system (or channel) and hence the
trajectory of the moving object’s perceived position has already reached steady state. In
steady state, the total time, including the time needed to relay the retinal information to
the position computation subsystem in the motion processing system and the time that the
subsystem takes to compute the position, equals dm. Hence, the perceived position of the
moving object is delayed by dm. Note that when the motion processing system is in steady
state, the visibility computation subsystem does not interact with the position computation
subsystem and hence is largely ignored in the present analysis for the perceived position
of the moving object. The stationary flash is presented when it is physically collinear
with the position of the moving object. In the dual-channel differential latency model, the
stationary flash’s position and visibility are computed by a separate static processing system
(or channel). First, we examine the visibility processing subsystem in the static processing
system. The total time to relay the flash’s information from the retina to the visibility
computation subsystem in the static processing system and the time that the subsystem
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Fig. 22.2 Space–time diagram that explains the FME based on the dual-channel differential latency
model. In this example, the moving object is assumed to have begun its motion sufficiently early
such that the trajectory of its perceived position has reached steady state. The physical position of the
moving object is represented by the oblique gray line. The perceived position of the moving object,
which is delayed by dm, is represented by the black oblique line. The flash (unfilled circle) is presented
when it is physically collinear with the position of the moving object. If the flash is perceived after a
delay of df (filled circle), the perceived position of the moving line is ahead of the perceived position
of the flash by a spatial displacement, s. The value of s is equal to v(df − dm), where v is the speed of
the moving object and (df − dm) is the differential latency between the perception of the flashed and
the moving object. Note that even though the visibility processing of the stationary flash is dynamic,
the filled circle in the figure only shows the instant when the output crosses a critical signal-to-noise
ratio for the first time.

takes to produce an output larger than a critical signal-to-noise ratio is equal to df . Hence,
the flash is perceived after a delay of df . The position computation subsystem in the static
processing system also operates in parallel to yield the perceived position of the stationary
flashed object. For the analysis here, we assume that a steady state output of the position
computation subsystem is available before the output of the visibility processing subsystem
reaches the critical signal-to-noise ratio. In the example in Fig. 22.2, because df is greater
than dm, the perceived position of the moving line is ahead of the perceived position of the
flash by a spatial displacement, s. The value of s is equal to v(df − dm), where v is the speed
of the moving object and (df − dm) is the differential latency between the perception of
the flashed and the moving object. Note that in the dual-channel differential latency model
the space–time characteristics of the perception of a stationary flashed and a moving object
can be represented independently in space–time plots such as the one shown in Fig. 22.2.
The reader is referred to Öğmen et al. (2004) for a comprehensive review of the transient
dynamics of the motion processing system.

It is important to recognize that Fig. 22.2 is ambiguous in that one can view the perceived
trajectory of the moving object as either temporally or spatially lagging the physical stimu-
lus. To resolve this ambiguity, we examined the perceived position of the moving object from
the onset of motion to the time when the perception of position reaches steady state (Öğmen
et al. 2004). The results indicate that the perceived position of the moving object lags the
physical retinal stimulation temporally. This conclusion is consistent with the outcome of
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other studies that introduced changes in the speed (Brenner & Smeets 2000) or direction
of the moving object’s trajectory (Eagleman & Sejnowski 2000; Whitney et al. 2000).

Most of the studies that investigated FME used one stimulus that moved in a single
linear or circumferential direction and another stimulus that was flashed. However, the
dual-channel differential latency hypothesis can be extended to predict the outcome of
experiments with stimuli that contain more complex motion components. Cai and colleagues
(Cai et al. 2000; Cai & Schlag 2001a; Cai & Schlag 2001b; Cai & Cavanagh 2002; Cai
2003) introduced an experimental paradigm in which a moving target changed features such
as length and color either smoothly or abruptly. In one of these experiments, the stimulus
consisted of a moving line that gradually changed its length as it moved. In the middle of the
motion trajectory, a brief flash was presented collinear with the moving line. As expected
on the basis of the FME, the observer sees the moving line spatially ahead of the flash’s
position at the instant (s)he perceives the flash. In addition, the observer perceives the length
of the moving line to be longer than its physical length at the time the flash is presented. We
will call this illusion the Cai line-Length Effect (CLE). Our analysis treats a horizontally
moving line that also changes its vertical length as a combination of two simultaneous
motion components: (1) horizontal motion, and (2) vertical expansion or contraction. It is
important to note the distinction between a stimulus resulting in the CLE and a stimulus
with circular motion. In both stimuli, assuming stimulus motion occurs in a frontoparallel
plane, there are two linear (horizontal and vertical) components of motion. However, in the
former case, the components of motion can be perceived separately in the frontoparallel
plane and/or can be integrated into a single direction of depth toward or away from the
frontoparallel plane, whereas in the latter case they are integrated into a single direction
in the frontoparallel plane. In other words, the processing of the stimulus resulting in the
CLE and a stimulus in circular motion is distinct and hence can take different amounts of
time. We will visit this issue again toward the end of the chapter. Here, we consider how
the CLE can be explained by the dual-channel differential latency hypothesis.

Consider a vertical line that starts moving rightward from a location in the left visual
field at a speed of vh deg/sec. As the line moves its length increases at a rate of vv deg/sec.
Both the rightward motion and the increase in line length stop when the line reaches a
location in the right visual field. The observer fixates a position that is horizontally halfway
between the starting and the ending positions of the line’s rightward motion trajectory and
vertically just below the moving line. When the moving line is directly above the fixation
point, a flash is presented just below the fixation point in physical horizontal alignment with
the moving line. The predictions of the dual-channel differential latency hypothesis for this
version of the CLE paradigm are illustrated in Fig. 22.3. These predictions are derived for
one level of detectability of the moving line but can be generalized readily to other levels
of detectability (see Öğmen et al. 2004 for modifications relating to detectability).

The time-varying aspects of the stimulus are decomposed into two components: (1) a
component that corresponds to horizontal motion, and (2) a component that corresponds to
vertical expansion (i.e., an increase in length). For simplicity, we assume for now that the
rightward line motion and the vertical expanding motion are processed separately without
interactions. Figure 22.3 only shows the steady state responses corresponding to these two
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Fig. 22.3 Space–time diagram illustrating the CLE. The top and bottom parts of this figure, which
represent the simultaneous horizontal position and vertical length of the stimulus, respectively, are
similar to Fig. 22.2. Note that for the bottom figure, the origin’s y-coordinate represents a nonzero
length. For purposes of generalizability, the steady state latencies for the horizontal position and
vertical length perception are dmh and dmv respectively. When the flash is perceived (filled circle), the
perceived position of the moving object is sh ahead of the flash and the perceived length of the moving
object is sv longer than the physical line length at the instant of flash presentation. The values, sh and
sv , are equal to vh(df − dmh) and vv(df − dmv), respectively, where vh is the horizontal speed of the
moving line and vh is its rate of length change. In this illustration and in our experiments, vh and vv

are equal. The differential latencies between the perception of the flashed and the moving objects’
horizontal position and vertical length are (df − dmh) and (df − dmv), respectively.

types of stimulus motion. As seen in Fig. 22.3, each type of motion may be delayed by a
different amount depending on the dynamics of the relevant processing mechanism. The
following predictions can be derived for the perception of the moving stimulus at the instant
that the flash becomes visible:

(1) When the flash is perceived, the horizontal position of the moving line will be misaligned, as
expected from the FME. The sign and magnitude of the misalignment will depend on the relative
delays involved in processing the horizontal position of the moving line and the detection of the
flash.
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(2) When the flash is perceived, the length of the moving line will be misperceived compared to its
physical length at the time of flash presentation, as described by the CLE. The sign and magnitude
of the misperception will depend on the relative delays involved in processing the vertical length
of the changing line and the detection of the flash.

(3) Increasing the detectability of the moving stimulus should reduce its latency (Roufs 1974;
Williams & Lit 1983) and should therefore cause the perceived position misalignment in the
horizontal direction (the magnitude of the FME) to change in the direction of a greater position
lead for the moving stimulus.

(4) Increasing the detectability of the moving stimulus should also cause the misperception of line
length to change in the direction of a greater length lead.

(5) If the two types of motion are processed largely independently and the perceptual illusion related
to each type of motion occurs due to differential processing latencies, then the effects of changing
stimulus detectability in the CLE paradigm should be equivalent to the effects observed when
the horizontal and vertical (length-change) components of line motion are examined separately.

We tested these predictions in a series of psychophysical experiments. Because the temporal
response of the visual system depends on retinal eccentricity (McKee & Taylor 1984; Tyler
1985), in all of these experiments the retinal eccentricity, at which the critical information
for the observers’ judgments occurred, was kept constant.

In our first experiment, we measured the spatial misalignment between a flashed bar
and a line of fixed vertical length that moved in the horizontal direction. This experiment
examined the horizontal motion component of the CLE. The stimulus configuration for this
experiment is shown in Fig. 22.4.

In separate runs, we measured the flash misalignment for a moving line that was on
average 2.1 and 3.2 log units (LU, averaged across three observers, one of whom was
naive) above its detection threshold. The results of this experiment are shown in Fig. 22.5.

For both levels of detectability, the moving line was perceived to be ahead of the flash
at the instant the flash was perceived, that is, a positive FME or a flash-lag effect was
observed. Consistent with previous results (Purushothaman et al. 1998; Patel et al. 2000;
Öğmen et al. 2004), the perceived spatial position lead of the moving object increases with
an increase in its detectability (F[1,6] = 38.7, p = 0.007). The rate of increase of position
is about 30 msec per LU of the moving line’s detectability. We will use this rate in the
following to compare the steady state dynamics of position processing for targets that move
in the horizontal direction and that expand/contract in the vertical direction.

A repeated-measures analysis of variance (ANOVA) was performed to statistically eval-
uate the results of this and subsequent experiments. The factors included in the ANOVA
were luminance (two levels) and experiment (four levels). The outcome variable was the
magnitude of the FME, in min arc. The main effects of luminance (F[1,2] = 85.9, p =
0.01) and experiment (F[3,6] = 18.3, p = 0.005) were significant, but their interaction
was not (F[3,6] = 0.6, p = 0.65). Posthoc contrasts were used to compare specific pairs
of conditions within and across the separate experiments (see the following). A second
repeated-measures ANOVA using the same factors was performed to evaluate possible
changes in the inverse slopes of the psychometric functions (outcome variable), specified
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+

Fig. 22.4 Stimulus configuration for the first experiment. A vertical line (8.8 × 88 min arc) moved
horizontally along a trajectory that was 1 deg (from the center of the fixation target to the lower edge
of the line) above a fixation cross (1.1 cd/sq-m) on a computer monitor (pixel size = 2.2 min arc)
connected to a VSG-2/3 board. The background luminance of the screen was 1.9 cd/sq-m. The speed
of the moving line was 1.9 deg/sec and the duration of motion was 1.3 sec (69 frames of 18.75 msec
each). The direction of motion was chosen randomly for each trial. When the position of the moving
line was in the vicinity of the fixation cross (textured rectangle above fixation cross), a vertical bar
(white 8.8 × 88 min arc rectangle below fixation cross) was flashed 1 deg (from the center of the
fixation cross to the upper edge of the bar) below it. The duration of the flash was 18.75 msec. The
luminance of the flash was 10.2 cd/sq-m and its detectability averaged across the three observers was
1.45 LU (± 0.30 SD) above its detection threshold. The viewing distance was 1 m. The time instant
at which the flash was presented varied from trial to trial using the method of constant stimuli. The
observers binocularly judged whether the position of the moving line was to the left or right of the
flashed bar. A psychometric function was constructed from the collected data, and the 50% point
on the curve corresponds to the point of subjective alignment (PSA). The physical misalignment
occurring at the PSA was defined as the flash misalignment or, equivalently, as the misalignment in
the position of the moving line. In the FME, at the time the observers perceive the flash, the moving
line is perceived to be ahead of its physical location, as illustrated by the white rectangle above the
fixation cross.

in min arc per 1 SD change in the percentage of responses. There was no effect of luminance
(F[1,2] = 0.002, p = 0.97) or experiment (F[3,6] = 6.3, p = 0.09), and no evidence of a
luminance by experiment interaction (F[3,6] = 0.09, p = 0.84).

In our second experiment, we examined the vertical component of motion in the CLE,
that is, the vertical change in line length. The stimuli for this experiment are shown in
Fig. 22.6.

The perceived length at the time of the flash was measured for two levels of detectability
of the expanding and contracting lines. To obtain a bias-free estimate, the data for the
expanding- and contracting-line conditions were averaged. The average data for the same
observers are shown in Fig. 22.7.

As in the first experiment, the perceived length of the line is ahead of its physical length
at the instant the flash is perceived for both detectabilities of the changing line. These results
indicate that an FME also occurs for the line-length component of the CLE.

In agreement with Experiment 1, the lead in the length of the changing line increases as
the level of detectability increases (F[1,6] = 30.9, p = 0.009). The rate of increase in length
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Fig. 22.5 The misalignment in the position of the moving line as a function of its detectability in
Experiment 1. The left (right) ordinate represents the position misalignment in spatial (temporal)
units. The temporal misalignment is obtained by dividing the spatial misalignment by the speed of
the moving line. The luminance of the moving lines was 4.9 and 62.0 cd/sq-m in the low and high
detectability conditions, respectively. The plotted data are also equivalent to the FME with positive
numbers representing a flash-lag. The data shown are the average of three observers (one of whom
was naive). In this and other figures, error bars represent the standard deviation across observers.
Inset: The psychometric functions of the naive observer for two detectability conditions. The x-
axis represents the position of the moving line relative to the position of the flash at the time of
the presentation of the flash (-ve numbers represent a spatial lag for the moving line). The y-axis
represents the number of times an observer responded that the flash spatially lagged the moving line.
Each relative position is represented eight times in an experimental run. In this and subsequent figures,
the data shown (squares and triangles) are from two experimental runs and the fitted curves represent
cumulative Gaussian functions. The vertical dashed lines represent the position of the moving line at
the time of the flash presentation that resulted in a perceived spatial alignment of the flash and the
moving line. The inverse slopes (±SEM) of the psychometric functions averaged across observers
for low and high detectability conditions are 2.30 ± 0.34 and 2.48 ± 0.68 pixels respectively. Note
that in this and all other data plots, the sizes of the symbols are different only to make them legible
when overlapping with each other, and slope values are given in pixel units.

lead is about 26 msec per LU change in detectability, which is similar to that obtained in
Experiment 1 for the horizontal component of the CLE. However, in comparison to the
results of Experiment 1 shown in Fig. 22.5, the data in Fig. 22.7 are shifted downward by
approximately 30 msec (F[1,6] = 5.7, p = 0.1). This shift can be interpreted as a longer
delay for processing the vertical expansion/contraction compared to the horizontal position
of the changing or moving line. As indicated by the example psychometric functions in
the inset to Fig. 22.7, there is also a substantial asymmetry in the FME for the line length
of expanding and contracting lines. The direction of this asymmetry is consistent with that
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Fig. 22.6 Stimulus conditions for Experiment 2. A stationary line (textured rectangle) that either
expanded (left panel) or contracted smoothly in length (right panel) was presented 1 deg to the right
(from the center of the fixation cross to the horizontal center of the line) of a fixation cross. The
bottom of the changing line remained at a fixed position, 1.6 deg below the center of the fixation
cross. When the upper edge of the expanding or contracting line was aligned with the center of the
fixation cross, a bar (white rectangle) was flashed 1 deg to the left of the fixation cross. The length of
the line when the flash occurred was 88 min arc. From trial to trial the length of the flashed bar was
varied according to the method of constant stimuli. Because detectability of a flashed object affects
the FME (Purushothaman et al. 1998; Patel et al. 2000; Öğmen et al. 2004), it is important to note that
for the range of flash bar lengths used in this experiment, the detectability of the flashed bar changed
negligibly (∼0.1 LU). The expanding and contracting line-length conditions were run in separate
blocks of trials. The observer’s task was to judge whether the flashed bar was longer or shorter than
the line that changed smoothly in length. The perceived length of the line at the time that the flash
was perceived was defined as the 50% point on the psychometric function.

found in a recent study of the FLE in depth (Harris et al. 2006). However, in spite of the
change in line length that occurred in Experiment 2, the observers did not report a strong
perception of motion in depth.

In the third experiment, we measured the perceived misalignment of the horizontal
position of the line in the CLE paradigm. If the processing of horizontal motion and vertical
length change do not interact, then the perceived horizontal position misalignment of a line
that simultaneously moves horizontally and changes length vertically (i.e., a changing line)
should be identical to the perceived position misalignment for the moving line obtained
in Experiment 1. In other words, the FME should not be affected by what happens to the
length of the line. The stimulus used in this experiment is shown in Fig. 22.8, and the data
are presented in Fig. 22.9.

Consistent with the results of Experiment 1, the line is perceived to be ahead of its physi-
cal position at the instant the flash is perceived, that is, an FME is observed for the horizontal
position of the line that simultaneously moves and changes length in the CLE paradigm.
The position-lead of the changing line increases with an increase in its detectability
(F[1,6] = 36.1, p = 0.007) at a rate of about 25 msec per LU of detectability. This
rate of change of position-lead is similar to that observed in the first experiment. However,
compared to the results of the first experiment shown in Fig. 22.2, the data in Fig. 22.9 are
shifted down significantly, by an amount equal to approximately 60 msec (F(1,6) = 24.4,
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Fig. 22.7 The misperception in length of a line as function of the line’s detectability in Experiment
2. For an expanding (contracting) stimulus, the vertical axis represents the amount by which the
perceived length of the line is longer (shorter) than the line length that was presented at the time the
flash was presented. The data shown are the average of three observers (one of whom was naive).
Inset: The psychometric functions of the naive observer for two detectability conditions. The x-axis
represents the length of the flash. The physical length of the line at the time of the flash presentation
was forty pixels (88 min arc). The y-axis represents the number of times an observer responded
that the length of the line was shorter than that of the flash. Each flash’s length is represented eight
times in an experimental run. The black (gray) symbols and curve correspond to the expanding
(contracting) line condition. The vertical dashed lines represent the length of the flash that resulted in
a perceived length match of the flash and the expanding/contracting line. The inverse slope (±SEM)
of the psychometric functions averaged across observers for low and high detectability conditions of
expanding (contracting) lines are 1.69 ± 0.23 (1.62 ± 0.15) and 1.76 ± 0.05 (1.43 ± 0.13) pixels
respectively.

p = 0.03). We will discuss this 60 msec shift after we report the results of the fourth
experiment.

Finally, in our fourth experiment, we measured the CLE using the stimulus shown in
Fig. 22.10. The data are shown in Fig. 22.11.

For the lower detectability of the line, its perceived length lags the physical length at
the instant the flash is perceived. In other words, the misperception of line length in this
condition is consistent with a flash-lead for the vertical component of motion in the CLE.
As mentioned above, a flash-lead is encountered also in experiments similar to Experiment
1 when the delay in processing the flash becomes smaller than the delay to process the
moving line (Purushothaman et al. 1998; Patel et al. 2000; Öğmen et al. 2004). Consis-
tent with the data from our previous three experiments, the perceived length of the line
shifts in the direction of a relative lead as the detectability of the changing line increases
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Fig. 22.8 The stimulus configuration for Experiment 3. A line moved horizontally and also expanded
in length smoothly above the fixation cross. The direction of motion was chosen randomly for each
trial. When the moving/expanding line was in the vicinity of the fixation cross (textured rectangle),
a bar was flashed below the fixation cross. The top of the changing line remained at a fixed position,
2.6 deg above the center of the fixation cross. The bottom of the changing line was approximately 1
deg above the fixation cross as in Experiment 1. The dimensions and eccentricity of the flashed bar
were identical to those in Experiment 1. The horizontal speed of the moving line was identical to that
in Experiment 1, and its rate of expansion was identical to that in Experiment 2. The experimental
procedure, observer’s judgment, and data analysis were identical to those in Experiment 1. We only
used the expanding-line condition for this experiment.
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Fig. 22.9 The perceived misalignment in the position of the changing line as a function of its
detectability in the CLE paradigm, in Experiment 3. The inverse slope (±SEM) of the psychometric
functions averaged across observers (n = 3) for low and high detectability conditions are 3.22 ± 0.31
and 3.27 ± 0.69 pixels respectively. Inset: The psychometric functions of the naive observer for two
detectability conditions. The results are depicted using the same notation as in Experiment 1.



22 Perceptual asynchronies and the dual-channel differential latency hypothesis 391

Fig. 22.10 Stimulus conditions in Experiment 4. A rightward moving line that either expanded (left
panel) or contracted smoothly in length (right panel) was presented to the right (from the center of the
fixation cross to the horizontal center of the line) of a fixation cross. The horizontal speed was identical
to that in Experiments 1 and 3. The expansion/contraction rate was identical to that in Experiment
2. When the upper edge of the expanding or contracting line (textured rectangle on the right side of
fixation) was approximately aligned with the center of the fixation cross, a bar was flashed 1 deg to
the left of the fixation cross. The eccentricity of the flashed bar was identical to that in Experiments
1 through 3. The length of the expanding or contracting line when the flash occurred was 88 min
arc. The procedure, observer’s judgment, and data analysis were identical to those in Experiment 2.
Expanding and contracting line conditions were run in separate blocks of trials. Because a previous
study (Kanai et al. 2004) indicated that there is a significant difference between the flash-lag values
of foveo–petal and foveo–fugal conditions, only one direction of motion (foveo–fugal) was used in
this experiment.

(F[1,6] = 53.8, p = 0.004). The rate of increase in length-lead is about 30 msec per
LU change in detectability. This rate of change in length-lead as a function of the
line’s detectability in the CLE paradigm is similar to that in Experiment 2. However,
the data in Fig. 22.11 are also shifted down relative to those in Fig. 22.7 by approximately
55 msec (F[1,6] = 20.8, p = 0.03). This downward shift in the CLE data can be attributed
to an additional delay in processing, presumably because of the simultaneous presence of
motion components in the vertical and horizontal directions. A comparison of the results
from Experiments 3 and 4 indicates that the additional delay when more than one motion
component is present is similar for the perceived length of the vertically expanding or
contracting line (∼55 msec) and for its perceived horizontal position (∼60 msec). As indi-
cated by the example of psychometric functions in the inset to Fig. 22.11, there is a slight
asymmetry in the FME for the expanding and contracting line-length components of the
CLE, but it is greatly reduced from that observed in Experiment 2.

Although the effect of changing the detectability of the stimulus is consistent with our
previous results and the predictions of the dual-channel differential latency hypothesis, our
data indicate a substantial decrease in FME when more than one component of motion is
present in the stimulus simultaneously. This outcome indicates that our initial treatment of
vertical expansion/contraction and horizontal motion processing as noninteractive was an
oversimplification. Within the framework of the dual-channel differential latency hypothe-
sis, an additional processing delay is introduced when vertical expansion/contraction and
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Fig. 22.11 The misperception of line length in the CLE paradigm as a function of the detectability
of the line, in Experiment 4. The inverse slope (±SEM) of the psychometric functions averaged
across observers (n = 3) for low and high detectability conditions of expanding (contracting) lines are
2.37 ± 0.68 (1.69 ± 0.17) and 2.02 ± 0.52 (1.78 ± 0.06) pixels, respectively. Inset: The psychometric
functions of the naive observer for two detectability conditions. The results are depicted using the
same notation as in Experiment 2.

horizontal motion components are simultaneously present (for a detailed explanation see
Fig. 22.12). Moreover, the asymmetry in the magnitude of perceived length for expan-
sion and contraction conditions (Figs. 22.7 and 22.11) implies that figural changes such
as expansion/contraction coupled with motion may induce additional processes related to
form–motion interactions. Previously, Regan and Beverley (1978) showed that distinct,
independently adaptable motion mechanisms process looming and zooming stimuli that
are perceived to move toward or away from the observer, as compared to stimuli that only
translate in a frontoparallel plane. Although a detailed analysis of this additional processing
delay is beyond the scope of this chapter, some speculation about mechanisms is never-
theless possible. Motion integration is a process whereby local motion signals belonging
to an object are combined to determine the global motion characteristics of that object
(e.g., Adelson & Movshon 1982; Grzywacz & Yuille 1991; Laurenceau & Shiffrar 1992;
Mingolla et al. 1992; Wallach 1995; Pack et al. 2001). In general, local motion components
of an object suffer from the “aperture problem,” that is, they only can provide ambiguous
information about the object’s movement direction (Fennema & Thompson 1979; Marr &
Ullman 1981). But line ends and terminators of the object typically signal the veridical
object direction. Thus, in the stimuli shown in Figs. 22.4 and 22.6 as well as in rigidly
translating or rotating lines of fixed length, the direction of the line ends unambiguously
signal the direction of motion in the scene. But in the CLE stimulus (Fig. 22.8), the line end
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Fig. 22.12 Qualitative explanation of the results of Experiments 1–4, based on the dual-channel
differential latency hypothesis. In all panels, the motion of the stimulus is represented by the oblique
gray line. vh and vv represent the speed of the stimulus in the horizontal and vertical directions,
respectively. The trajectories of perceived stimulus position are represented by the thin and thick
oblique black lines, which signify low and high levels of stimulus detectability, respectively. The
unfilled and filled circles represent the physical and perceived times of the flashed target, respectively.
Pl and Ph represent the perceived horizontal position misalignment for low and high detectability
stimuli, and Ll and Lh represent the misperception of length for low and high detectability stimuli.

signals a diagonal direction different from the horizontal direction in which the bar moves.
It is possible that the additional processing delay may be the result of increased complexity
in computing the global object direction from the three ambiguous local motion signals
while maintaining separate perceptual identities for each component. Our data show that
this additional delay is between 55 and 60 msec.

The explanation of the CLE based on the dual-channel differential latency hypothesis
demonstrates that the parallel and distributed nature of neural processing may cause spatial
features that are defined by motion signals to be misperceived. Although other explanations
for CLE are possible, the dual-channel differential latency hypothesis provides a parsi-
monious explanation for the flash-lag effect (e.g., Nijhawan 1994), the Hess and Pulfrich
effects (Williams & Lit 1983), motion/color asynchrony phenomena (e.g., Moutoussis &
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Zeki 1997; Arnold et al. 2001; Nishida & Johnston 2002; Bedell et al. 2003; Arnold 2005;
Bedell et al. 2006) as well as the CLE (Cai & Schlag 2001). The results presented here
add to the overwhelming evidence for a lack of compensation of temporal asynchronies
that arise in various parts of the neuronal pathways leading to perception. Consistent with
previous suggestions (Purushothaman et al. 1998; Kerzel & Gegenfurtner 2003), the results
presented in this chapter reinforce the need for visually guided behavior to rely less on
predictive perceptual processing and more on predictive sensorimotor processing. In terms
of the example of catching a moving ball, the brain is likely to compensate for the delay in
the visual information by moving the arm to a predicted future spatial location.
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Bedell, H. E., Chung, S. T. L., Öğmen, H., & Patel, S. S. (2003). Color and motion: which

is the tortoise and which is the hare? Vision Res 43: 2403–2412.
Bedell, H. E., Patel, S. S., Chung, S. T. L., & Öğmen, H. (2006). Perceptual consequences
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Wallach, H. (1995). Über Visuell Wahrgenommene Bewegungrichtung. Psychologische

Forschung 20: 325–380.
Whitney, D., Murakami, I., & Cavanagh, P. (2000). Illusory spatial offset of a flash

relative to a moving stimulus is caused by differential latencies for moving and
flashed stimuli. Vision Res 40: 137–149.

Williams, J. M., & Lit, A. (1983). A luminance-dependent visual latency for the Hess
effect, the Pulfrich effect, and simple reaction time. Vision Res 23: 171–179.



23

Paying attention to the flash-lag effect

marcus v. c. baldo and stanley a. klein

Summary

In the flash-lag effect (FLE) a stationary flash is usually mislocalized as lagging behind
a moving object in spatiotemporal alignment. Nijhawan, who postulated a mechanism of
perceptual extrapolation of motion to explain the phenomenon, rediscovered this perceptual
effect. The first challenge to the motion extrapolation hypothesis included an attentional
shift mechanism as the alternative, which implicitly relied on the spotlight metaphor for
visual attention. Other explanations have been forwarded since then, such as those based on
differential latencies or perceptual postdiction. In this chapter we aim to scrutinize the role of
attention in either modulating or engendering the FLE.

23.1 Introduction

To deal with even simple challenges, such as grasping an object or avoiding a collision with
either stationary or moving obstacles, everyday life demands from us the ability to localize
a visual stimulus, within an acceptable degree of accuracy, in both space and time. Learning
how to pin down the location of an object moving along its space–time trajectory in a given
task depends on the one hand on the amount and quality of perceptual information provided
by the sensory system, and on the other hand on the correctness of the action generated
during that task. The behavioral outcome is continuously fed back to the nervous system,
therefore constraining and refining, in an adaptive way, the representation of the world both
in perception and in action.

However optimized our behavior turns out to be, the underlying perceptual edifice we
assemble from the available sensory world is by no means unique. It is at most one efficient
representation, among others, of the sensory world under circumstances that are changing.
The multiplicity of perceptual solutions usually offered to a given sensory riddle lies at the
core of the visual illusions, which we define as the mismatch between two or more percepts
generated, under different conditions, by the same stimulus.

23.2 An illusion in space–time: the flash-lag effect

Until the nineteenth century, astronomers had to rely on the eye and ear method to gauge
the space–time features of celestial events. For instance, they had to pinpoint the exact

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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moment at which a star crossed a marker in the telescope field by counting the ticks
made by a clock while visually fixating the astronomical object. Recurring disagreement
between the measurements made by different astronomers led, at that time, to the proposal
that perceptual discrepancies might arise from the relative share of attention split between
visual and auditory stimuli (Spence et al. 2001). In a more contemporary and prosaic
scenario, assistant referees often make mistakes during soccer games when judging the
relative location of an attacking player at the moment the ball touches or is passed by one
of his or her teammates (Baldo, Ranvaud, & Morya, 2002).

The common root of the above examples is the need to perform a dual task: Where was
the moving object (star or player) when the time marker was presented (a given tick or
pass)? This question is intrinsically spatial and temporal in its very essence. In the midst of
a variety of other visual illusions arising from the same question, the flash-lag effect (FLE)
stands out as a still intriguing perceptual phenomenon, hotly debated over the last years. In
the FLE, a stationary flash is perceived as spatially lagging a moving object, despite their
being physically aligned to each other at that moment (Nijhawan 1994; Baldo & Klein
1995; Lappe & Krekelberg 1998; Purushothaman et al. 1998; Eagleman & Sejnowski
2000a; Nijhawan & Khurana 2000; Patel et al. 2000; Eagleman 2001; Krekelberg & Lappe
2001; Nijhawan 2002; Schlag & Schlag-Rey 2002; Whitney 2002; Ögmen et al. 2004;
Baldo & Caticha 2005; Chappell et al. 2006; Nieman et al. 2006; Sarich et al. 2007; Linares
& Lopez-Moliner 2007).

The FLE, in fact a centenarian illusion (Wundt 1874; Metzger 1931; Mackay 1958), was
rediscovered by Romi Nijhawan (Nijhawan 1992, 1994). Nijhawan originally interpreted
the flash-lag effect as resulting from a spatial extrapolation of the moving object (“motion
extrapolation”), owing to the predictability of its trajectory. The perceptually extrapolated
position of a moving object would thus compensate for the spatial error introduced by
delays occurring throughout the visual system.

In 1995, we put forward the first challenge to Nijhawan’s explanation by demonstrating
that the magnitude of the FLE was dependent not only on the features of the moving object
(such as its speed), as previously shown by Nijhawan, but on the visual eccentricity of the
stationary flash as well (see Fig. 23.1(a)). This finding was at odds with the underpinnings
of the motion extrapolation hypothesis. According to Nijhawan’s proposal, the perceptual
forward displacement of the moving object, in order to be adaptive, should depend on
its kinematics features only, being independent of the psychophysical attributes of the
flashing dot. However, the influence of the stationary object’s physical features (such as its
eccentricity and luminance) on the magnitude of the FLE has been consistently observed
(Baldo & Klein 1995; Purushothaman et al. 1998; Patel et al. 2000; Baldo, Kihara, Namba
et al. 2002).

We first interpreted the FLE “as resulting from a longer time delay involved in the visual
processing of the flashing dots” (Baldo & Klein 1995). We proposed that some amount of
time, dependent on eccentricity, is required to bring the flashing stimulus to a sufficiently
high degree of perceptual processing for a snapshot of the moving stimulus to be taken.
According to our original proposal, “such a time delay would be related to the abrupt
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Fig. 23.1 Magnitude of the flash-lag effect obtained under different task conditions. (a) The visual
eccentricity of the flashing stimulus has a significant effect on the magnitude of the perceptual
phenomenon. “Low” and “High” correspond, respectively, to 1.7 and 3.9 deg of visual angle (Baldo,
Kihara, Namba et al. 2002). (b) The magnitude of the flash-lag effect is also dependent on the spatial
predictability of the flashing stimulus. “High” and “Low” stand for a predictability of 100% and 50%,
respectively, regarding the presentation location of the flashing stimulus (Namba & Baldo 2004).
(c) When attention is symbolically cued to the flashing stimulus’ potential location of appearance,
the magnitude of the flash-lag effect varies according to the cueing validity. “Valid” indicates that
the flashing stimulus indeed appears at the cued site; “Invalid” indicates otherwise (Namba & Baldo
2004).
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onset of the flashing dots and might involve attentional mechanisms, either in capturing
attention or in shifting the focus of attention from one place [the flashing dot] to another
[the moving stimulus] across the visual field.” Implicitly embedded in our account was
the adoption of a spotlight metaphor as a framework to conceive the dynamics of visual
attention (Tsal 1983).

Three years later, other independent groups reported on empirical findings that, yet
again, could not be fitted into the motion extrapolation scheme. These authors showed, for
instance, the robust dependence of the FLE on the trajectory of the moving stimulus (Lappe
& Krekelberg 1998; Whitney & Murakami 1998) as well as on the luminance of both
moving and stationary stimuli (Lappe & Krekelberg 1998; Purushothaman et al. 1998).
From that time forth, the way was paved for a multitude of different approaches, views
and accounts, within and around the flash-lag phenomenon (for reviews, see Nijhawan
& Khurana 2000; Eagleman 2001; Krekelberg & Lappe 2001; Nijhawan 2002; Schlag &
Schlag-Rey 2002; Whitney 2002).

23.3 The role of attention in the flash-lag effect

23.3.1 Does attention modulate the FLE?

Perception is strongly modulated by the organism’s momentary goals and expectations.
At least in part, this cognitive control over perception is due to attentional mechanisms.
According to Palmer (1999), “[ . . . ] attention somehow plays a very important role in our
conscious perception of visual events, by enabling non-conscious visual processing to reach
consciousness and/or by creating durable representations in memory that can be used to
report fleeting conscious perceptions that would otherwise disappear without a trace.” As
to the behavioral counterpart of visual attention, it manifests itself in speeding up reaction
times and in increasing both sensitivity and efficiency of detection and identification of
visual targets (Pashler 1998; Palmer 1999). These facilitatory processes may arise from
either the goal-directed and voluntary (top-down) or stimulus-driven and automatic (bottom-
up) deployment of attention.

Our first demonstration of a putative role of visual attention in modulating the flash-lag
effect was based on a hazy empirical foundation (Baldo & Klein 1995). The main idea was
centered on the time delay required to shift attention from the flashing stimulus’ location to
the moving stimulus’ pathway, in order to make a spatial judgment of their relative locations.
The influence of visual eccentricity on attentional shifts was, however, confounded with
its even stronger influence on basic sensory issues, such as temporal latencies and spatial
resolution. Later on, we were able to refine our analysis, providing more convincing support
to the contribution of visual attention to the FLE (Fig. 23.1(b) and 23.1(c)). The magnitude
of the FLE was shown to be modulated by the spatial predictability of the flashing stimulus
(Baldo, Kihara, & Klein, 2000; Baldo, Kihara, Namba, et al. 2002; Baldo & Namba 2002)
as well as symbolic cueing (Namba & Baldo 2004). Moreover, a modulatory role of either
bottom-up or top-down deployment of attention was recently implemented in a simple
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feedforward neural network (Baldo & Caticha 2004, 2005; Cravo & Baldo 2008) that was
able to not only replicate a long list of empirical findings but also encapsulate, in a unifying
perspective, the main current accounts concerning the FLE.

Although challenged by conflicting results (Khurana & Nijhawan 1995; Khurana et al.
2000), the inherent involvement of attention in the FLE has been broadly supported by
several other reports stemming from a diverse range of methodological and conceptual
approaches (Eagleman & Sejnowski 2000b; Sheth et al. 2000; Rotman et al. 2002; Kanai
et al. 2004; Vreven & Verghese 2005). More tellingly, recent findings by Chappell and col-
leagues have shown that the mere presence of a flash alters the perception of the position of
a moving object by means of a stimulus-driven process they called task-relevant attentional
capture (Chappell et al. 2006). Besides, by explicitly manipulating visual attention via a
dual-task procedure, Sarich and colleagues were able to demonstrate the effect of dividing
attentional resources on the flash-lag magnitude, thus strengthening the view according to
which attentional processes should be included in a comprehensive model of the flash-lag
illusion (Sarich et al. 2007).

The answer to this section’s opening question, therefore, seems to be “yes, attention does
have an effect on the FLE.”

23.3.2 Does attention cause the FLE?

Considerable support from neuroanatomy and neurophysiology indicates that processing
streams in the visual pathways are segregated so that perceptual dimensions such as loca-
tion, motion, color, and object identity are processed in separate brain areas. Therefore,
the attributes of an object, from local features to abstract properties, have to be bound
together into a coherent representation by means of coordinated activity taking place across
widespread neuronal populations. Also, because multiple objects fall within the usually
large receptive field of a given neuron belonging to later stages of visual processing, stimuli
have to compete to achieve perceptual representation. From empirical, computational, and
conceptual grounds, a converging theoretical framework points to a fundamental role of
attention in both processes: selection of competing stimuli and binding of multiple per-
ceptual dimensions (Kastner & Ungerleider 2000; Engel et al. 2001; Corbetta & Shulman
2002; Lamme 2003; Dehaene et al. 2006; Roelfsema 2006; Serences & Yantis 2006).

Everyone who was ever engaged in judging, during a psychophysical procedure, the
relative locations of moving and flashing stimuli knows how effortful the process of focusing
attention on the perceptual task is. In fact, a whole set of cognitive operations is in progress
during even such a simple perceptual task, where top-down factors include goal definition,
action planning, working memory, and selective attention (Kastner & Ungerleider 2000;
Engel et al. 2001; Corbetta & Shulman 2002).

In Schlag’s and Schlag-Rey’s own words, “once the signal of an event is received by the
brain, it can be used for sampling, probing or starting a process” (Schlag & Schlag-Rey
2002). An abrupt-onset event (flash) would thus start the process of the perceptual com-
parison between the moving and flashing stimuli’s relative locations. This process should
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require an attention shift from the flashing stimulus to the moving stimulus and would,
therefore, take some amount of time. Although quite similar to our original account regard-
ing the involvement of attention in the FLE, the above statement differs in an important
way. The shift from the stationary stimulus to the moving one does not have to occur within
physical space, but it might be an object-based shift instead.

Growing evidence, from both psychophysical and neurophysiological approaches, has
shown that selective attention operates not only on a space-based representation but under-
goes object-based reallocations in which the boundaries of extended objects also determine
what is attended and how attention is deployed (Corbetta & Shulman 2002; Yantis &
Serences 2003; Khayat et al. 2006). Therefore, attending to a spatial location is just one
way the brain can select relevant sensory information. Attention can also be directed to
different features of an object (such as its color and shape) or can even be shifted between
different objects. A frontoparietal cortical network known to be recruited for spatial atten-
tion also seems to be involved in other kinds of visual selection (Corbetta & Shulman 2002;
Lamme 2003).

In view of the fact that the FLE endures even under circumstances in which there is
no sizeable spatial separation between the flashed and the moving stimuli (Khurana &
Nijhawan 1995), a spatial shift of visual attention needn’t play a relevant part in generating
this perceptual illusion. However, we can conceive that, starting with the detection of the
flash, a shift (or spread) of attention from the stationary object to the moving object has to
occur to bind them together into a unitary package, allowing the completion of the perceptual
judgment. This object-based attentional shift would most likely require time to be carried
out, regardless of any spatial separation between both visual stimuli. The time spent shifting
attention between different objects (or, alternatively, in spreading over different parts of
a single object) would lead to a percept whose components consist of a moving stimulus
further ahead along its motion pathway. Of course, postulating an attentional shift from the
stationary to the moving object assumes that attention should be initially grabbed by the
abrupt-onset stationary stimulus. In fact, the relevance of this stimulus-driven attentional
capture was demonstrated in the context of the FLE (Chappell et al. 2006). Yet we can also
consider a nondirectional attentional spread over the object (in feature space) that starts
when the abrupt-onset stimulus is presented but not necessarily from where it is presented.
In this sense, “attention” would be a time-consuming process required to bind together
the parts of the object into a unified and coherent whole (where the time elapsed would,
again, lead to the flash-lag effect). The idea of a time-consuming process appears also
under different names in different frameworks, for instance the “postdiction” (Eagleman &
Sejnowski 2000a) and “sampling” (Brenner & Smeets 2000) hypotheses, which nonetheless
may share important underlying aspects.

Temporal delays associated with the integration of a spatially extended object have been
linked by other scholars as well to a time-consuming shift or spread of visual attention,
concerning both visual perception in general (Roelfsema et al. 2000; Houtkamp et al. 2003;
Enns & Oriet 2004) and the FLE in particular (Kanai et al. 2004; Chappell et al. 2006; Sarich
et al. 2007). Also, the central idea presented here is akin to the “object updating” scheme
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offered by Enns and Oriet (2004) in order to account for the perceptual asynchrony illusion,
PAI (Moutoussis & Zeki 1997). In the PAI, observers are asked to report one attribute (e.g.,
color: red vs. blue) that is cyclically alternating with another, also alternating, different
attribute (e.g., orientation: vertical vs. horizontal). Enns and Oriet (2004) interpret the
observed perceptual asynchrony as the consequence of shifting attention from a “defining”
attribute (say, color) to a “report” attribute (say, orientation). Enns and Oriet (2004), to
the extent of our knowledge, were the first authors to point out a functional connection
between the PAI and the FLE, widening the focus of empirical and conceptual approaches.
The temporal continuity of an object as such seems also to be important to preserve the
flash-lag illusion. Moore and Enns (2004) have shown that disrupting the continuity of
the moving object by a sudden change in color or size diminishes or even abolishes the
FLE. This phenomenon, although still compatible with the present object-based attentional
account, calls for a more elaborate model of visual integration, because attention is now
being grabbed by another transient stimulus, which leads to a newly formed object that
must also compete for binding.

A neat consequence of the present account relies on its generality. Because the main idea
pivots on an attentional shift (or attentional binding) in feature space rather than physical
space, the engendering mechanism would hold as long as a perceptual comparison is to
be made between a reference, “stationary,” stimulus and a “changing” stimulus, where
“stationary” and “changing” refer to variables in any sensory feature space. A sole, object-
based attentional shift or spread mechanism could, therefore, account for the appearance of
the FLE in tasks, wherein the perceptually assessed variables go beyond spatial localization
and comprise features such as color, luminance, and even stimulus complexity (Sheth et al.
2000). Still more general is the fact that the present attentional account conveys the potential
emergence of the FLE in a sensory modality other than the visual system, or even across
different modalities (Alais & Burr 2003). Under these broad perceptual scenarios, the recipe
we offer is simple: given that a reference, abrupt-onset, stimulus is perceived, attention is
recruited to bind it to a changing stimulus, whose current status must be recorded; because
this attentional binding takes some amount of time, the changing variable will be pinned
down at an advanced location within its feature space.

In an attempt to sum up, one possible answer to this section’s question is: “Yes, attentional
mechanisms might well be responsible for causing the FLE.”

23.4 Epilogue

Over the years, several reports have resorted to attentional mechanisms to explain a class of
perceptual phenomena closely related to FLE. The relationship between the FLE and those
phenomena relies on the very nature of the perceptual judgment: a visual localization in
space and time. Among these phenomena, one of the oldest is the Fröhlich effect, in which
a moving object coming out from an occluding edge is seen to first appear at some distance
from the edge (Fröhlich 1923; Müsseler & Aschersleben 1998; Kirschfeld & Kammer 1999;
Kerzel & Müsseler 2002; Kerzel & Gegenfurtner 2004). Attention-shifting explanations
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have been offered as the basis of the Fröhlich effect (Müsseler & Neumann 1992; Müsseler
& Aschersleben 1998; Kirschfeld & Kammer 1999; Kerzel & Müsseler 2002; Kerzel &
Gegenfurtner 2004) as well as of several other visual illusions, such as the representational
momentum (Hayes & Freyd 2002; Kerzel 2003; Hubbard 2005), the line motion illusion
(Hikosaka et al. 1993; Kirschfeld & Kammer 2000), the onset repulsion effect (Kerzel &
Gegenfurtner 2004), the tandem effect (Müsseler & Neumann 1992), and the flash-shift
effect (Shim & Cavanagh 2003).

Yet, we have to be careful not to convert attentional explanations into a theoretical
panacea for the empirical queries we struggle to solve. Given the misty state of affairs
in which conceptual and experimental models of attention unfold, we have to be fully
aware of the dangers of straightforwardly invoking a cure-all wonder solution ready to
crack a stiff cluster of problems. Otherwise, we can quickly come up with an expla-
nation that either lacks a theoretical stem deeply rooted in psychophysical and neuro-
physiological foundations or lacks empirical content, being shielded against experimental
refutation.

As a final question: Is the FLE a sensory phenomenon modulated by attentional mecha-
nisms or an attentional phenomenon modulated by sensory mechanisms? Indisputably, not
only the FLE but also the building up of any percept depends on the stimulus parameters.
Therefore, the time-consuming process involved in attentionally binding multiple objects
(or a single extended object) must be added up to the temporal delays brought about by
the basic neural mechanisms operating along the entire sensory pathways. The FLE, as a
spatiotemporal illusion, might encompass spatial and temporal mechanisms ranging from
basic and local neuronal interactions (Berry et al. 1999; Erlhagen 2003; Cantor & Schor
2004; Baldo & Caticha 2005; Cravo & Baldo 2008) to cognitive integration over distributed
cortical networks (such as discussed in the present chapter). For that reason, we should
not be surprised by observing such an enormous susceptibility in the perceptual outcome
involving the FLE. On the sensory side, a flash-lag may even be turned into a flash-lead
effect under the appropriate luminance settings (Purushothaman et al. 1998; Patel et al.
2000); on the cognitive side, the magnitude of FLE may be reduced by disrupting the
temporal continuity of the moving object (Moore & Enns 2004) or inflated by withdrawing
attentional resources from the target (Sarich et al. 2007).

In conclusion, we believe that the flash-lag phenomenon arises from a spatiotemporal
integration that involves a time-consuming cognitive process, most likely an attentional
mechanism required to select and bind perceptual features distributed over widespread
neural networks. Naturally, psychophysical parameters also shape the dynamics of the spa-
tial and temporal processing, being an integral part of the overall phenomenon. Therefore,
questions such as those in the previous paragraph seem to be misleading. Both sensory
and attentional mechanisms may be considered either causal or modulatory factors depend-
ing, for instance, on the specific experimental strategy devised to approach the flash-lag
phenomenon. In view of that, a fruitful investigative program should rely not only on an
unremitting search for relevant experimental findings but also on a deeper scrutiny of the
words and concepts we choose to explain these findings.
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Illusions of time, space, and motion: flash-lag meets
chopsticks and reversed phi

stuart anstis

Summary

In the “chopstick illusion” (Anstis 1990, 2003) a vertical and horizontal line overlapped to form
a cross and followed clockwise circular orbits in counterphase, with one line being at 6 o’clock
when the other was at 12 o’clock. The intersection of the lines moved counterclockwise, but
it was wrongly perceived as rotating clockwise. This chopstick illusion reveals how moving
objects are parsed, based upon the intrinsic and extrinsic terminators of lines viewed through
apertures. We conclude that intersections were not parsed as objects, but instead the motion of
the terminators (tips) propagated along the lines and was blindly assigned to the intersection.
In the similar “sliding rings illusion,” we found that observers could use their eyes to track
intersections only when these appeared rigid and not when they appeared to slide. Conclusion –
smooth pursuit eye movements are under top-down control and are compelled to rely upon
perceptual interpretation of objects.

In the “flash-lag” effect, a static object that is briefly flashed up next to a moving object
appears to lag behind the moving object (Nijhawan 2002). We superimposed a flashed spot
on a chopsticks intersection that appeared to be moving clockwise along a circular path but
was actually moving counterclockwise. We found that the flash appeared displaced clockwise.
This was appropriate to the physical, not the subjective direction of rotation, indicating that
the flash-lag and the chopstick illusions coexist without interacting. Similarly, the flash-lag
effect was unaffected by reversed phi. Probably the flash-lag occurs early in the visual system,
before motion signals are parsed into moving objects.

24.1 Introduction

In 1990, I published a “chopstick illusion” (Anstis 1990), as shown in Fig. 24.1(a). A
vertical line and a superimposed horizontal line move in counterphase along clockwise
circular paths, without rotating. The chopstick illusion arises in the central intersection,
where the two lines cross. This actually moves counterclockwise around a circle, but it is
incorrectly perceived as moving clockwise. In our view, the local motion signals from the
intersection are ignored because the sliding intersection is not parsed as an object. Instead,
clockwise motion signals from the terminators propagate along the two lines and are blindly
assigned to the central intersection – even though there is no single spatial phase that can
be assigned to this intersection.

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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(a) (b)

Fig. 24.1 The chopstick illusion.

24.2 Observations from naive students

A class of 208 undergraduate students in a large lecture hall viewed versions of the chopstick
illusion from a great variety of viewing distances and angles. Results were consistent across
observers. First of all, 99% of them correctly identified the path of a control stimulus – a
small plus sign that circled clockwise. The plus sign was then replaced with a large cross
whose horizontal and vertical arms ran off the side and top and bottom edges of the screen.
Surprisingly, only 54% saw it correctly as clockwise, 46% incorrectly as counterclockwise.
These close-to-chance results suggest that line terminators contribute much more than the
central intersection toward judgments of trajectories. When shown a version of Fig. 24.1(a),
in which the lines moved clockwise and the central intersection moved counterclockwise,
97% of the observers incorrectly reported the central intersection as moving clockwise.
Thus almost everybody experienced the chopstick illusion.

24.2.1 Transparent edges

In Fig. 24.1, edges work just as well as lines. In Fig. 24.1(b), two overlapping transparent
squares both move clockwise. Their two intersection points actually move counterclockwise
but appear to move clockwise. It is not necessary for the squares to obey the rules of
transparency (Metelli 1974): the illusion still holds whatever the brightness of the region
of overlap (not shown).

24.2.2 Aperture effects

If Fig. 24.1 is viewed through a stationary square aperture (Fig. 24.2), the illusion disappears
and the central intersection is perceived as a single rigid cross circling counterclockwise
instead of as two sliding lines circling clockwise. The square aperture hides the clockwise
signals that usually come from the ends of the lines, but in Fig. 24.2(b) the floating outline
just touches all four tips of the two rotating lines and the lines can still be seen in their
entirety, so all the terminator information is still available. Yet now, the illusion is gone and



410 IV Spatial phenomena: forward shift effects

(b)(a)

Fig. 24.2 The chopstick stimulus seen through a stationary aperture.

(a) (b)

Fig. 24.3 (a) The chopstick stimulus seen through an oblique slot in a black mask. (b) Same as (a),
except the mask is white and invisible.

the contrast intersection is correctly seen as a rigid cross moving counterclockwise. Why
should the illusion vanish when the entire rods are still visible? Probably, the bare line ends
in Fig. 24.1 are taken as “intrinsic terminators” (Shimojo et al. 1989) – the actual ends of
the lines – whereas when the very same ends touch the floating frame in Fig. 24.2(b), they
are interpreted as “extrinsic terminators,” hidden behind the square frame and giving no
clues as to the real motion of the lines. So the visual system perceives a rigid, not a sliding
cross, whose motion is correctly determined locally as being counterclockwise.

Figure 24.3(a) shows the chopstick stimulus of Fig. 24.1 viewed through an oblique slot
in a visible black mask. Result: 87% of observers perceived this as a rigid cross circling
coherently counterclockwise. Here and in Fig. 24.2(a), the ends of the lines were perceived
as “extrinsic” (Shimojo et al. 1989), that is, as occluded by the aperture and extending
behind it, and did not influence the perceived motion of the central intersection.

Figure 24.3(b) is identical to Fig. 24.3(a), except that now the mask is white and invisible.
Result: 94% of observers perceived the intersection as sliding along an oblique axis parallel
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(a) (b)

Fig. 24.4 (a) The chopstick stimulus made of twenty-two horizontal and twenty-two vertical lines.
Reduced number of lines is shown for clarity. (b) The same stimulus as (a), except with a hole in the
center.

to the slot (thick oblique arrow). Here the line tips were perceived as real or “intrinsic” and
their oblique motion determined the perceived motion of the center. The individual lines
were perceived as moving obliquely and the central intersection likewise. Thus parsing of
the terminators radically altered both perceived rigidity and perceived direction of motion.

Thus, when the terminators are perceived as intrinsic, they drive the chopstick illusion,
but when they are perceived to be extrinsic – a consequence of occlusion by the aperture –
they are ignored. Stoner and Albright (1994) comment: “[Results like these] are particularly
important because they emphasize the ability of cues for feature classification to “act at
a distance,” governing the integration of motion signals at locations in the image where
segmentation cues are either absent or ambiguous. Models of motion signal integration
must thus provide for the influence of such non-local information.”

24.2.3 Multiple lines

In Fig. 24.1, there are four line terminators but only one intersection. We tested whether
the tips won out by sheer force of numbers by increasing the number of lines. In
Fig. 24.4, there are 22 vertical and 22 horizontal lines, which gives 88 terminators and
484 (222) intersections. Now the intersections outnumber the terminators by 5.5:1, yet a
chopstick illusion is still seen. We conclude that the chopstick illusion is not caused by
mere force of numbers. (For clarity the number of lines is reduced in Fig. 24.4.)

We wondered whether the terminators won out over the intersections merely because the
terminators were on the outside of the figure. We can take as an analogy Sinha and Poggio’s
(1996) well-known two faces of Clinton side by side. One had Clinton’s hair and the other
had Gore’s hair (superimposed by means of Photoshop). Naive observers identified the two
men as Clinton and Gore, showing that they used the outer hairline rather than internal
features (eyes, nose, mouth) to identify the faces. Perhaps the movement of a display tends
to be identified by the movement of its outermost parts? We falsified this by punching
a hole in the middle of Fig. 24.4(a). Now, as before, the terminators moved clockwise
and the intersections still moved counterclockwise but appeared to move clockwise in the
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Now is the time for all
good
men
to come
to the
aid of
the

party

Fig. 24.5 The chopstick stimulus with stationary texture (printed text).

usual chopstick illusion. But now, a central white square was visible, defined by the inner
terminators around the edges of the “hole” (Fig. 24.4(b)). This hole was correctly seen as
moving clockwise. We conclude that terminators drove the perception of motion in this
display, no matter whether their position was internal or external and no matter whether
they pointed inward or outward.

24.2.4 Texture

Information that a line moves along its own length can come from the line terminators or
equally well from texture painted on the line. But in Fig. 24.5 we gated stationary texture
(printed text) with moving lines. Result: The stimulus underwent scission or splitting into
different perceptual depth planes, with the lines looking like transparent slits or elongated
portholes through which slices of a stationary background texture could be seen. The
clockwise chopstick illusion was still present, so the clockwise terminators won out over
the stationary dots and over the counterclockwise intersection.

24.2.5 Tip paths matter, intersection’s path does not

The circular path of the central intersection is geometrically a Lissajous figure (Jean Antoine
Lissajous 1822–1880). The horizontal position x of the intersection is determined by the
vertical rod, and the vertical position of the intersection is determined by the horizontal
rod: x = r ∗ sin(a), y = r ∗ cos(a). Although the intersection rotates clockwise, it appears
to share the counterclockwise motion of the tips. Suppose we double the speed of the
horizontal rod but do not change the vertical rod, so that x = r ∗ sin(a), y = r ∗ cos(2
∗ a). Now the intersection’s path is a vertical figure 8 – also a Lissajou figure. However,
observers still perceive the path of the intersection to be a clockwise circle – they cannot
see the figure 8 at all. Finally, let us make the vertical rod trace out a vertical figure 8 while
the horizontal rod traces out a horizontal figure 8 (Fig. 24.6). Now the intersection appears
to trace out a “crazy” path, like some combination of figure 8s that the observers are unable
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Fig. 24.6 Each line moves along a figure 8 path. The intersection actually moves obliquely (central
arrow), but observers perceive it as following a complicated crazy path.

(a) (b)

Fig. 24.7 Ambiguously moving rings. (a) Rings with painted-on dots appear to rotate as a single rigid
figure 8. (b) When the dots float on the rings, always remaining at 12 o’clock, the two rings appear
to rotate independently and slide over each other.

to resolve. If asked to sketch the intersection’s path on a piece of paper, they usually declare
that they cannot. Yet if an opaque screen with a circular hole is dropped over the display,
they see at once that the intersection is merely moving back and forth along an oblique line!
This simple path is completely unavailable to conscious scrutiny. Thus covering up the line
tips allows observers to see the true motion of the intersection, and leaving them visible
masks this motion. It is clear that the perceived path of the intersection is strongly driven
by the line terminators, and only very weakly, if at all, by the actual path of the intersection.

24.2.6 Sliding rings

In Fig. 24.7 the terminators were removed by bending the lines around into rings. One dot
painted on each ring radically altered the perceived motion. When the dots rotated in step
with the rings (Fig. 24.7(a)) observers reported a rigid welded figure 8, rotating coherently.
This satisfies the rigidity constraint (Ullman 1979). When the dots floated at 12 o’clock
on each ring (Fig. 24.7(b)) observers reported two separate rings sliding over each other.
This minimizes the motion within each ring by sacrificing rigidity (Ullman 1979; Shiffrar
& Pavel 1991). Thus, each ring coheres with its dot rather than with its intersection. These
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results cannot be predicted from the vague idea that the visual system prefers “simplicity”
or a “good Gestalt.”

A naive observer tracked the intersection of the two rings in Fig. 24.7(a) or (b) while his
eye movements were recorded. The mean tracking errors for the intersections of the rigid
figure 8 (a) and of the two sliding rings (b) were, respectively, 1.04 deg and 9.93 deg of
visual angle (Shimozaki & Ballard, unpublished data). This almost tenfold ratio in tracking
errors suggests that smooth pursuit movements are not merely a bottom-up retinal feedback
system (Lisberger et al. 1987; Krauzlis 1994) but may be strongly influenced by top-down
cognitive processes such as object interpretation (Kowler 1990).

24.3 Chopsticks and the flash-lag effect

In the well-known “flash-lag” illusion (Mackay 1961), a flashed stimulus is presented
physically aligned with a continuously moving object, and the flash is visible in a lagging
position relative to the moving object (reviewed by Nijhawan 2002). This illusion has been
variously attributed to motion extrapolation (Khurana et al. 2000), in which the observer
predicts where a moving object will be soon, rather like a hunter who shoots ahead of a rabbit
instead of directly at it. It has been attributed to differential latency (Whitney, Murakami,
et al. 2000; Whitney, Cavanagh, et al. 2000), in which the neural signal from a flashed
object is thought to be delayed relative to the signal from a moving object. Eagleman
and Sejnowski (2000) attributed it not to prediction but to postdiction. Krekelberg and
Lappe (2000) suggest that the perceived distance between a moving and a flashed dot is
not determined from a “snapshot” of the image but by temporal averaging. The distance is
averaged over a time period of about 600 msec, which would allow the visual system to
improve its accuracy but would also lead to a misperception of the distance between the
objects. Finally, Baldo et al. (2002) attribute the effect to attentional allocation.

We combined the flash-lag effect with the chopstick illusion. The brief flash was superim-
posed on the chopstick intersection in Fig. 24.1(a) – an intersection that was really moving
to the left but apparently moving to the right. We tested whether any flash-lag effect would
be appropriate to the physical or perceived direction of rotation. A flash that lagged behind
the true physical rotation would suggest that the flash-lag effect occurred early in the visual
system, before local motion signals were parsed into moving objects. On the other hand,
a flash that lagged behind the illusory direction of rotation would suggest that the visual
system parsed the motion first and saw the flash-lag illusion second.

Method. Three observers viewed a version of Fig. 24.1(a), in which the intersection
followed a circular path of diameter 6 deg at a rotation rate of 0.9 rev/sec. When each
line moved clockwise, their central intersection followed a path that also appeared to be
clockwise but was actually counterclockwise. Once on every rotation a small white disk
was flashed up exactly centered in the intersection. Observers gazed at a central fixation
point and were asked to report upon the perceived position of the flashed disk relative
to the intersection. The flash could occur at any of eight positions around the trajectory.
The flash was centered on the moving intersection, but the flash-lag illusion shifted its
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Fig. 24.8 Results of a flash-lag experiment in which a flash was superimposed at eight different
positions of a rotating intersection in the chopstick illusion for (a) intersections moving counterclock-
wise, (b) intersections moving clockwise. Crosses show positions of intersections and disks show
the objective nulling position of the flash that appeared subjectively superimposed on the intersec-
tions. Results are appropriate to physical, not illusory, direction of movement of the intersection of
the lines.

apparent position, either clockwise or counterclockwise. The observer nulled out this flash-
lag illusion by striking one of two keys that physically offset the flash either clockwise or
counterclockwise. This titrated the illusion against a compensatory spatial offset, which
was recorded for later analysis (Anstis 2007).

Results. These are shown in Fig. 24.8, with results for clockwise and counterclockwise
rotations being plotted separately (mean of three observers). Figure 24.8(a) shows that when
the intersections of the rods moved counterclockwise, the null position of the flash, at which
it appeared superimposed on the intersection, was shifted counterclockwise through a mean
angular rotation of 6.7 deg. So without this nulling offset, each flash would have appeared in
a clockwise – shifted position, where the moving intersection had just been some 20.8 msec
ago. This clockwise subjective lag, caused by the flash-lag effect, is appropriate to the
physical counterclockwise motion of the intersection, not to its subjective clockwise motion.
Correspondingly, when the intersections of the rods moved clockwise in Fig. 24.8(b), the
nulling offset of the flash was shifted clockwise by 19 msec.

We conclude that the direction of the flash-lag effect was consistent with the objective, not
the subjective motion of the intersection. Therefore the flash-lag effect was not influenced
by the chopstick illusion, which implies that it occurs early in the visual system, before
local motion signals are processed to give parsed moving objects.

Were these results obvious? After I had collected the data, I informally approached two
leading authorities, named A and B, who have both published on the flash-lag effect. I asked
them to guess whether I had found that the flash-lag effect was (1) absent, (2) appropriate
to the true, physical direction of rotation, or (3) appropriate to the illusory direction of
rotation. Chance performance would be 1.5 guesses, on average. A took two guesses and
B took three. Names are withheld by request of A and B.
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(a) (b) (c)

Fig. 24.9 (a) Initial starting positions of three white disks are shown as dashed circles. The disks
move horizontally at 11 deg/s, with the top and bottom disks moving to the right and the middle disk
moving to the left. As they pass through the position of vertical alignment, three vertically aligned
black spots briefly flash up, at the centers of the disks. (b) Artist’s impression of how the stimulus
looks. The three black dots, which appear to lag behind the centers of the moving disks, appear to
lie in a shallow left-pointing V or chevron, whereas the disks themselves appear to lie in a more
marked left-pointing chevron. (c) Null settings of the disks and spots at which they look subjectively
vertically aligned. (c) is approximately a mirror image of (b).

24.3.1 Three spots show that flash-lag is not caused by differential latencies

One popular explanation of the flash-lag effect attributes it to differential latencies. The
idea is that the neural signal from a flashed stimulus is delayed relative to the signal from a
moving object (Whitney, Murakami, et al. 2000; Whitney, Cavanagh, et al. 2000). However,
I now present some observations that seem to rule out a simple differential latency model.
Three white disks move along parallel horizontal paths (Fig. 24.9(a)). The top and bottom
disks move to the right and the middle disk moves to the left. At the moment when they
pass each other and are vertically aligned, a spot flashes up in the center of each disk
so that three vertically aligned dots flash up simultaneously, centered in the three disks.
Result: The percept is shown in Fig. 24.9(b). Each spot appears to lag within its disk and
looks displaced toward the rear edge of the disk. In addition, the three disks look like a
chevron or V pointing to the left, that is, like a snapshot taken of the three disks just after
they pass each other. The combination of these two effects causes the three spots also to
form a shallower subjective chevron that also points to the left. In other words, the middle
spot looks shifted to the left compared with the top and bottom spots, like a vernier offset
(Fig. 24.9(b)). The three moving disks appear to be displaced, as if perceptually registered
a little later than their actual occurrence. In addition, the flashed spots are perceptually
misaligned with each other, not just with the moving objects. Because there can be no
relative delays between the three simultaneously flashed stationary spots, it follows that
relative delays cannot account for the subjective vernier misalignment of the spots. Indeed
it suggests that this flash-lag effect is not temporal but spatial in nature.

The apparent offsets were measured by a null method. The white disks were each 1.3 deg
in diameter and were vertically separated by 1.5 deg between centers. The top and bottom
disks started from the left and the middle disk started from the right. The disks moved at
11 deg/sec and covered a horizontal trajectory of 9.5 deg in 860 msec. At the instant when
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the three disks lined up vertically, a vertical row of three black dots of diameter 0.8 deg was
flashed up, each dot lying in the center of one of the disks. A fixation point was provided
near this central position (see Fig. 24.9(a)). Observers reported that the disks and black dots
appeared to be subjectively offset, with the central disk and the central spot both appearing
to be displaced to the left (Fig. 24.9(b)). The observers were provided with four keys. Two
of these keys shifted the physical position of the central white disk to the left and right, and
two other keys independently shifted the physical position of the central black dot to the
left and right. Observers adjusted the positions of the central disk and spot until all three
disks and spots appeared to be vertically aligned when the dots were flashed up. They then
hit the space bar, which printed out their results. These results were analyzed later offline.

Results are shown in Fig. 24.9, which is drawn to scale. Figure 24.9(a) shows the stimulus
setup, in which the top and bottom disks move to the right while the middle disk moves
to the left. When the disks are vertically aligned, a black spot is flashed up briefly in the
center of each disk. Figure 24.9(b) shows that the spots and the disks appear subjectively
to lag behind their true positions, and Fig. 24.9(c) shows the null settings, in which the
three disks and spots appeared to be vertically lined up when the central disk was actually
displaced to the right by 1.26 deg ± 0.06 deg – almost exactly one disk diameter – and
when the central black spot was actually displaced to the right by 0.71 deg ± 0.073 deg –
almost one dot diameter (mean ± 1 SE for 4 observers).

The lag of each spot within its disk, and the V-shaped apparent layout of the three disks,
comprises the classic flash-lag illusion, and they are consistent with the flashed spots’
having a longer latency than the moving disks. One can argue that when a visual snapshot
of the three spots is taken and superimposed on the disks, the disks have already moved
to a later position. However, the vernier misalignment between the three spots cannot be
explained in this way. It cannot be caused by a relative delay, because all spots are flashed
up simultaneously. (Incidentally it is unlikely to be an artifact caused by induced movement
or position contrast from the moving disks because these hypothetical effects would shift
the spots into a subjective chevron that would point to the right, whereas it actually pointed
to the left.) We conclude that no relative-latency theory can explain these data.

Cai and Schlag (2001) have made the same argument based on a bar motion experiment.
Two bars are traveling in opposite directions and when they line up exactly, a secondary
change is added – they either both turn blue or they both get longer, or any number of
other things. The apparent location of the changes is offset in the direction of motion
(opposite directions). Cai used this new form of illusory conjunction to argue that the
flash-lag necessarily has a spatial component because no temporal delay could put the
secondary changes where they had never been. His demonstrations can be viewed at
http://visionlab.harvard.edu/Members/Rick/Master.htm

Kreegipuu and Allik (2004) also argued that the flash-lag effect has both a temporal and
spatial component, and they were able to measure these separately. They presented a moving
stimulus that changed its color at a certain moment. The observer indicated, in two different
tasks, where and when the color change occurred in relation to a stationary reference flash.
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Fig. 24.10 Sixteen radii rotated slowly clockwise (black arrows), changing polarity on every frame.
(For clarity, only eight radii are shown.) They seemed to rotate counterclockwise, owing to reversed
phi (white arrows). When a radius reached 12 o’clock, a double-headed arrow flashed up (third
frame), and observers reported its position. Result: It appeared displaced counterclockwise from the
radii, appropriate to the physical clockwise rotation, not to the counterclockwise reversed-phi.

Results show that the perceived time of the color change was not congruent with the
perceived location of the color change. The color change was perceived simultaneously
with the flash but was shifted in position.

24.3.2 Reversed phi

We also examined the flash-lag effect for a second type of apparently reversed motion,
namely reversed phi (Anstis 1970; Anstis & Rogers 1975; Rogers & Anstis 1975).

When two identical pictures are flashed up in sequence, with a small spatial shift between
them, apparent motion is seen in the direction of the shift. However, if one picture is
the photographic negative of the other, with blacks turned to white and vice versa, the
perceived motion is opposite to the actual shift, in the direction of the earlier stimulus. This
phenomenon has been called reversed phi (Anstis 1970; Anstis & Rogers 1975; Rogers &
Anstis 1975). It can be shown (Lu & Sperling 1999) that the motion energy (Adelson &
Bergen 1985) in the reversed-phi stimulus is in the direction of the perceived, backward
motion.

We prepared a movie in which sixteen radii lay within an annulus with an inner diameter
of eccentricity 6 deg and an outer diameter of eccentricity 14 deg (Fig. 24.10). These
radii rotated clockwise around their common center at a rate of 3 rev/min (20 sec/rev).
On every frame the pattern rotated through 1 deg, and the radii reversed their polarity at
a flicker rate of 4.5 Hz, being black on the odd-numbered movie frames and white on the
even-numbered frames. Thus, each frame was the photographic negative of its predecessor.
We found that the perceived direction of motion depended upon the eccentricity of the
radii. If observers tracked a single radius with their eyes, holding the radius in central
vision, they correctly perceived it as moving clockwise. However, if they fixated the center
of the rotating pattern, the radii, seen eccentrically, appeared to move counterclockwise,
owing to reversed phi. (The stimulus was paradoxical in that the motion was perceptually
counterclockwise, yet over a long period of fixation it was clear that the locus of the radii
was moving clockwise.) Following a period of fixation, if the motion was stopped a strong
clockwise motion aftereffect was seen. This was appropriate to the illusory, reversed-phi
direction of seen movement, not to the direction of the physical displacement of the radii.
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This suggests that the illusory reversed phi was stimulating and adapting neural motion
sensors fairly early in the visual pathways (Braddick 1974, 1980).

We combined reversed phi with the flash-lag illusion. Every time a radius reached the
12 o’clock position, which happened sixteen times per revolution, arrows were flashed up
at the 12 o’clock and 6 o’clock positions. These were actually aligned with the radii at
12 and 6 o’clock, but any flash-lag illusion would make them look misaligned. Observers
were asked to make three qualitative observations in their own time: (1) Was there any
apparent misalignment? (2) If so, in which direction was it? (3) In which direction did the
radii appear to rotate – clockwise or counterclockwise? Our purpose was to see whether
any flash-lag effect was in a direction appropriate to the clockwise physical displacement
of the radii or to their perceived (counterclockwise) direction of motion caused by reversed
phi.

Five naı̈ve observers were asked to make these three judgments. Results: The flashed
arrows appeared to be shifted counterclockwise with respect to the moving radii. This
perceptual lag was appropriate to the physical clockwise rotation of the radii and not to
their illusory, reversed-phi counterclockwise rotation. So the flash-lag effect applied to the
physical motion, not the illusory reversed motion. We conclude that the flash-lag effect
either occurred earlier in the visual system than reversed phi, or else that the flash-lag effect
applied to the instantaneous position of the radii, regardless of their motion.

24.4 Conclusions

Our results allow us to arrange different visual features into a hierarchical order expressing
their strengths in parsing objects.

We have pitted the different moving parts of a chopstick display against each other to see
how the visual system parses them, and in particular which parts are perceptually bound
together into rigid objects and which are not. These different parts comprise intrinsic and
extrinsic line terminators and dots painted on the moving lines. Our results show that these
different parts have different strengths – we might say they stick to each other with different
strengths of perceptual glue.

Line terminators versus intersections. In the chopstick illusion (Fig. 24.1), the line
terminators won out over the X-intersection where the two lines cross each other. The
actual motion of the intersection was ignored and replaced by a percept derived from the line
terminators. Results were similar for two transparent, overlapping squares in motion. This
was not simply because the four terminators outnumbered the one intersection. An array of
22 vertical and 22 horizontal lines contained 484 intersections and only 88 terminators, yet
the terminators still won out.

Intrinsic versus extrinsic line terminators. Figures 24.2 and 24.3 showed that intrinsic
terminators were very strong cues, extrinsic terminators were very weak.

The flash-lag effect. This was clearly shown to be appropriate to the physical motion
of the intersection, not to its perceived direction. It was also appropriate to the physical
direction of a reversed-phi stimulus that actually moved in one direction but appeared to
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move in the opposite direction. These results suggest that the flash-lag occurs early in the
visual system, before much motion parsing is done, and is perhaps influenced only by local
factors, not by action at a distance, for instance from terminators.
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Bridging the gap: a model of common neural
mechanisms underlying the Fröhlich effect, the flash-lag

effect, and the representational momentum effect

dirk jancke and wolfram erlhagen

Summary

In recent years, the study and interpretation of mislocalization phenomena observed with
moving objects have caused an intense debate about the processing mechanisms underlying
the encoding of position. We use a neurophysiologically plausible recurrent network model
to explain visual illusions that occur at the start, midposition, and end of motion trajectories
known as the Fröhlich, the flash-lag, and the representational momentum effect, respectively.
The model implements the idea that trajectories are internally represented by a traveling activity
wave in position space, which is essentially shaped by local feedback loops within pools of
neurons. We first use experimentally observed trajectory representations in the primary visual
cortex of cat to adjust the spatial ranges of lateral interactions in the model. We then show that
the readout of the activity profile at adequate points in time during the build-up, midphase,
and decay of the wave qualitatively and quantitatively explain the known dependence of
the mislocalization errors on stimulus attributes such as contrast and speed. We conclude
that cooperative mechanisms within the network may be responsible for the three illusions,
with a possible intervention of top-down influences that modulate the efficacy of the lateral
interactions.

25.1 Introduction

Localizing an object in the presence of motion is a fundamental ability for many species as a
moving object often represents danger or food. In recent years, advances in neurophysiology
and psychophysics have substantially increased our understanding of how the visual system
calculates the present and future positions of moving objects. New insights have been gained
in the last couple of years by analyzing systematic mislocalization errors occurring at
different points along the motion trajectory. When observers are asked to localize the initial
or final position of a moving stimulus they typically judge the position as shifted forward
in the direction of motion. These errors are known as the Fröhlich effect (Fröhlich 1923)
and the representational momentum effect (Freyd & Finke 1984; Hubbard & Bharucha
1988), respectively. Another well-established form of mislocalization is the flash-lag effect
(Metzger 1932; Nijhawan 1994). When a stimulus is briefly flashed in physical alignment
with a continuously visible moving object, observers nonetheless perceive the moving
object ahead of the flash. In all three illusions, the position percept does not agree with

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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the physical measurements, indicating that the mechanisms underlying the assignment
of an object’s location go beyond a mere spatiotemporal filtering of retinal information.
Multiple hypotheses pertaining to these illusions have been offered in the past several
years. Possible explanations include among others attentional mechanisms (Baldo & Klein
1995; Müsseler & Aschersleben 1998; Kirschfeld & Kammer 1999), active trajectory
extrapolation (Nijhawan 1994), differential latencies (Whitney, Murakami, et al. 2000;
Maiche et al. 2007), some form of temporal averaging (Eagleman & Sejnowski 2000;
Krekelberg & Lappe 2000), or a memory shift of a high-level representation (Hubbard &
Bharucha 1988). The lack of agreement on the underlying processing principles may in
part be explained by the fact that most of the experimental studies focus exclusively on
one illusion. Yet new insights may be gained by elucidating the relationship between the
different illusory displacements (Müsseler et al. 2002).

The main purpose of this chapter is to present a network model based on well-known
neuronal mechanisms. Within the framework of the model we summarize some existing
experimental data and discuss the potential commonalities among the three mislocalization
errors. The proposed model consists of a network of excitatory and inhibitory neural
populations that encode stimulus position. It implements the fundamental idea that local
cortical feedback plays a dominant role in shaping the population representation of a motion
trajectory. Internal cooperative mechanisms are in general beneficial for the visual system
because they allow, for instance, one to cope with noisy or missing afferent information
(Douglas et al. 1995). However, as we shall argue here, they generate in some instances a
possible substrate for illusory percepts.

In response to an apparent motion display, the network exhibits a stimulus-locked trav-
eling wave of activity. Lateral interactions mediated by excitatory connections result in a
preactivation of neurons encoding future positions. The moving object is thus processed
more efficiently compared to a flashed object as in a flash-lag display, resulting in a dif-
ferential processing delay. We have recently reported neural trajectory representation in
the primary visual cortex of cat (Jancke et al. 2004b) that showed such a path-dependent
facilitation. If the cooperative mechanisms within the network are sufficiently strong, the
dynamic transformations sustain for some time upon stimulus offset (Erlhagen & Jancke
2004). As a result, neurons encoding positions displaced forward in the direction of motion
become active. The population response thus represents a possible neural substrate for a
stimulus position that is perceived but not sensed directly.

To test the idea that recurrent interactions constitute a common low-level mechanism for
explaining the illusions, we proceed as follows. We first use the experimentally observed
traveling waves in cat primary visual cortex to calibrate the model parameters that represent
the spatial ranges of the lateral interactions. Our working hypothesis for discussing the three
mislocalization phenomena is that spatiotemporal characteristics of the build-up, middle,
and decay phase of the wave are related to the Fröhlich effect, the flash-lag effect, and
the representational momentum effect, respectively. We test this hypothesis by directly
comparing model predictions and experimental findings when stimulus attributes such as
contrast and speed are systematically varied. There is experimental evidence that changes in
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Fig. 25.1 (a) Schematic representation of the connectivity between any two nodes x and x′ of the
model network consisting of an excitatory (u) and an inhibitory (v) subpopulation of neurons coding
for position. For details see the text. (b) Traveling wave in response to a stimulus of width 2σS =
0.4 deg and intensity AS = 13.2 moving with the apparent speed v = �x/�t = 40 deg/s (spatial
displacement �x = 0.4 deg, frame duration �t = 10 msec). Model parameters were: σu = 0.3 deg,
σv = 0.4 deg, Au = 4.65, Av = 3.99, β = 1, uf = ug = 0, h = −3. To adjust the spatial scale in the
model to the experimental units we have chosen 10 pixel = 0.2 deg.

the task demands may alter the magnitude of mislocalization errors (Müsseler et al. 2002;
see also the discussion in Kreegipuu & Allik 2003), suggesting that the effects cannot
be explained by a feedforward architecture alone. We propose and test a neuroplausible
mechanism that allows altering the efficacy of the recurrent interactions based on top-down
influences.

25.2 The dynamic model

25.2.1 Model architecture

There are two main hypotheses about the neural mechanisms underlying the processing
of stimulus position that have guided our modeling work (for a detailed discussion see
Erlhagen et al. 1999; Jancke et al. 1999). First, information about stimulus position is
encoded in visual brain areas by the distributed activity pattern of large neural populations,
rather than by single neurons. Each cell of a population is tuned to a specific position in
visual space, and its level of activity defines the extent to which the information is present.
A second hypothesis concerns the role of cortical interactions in shaping the response
properties of neural populations. The fact that the largest input to cortical cells comes from
neighboring cells rather than from feedforward afferents suggests that massive excitatory
feedback counterbalanced by cortical inhibition plays a central role for the processing of
stimulus attributes such as position (Douglas et al. 1995).

In the model, neurons split into an excitatory and an inhibitory subpopulation. They are
organized as layers of neurons densely covering the stimulus dimension. Because we focus
on experiments with horizontal motion displays, the model is one-dimensional.

The connection schema for any two neurons of the network is sketched in Fig. 25.1(a).
An excitatory neuron tuned to position x integrates activity from neighboring excitatory
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neurons via lateral connections and projects to neurons of the inhibitory pool with similar
and dissimilar receptive field centers x and x′, respectively. This model architecture is in line
with anatomical and physiological work demonstrating that direct reciprocal connections
exist primarily between pairs of excitatory pyramidal cells. Axon collaterals of these cells,
on the other hand, may also target inhibitory interneurons (Gilbert 1995). Each inhibitory
neuron x spatially summates incoming activation from excitatory neurons. For simplicity,
we assume that it feeds its activation back to the excitatory pool only locally, that is, to
a neuron with the same receptive field center x. Note that the implementation of spatially
extended inhibitory feedback would not change the qualitative conclusions of our work.

Like many other models of cortical function (for an overview see Dayan & Abbott 2001),
cortical interactions is assumed to depend on the functional distance of the cells and defined
by the feature coded by them. The model parameters describing the recurrent interactions
are adjusted such that neurons with similar receptive field centers excite each other, whereas
inhibition dominates for larger distances. This interaction pattern, known as “Mexican-hat”
organization, guarantees a sharply tuned excitation profile as a network response to an
afferent input that carries information about the visual location of a stimulus.

Assuming that the number of excitatory and inhibitory neurons is large and that their
receptive field centers densely cover the visual field, the mean activity at time t of an
excitatory neuron and an inhibitory neuron tuned to horizontal position x can be described
by two continuous functions u(x, t) and v(x, t), respectively. To model the dynamics of the
neural population, we use the model class of neural fields first introduced and analyzed
by Wilson and Cowan (1973). Neural field models are system-level models adequate to
describe the mean activity of large populations of neurons without referring to a detailed
level of physiological realism. The following differential equations (Jancke et al. 1999;
Erlhagen & Jancke 2004) govern the evolution of the activation variables u and v:

τ
d

dt
u(x, t) = −u(x, t) + h + S(x, t) + g(u(x, t))

×
[∫

wuu(x − x ′)f (u(x ′, t))dx ′ − v(x, t)

]

τ
d

dt
v(x, t) = −v(x, t) +

∫
wuv(x − x ′)f (u(x ′, t))dx ′

where du/dt and dv/dt represent the changes in mean activity over time. The parameter
τ > 0 is used to adjust the time scale of the field dynamics to the experimentally observed
time scale. The afferent input S(x, t) to the excitatory population is modeled as a Gaus-
sian profile. Its space constant, σs , reflects the half-width of the stimulation, whereas the
amplitude, AS, is assumed to change as a function of the luminance contrast of the external
stimulus. The constant h defines the resting level to which the population activity relaxes
without external input. The integral terms describe the spatial summation of excitation in
the two layers. The spatial interactions fall off with increasing distance between field sites:

wui(x − x ′) = Ai exp

(
− (x − x ′)2

2σ 2
i

)
, (i = u,v),
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where the choice of the relative amplitudes and spatial ranges, Au > Av and σu < σv ,
implements the Mexican-hat pattern. Only sufficiently activated neurons contribute to the
interaction. The nonlinear activation function f (u), which gives the mean firing rate for a
given level of activation, is taken as a monotonic function of sigmoid shape going from
0 to 1:

f (u) = 1

1 + exp (−β(u − uf ))
.

The parameter uf determines the position of the maximum slope of the function f, and β

controls the value of the maximum slope.
The field dynamics exhibit a threshold behavior. Starting from the stable resting state h,

only a sufficiently strong afferent input is able to drive excitation to a level that triggers
the self-stabilizing forces within the network. The activation in the excitatory layer is
normalized relative to the threshold excitation level uTH = 0. The resting state is thus chosen
to be negative (h < 0), and consequently negative u-values describe subthreshold activity.

An increasing body of experimental evidence suggests that cognitive factors like attention
or task demands can alter the efficacy of the lateral connectivity in primary visual brain areas
(Li et al. 2004). There is certainly a need for neural mechanisms that allow for flexible visual
processing without referring to learning-based synaptic reorganization that is believed to
take place on a longer time scale. The neural sources for such top-down influences are not
known. A number of architectures have been proposed that, in principle, enable changing
the functional properties of recurrent networks in an efficient way (Hahnloser et al. 1999).
We have implemented a simple shunting mechanism (for an overview see Grossberg 1988)
that can alter the gain of the network response to an afferent stimulus. The recurrent
interaction of the u-layer is gated by a nonlinear function g(u) that is also of sigmoid type
with parameters ug and β. We simulate a top-down influence by gradually changing the
position of the maximum slope ug. This allows us to control in a flexible manner the spatial
spread of the suprathreshold population response and thus the extrapolation properties of
the network (Erlhagen 2003).

25.2.2 Choice of model parameters

We study how the neuronal population response, which is shaped by the cooperative
mechanisms within the network, interacts with an external input representing a stimulus in
motion. When a brief, localized input of adequate intensity is applied, the network develops a
localized activity pattern in position space known as an “active transient” (Wilson & Cowan
1973). Due to the recurrent excitation, the activity continues to grow in amplitude and width
upon stimulus offset. It reaches a peak value and then decays back to resting level driven by
the increasing feedback inhibition. If a flashed stimulus is part of a motion paradigm, the
population representation of that stimulus will interact through the lateral connections with
representations of preceding and succeeding stimulus frames. As shown in Fig. 25.1(b), the
delicate interplay between the excitatory and inhibitory feedback loops may result in an
activity wave that propagates with the velocity of the inducing stimulus in the direction of
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motion. This locking to the stimulus occurs for a whole range of velocities (Ben-Yishai et al.
1997; Giese & Xie 2002), thus permitting the study of the effect of velocity changes on the
spatiotemporal characteristics of the wave within a single population. The velocity range is
determined by the interaction structure of the network. It covers the speed of a spontaneous
wave that evolves in the absence of a time-dependent input for a sufficiently low threshold ug

of the gating mechanism (Erlhagen 2003). Beyond the characteristic range, the wave loses
stability and a population response with a quasi-periodic amplitude modulation emerges,
suggesting that multiple neural networks with different speed selectivity might exist.

We use the neural trajectory representations, which we have recently described in the
primary visual cortex of cat, to adjust the model parameters that define the interaction
processes. The velocity range tested in the experiments (4–40 deg/sec) constrains the spatial
ranges for excitation and inhibition, σu < σv . The amplitude ratio Au/Av > 1 is adjusted
to reproduce the mean amplitude and width of the neural waves. It is worth mentioning
that the whole set of model parameters used for the present study is in agreement with
our previous modeling of neural interaction effects probed with stationary displays (Jancke
et al. 1999).

The link to the perceptual mislocalization errors is made by taking the peak position of
the traveling wave as an estimate of stimulus position. Our working hypothesis is that the
wave model fitted to reproduce the neural data recorded in the visual cortex will allow
us to test whether such a self-stabilized representation may qualitatively explain the three
visual illusions. To also reproduce the magnitude of the mislocalization errors observed
in the psychophysical experiments we make two adjustments to the model parameters. A
slightly larger amplitude ratio Au/Av > 1 is used. This favors the recurrent excitation over
the inhibition and results in a stronger facilitation effect along the motion trajectory. A
second adjustment concerns the time scale of the field dynamics. It is fixed to τ = 15 msec
for the population data, which is in the range of the membrane time constant of a neuron
(Abeles 1991). To cover also a perceptually relevant time scale we adapt the value to
τ = 35 msec for the modeling of the localization errors. This ensures that the duration of
the active transient response to a brief afferent input reflects the persistence of a flashed
stimulus in the visual system (100–150 msec, Coltheart 1980). The identical set of field
parameters is used for the simulation of the three visual illusions. Only the gating threshold
ug is modified in some simulations to model assumed top-down influences on the efficacy
of the recurrent interactions. The stimulus dimension and the spatiotemporal properties of
the linear motion displays (frame duration �t , spatial displacement �x) are adapted to
meet in each case, as close as possible, the conditions of the psychophysical experiments.

25.3 Modeling results

25.3.1 Motion trajectories in primary visual cortex

To address how motion trajectories are represented at the level of primary visual cortex
we recently used a population approach that pools spiking activity of many neurons in cat
area 17 (Jancke et al. 2004b). Following our earlier study with stationary displays, our
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working hypothesis was that the observed nonlinear interaction effects between neuronal
representations of adjacent stimuli should manifest also when the afferent input is time-
dependent. In those experiments we used small squares of light (0.4 deg) that moved with
different velocities ranging from 4 to 40 deg/sec along a horizontal line. We employed an
optimal linear estimator technique that allows reconstructing with high spatial and tem-
poral resolution the stimulus position from a pool of broadly tuned neurons (Salinas &
Abbott 1994; Erlhagen et al. 1999). The general idea behind the construction of popula-
tion distributions is that the activity of each cell in each trial is treated as a vote for its
tuning curve (or in case of an optimal estimator a so-called basis function obtained by
a template-matching procedure). The summation of all votes weighted by the firing rate
gives the population response in parametric space. Despite the fact that adjacent stimuli
activate highly overlapping cell populations, the reconstructed motion trajectories reveal
that the peak of the population response represents well even small changes in stimulus
position.

Two examples of neuronal trajectory representations that differ in velocity and direction
are shown in a space–time diagram in Fig. 25.2(a). One striking characteristic of these
traveling activity waves is that the mean activation level increases with stimulus velocity.
As shown in Fig. 25.2(b), the network model with adequately adjusted spatial ranges
of lateral excitation and inhibition can explain this finding. In the model, the spread of
excitation is followed by a wave of inhibition that reduces the amplitude as well as the
duration of the population response. This suppressive effect increases with lower speed.
Moreover, the model predicts, in line with the experimental findings, that the response to the
stimulus train with the highest tested velocity reaches approximately the mean activation
level of the response to the stimulus flashed in isolation. A second characteristic of the
neuronal trajectory representations captured by the dynamic model is that the localized
activity profile locks to the stimulus with a speed-dependent spatial lag. To allow for a
direct comparison of modeling and experimental results (Fig. 25.2(c)), a constant time
interval of 25 msec was added before stimulus onset in all simulations. This time window
represents the average temporal delay between the stimulus presentation and the onset of the
population response in primary visual cortex (Jancke et al. 1999). There are three findings
of particular interest for the discussion of the localization errors. First, a near compensation
of processing delays for the slowest speed can be observed. Second, for the range tested the
speed dependence of the spatial lag is roughly linear. However, the most important finding
is that the peak latency of the population response to the stimulus in motion was shorter
by about 16 msec compared to the response when the stimulus was flashed in isolation
(Jancke et al. 2004b). The observed differential latency in primary visual cortex gives direct
physiological support for explanations of visual illusions that stress the importance of the
time at which an object is perceived (for a review, see Whitney 2002). It is important to
note that this latency reduction is observed even for the stimulus train with highest velocity.
Here, the individual stimulus frames do not significantly overlap. This excludes a simple
explanation of the differential latency based on the fact that the spatially extended moving
stimulus may start to trigger retinal cells earlier than the flash.
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(a)

(b) (c)

Fig. 25.2 (a) Two examples of cortical trajectory representations: a square stimulus of width
0.4 deg moved with speed 8.8 deg/sec (left) and 38.4 deg/sec (right). The reconstructions of the
traveling waves are based on the activity of 178 neurons recorded in the central visual field represen-
tation of cat area 17. (b) Comparison of model predictions and experimental findings: dependence
of the mean activity level of the wave on stimulus speed. The value averaged over both directions
tested in the experiments is shown for the model simulations (asterisk) and the neuronal reconstruc-
tions (circle). Different movement velocities were induced by using identical temporal presentation
rates �t = 5 msec and adequately adapted spatial displacements. Model parameters were like in
Fig. 25.1 except Au = 4.52, Av = 4.39, uf < ug = 3. (c) Dependence of the spatial lag on stimulus
speed. The mean spatial displacement between the current stimulus position and the peak position
of the traveling wave is plotted as a function of speed for the model simulations (asterisks) and the
neuronal representations (circle).
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Fig. 25.3 (a) Comparison of the network response to a flashed stimulus (�t = 10 msec, σS = 0.2 deg,
AS = 6.6) when it is presented at time t = 0 in isolation (solid line) or as part of a motion display
(�x = 0.4 deg, �t = 10 msec, dashed line). The time course of the maximal exited neuron at the
center position xc is shown. The activity level uTH = 0 indicates the threshold for triggering the active
transient response. The same set of model parameters as in Fig. 25.1 was used. (b) Dependence of
the flash-lag illusion on the contrast of the moving stimulus. The position of the traveling wave at
the time tp of the peak response to the stationary flash is compared with the wave position when the
stimulus intensity As of the moving stimulus was increased by a factor of 2, AS = 13.2. The wave
appears further ahead of the flash position xc = 0 for the “high contrast” (HC) compared to the “low
contrast” (LC) stimulus.

25.3.2 The flash-lag effect

The flash-lag effect (FLE) describes a visual illusion wherein a moving object is perceived
as being ahead of a stationary flashed object when the two retinal images are physically
aligned. It was first discovered some 80 years ago and has often been explained as being
due to differential perceptual latencies for the flashed and the moving stimulus (Metzger
1932; Purushothaman et al. 1998; Whitney, Murakami, et al. 2000; Maiche et al. 2007).
If the time to perception for the flash were longer, the moving object should appear ahead
of the flash position. Taking the peak latency of the flash response as a time maker, the
findings of our population study suggest a neural correlate for this explanation because the
peak of the traveling wave has already passed the flash position. However, the observed
latency difference of 16 msec is not sufficient to explain the full range of flash-lag effects
for the majority of experimental studies, which find differences in the range of 45–80 msec
(Krekelberg & Lappe 2001). We therefore explored in the model simulations of the impact
of a larger amplitude ratio Au/Av > 1 of the excitation relative to the inhibition on the path-
dependent facilitation. An important constraint for the modeling comes from the finding
that no significant mislocalization further ahead in motion direction occurs when with the
disappearance of the flash the moving object also disappears (Whitney, Murakami, et al.
2000; but see Fu et al. 2001). This means that the cooperative mechanisms within the
network should not be strong enough to sustain the wave beyond the vanishing position.
In Fig. 25.3(a) we compare the time course of the maximum excited neuron in response
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to the stimulus flashed in isolation (solid line) and when it is part of a linear motion
paradigm (dashed line). Stimulus onset is for both cases t = 0 msec. Due to the spread of
subthreshold activity from preceding frames, the stimulus in motion triggers immediately
the suprathreshold response, whereas it takes much longer when the stimulus is flashed
without spatiotemporal context. Because the network inhibition following the excitation
also starts earlier, the peak latency appears to be reduced by 48 msec in this example.
This value is in agreement with the 45 msec inferred by Whitney and colleagues from the
findings of their linear motion paradigm. Consistent with the differential latency hypothesis,
the flash-lag effect depends systematically on the luminance of the object (Purushothaman
et al. 1998). The visual latency for a given stimulus is believed to vary inversely with
luminance (Lennie 1981). Consequently, the flash-lag effect is predicted to increase if the
luminance of the moving object but not that of the flash is increased. Reducing instead the
flash latency by applying a higher flash contrast decreases this lead. The network model
captures the latency dependence on contrast because stronger afferent inputs reach the
threshold uTH for the self-stabilized population response earlier. As depicted in Fig. 25.3(b),
the traveling wave model is qualitatively in line with these experimental observations
concerning the flash-lag effect. The snapshot of the wave at the peak time of the flash
response is further ahead of the flash position for the stimulus with higher intensity As.

A latency advantage of about 50 msec represents the maximal value that can be achieved
with the present parameter settings. It is important to stress that this advantage is the
result of cooperative mechanisms within a single stage of cortical visual processing. Taking
the afferent pathway from retina to cortex into account may allow explaining even larger
flash-lag effects. Mechanisms like contrast gain control in populations of retinal cells (Berry
et al. 1999) or a structured summation over excitatory feedforward input from hierarchically
lower processing stages (Baldo & Caticha 2005) have been proposed as explanations for the
advance of the moving stimulus over the flash. Although the largest input to cortical cells
comes from neighboring cells at the same stage of processing, afferent input may contribute
to the preactivation of neurons encoding future stimulus positions, and thus to the path-
dependent facilitation. The observation that the flash-lag may turn into a flash-lead for high-
contrast flashes (Purushothaman et al. 1998) requires the assumption of differential delays
from retina to cortex (Baldo & Caticha 2005). In the present simulations the intensity param-
eter, AS, was varied but not the onset of the afferent input, S(x, t), to the excitatory population.

A second stimulus parameter that has been systematically analyzed in experimental
studies is stimulus speed. A linear increase of the flash-lag illusion with speed has been
reported (Nijhawan 1994; Whitney, Murakami, et al. 2000; for a review see Krekelberg
& Lappe 2001). The wave model provides a natural explanation for this finding because
the time interval that elapses before the population peak reaches stimulus position is
approximately constant for all velocities (compare Fig. 25.2(c)).

25.3.3 The Fröhlich effect

Fröhlich (1923) was the first who studied systematically the phenomenon that a slit of
light moving on a track is not seen immediately after it emerges from behind a screen
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Fig. 25.4 (a) Four snapshots of the buildup phase of the wave used in Fig. 25.3 are plotted. The
position xF indicating the start of a coherently propagating activity pattern is taken as a correlate
for the Fröhlich effect. (b) Comparison of model predictions (asterisk) and experimental findings
(plus) of the Fröhlich effect as a function of speed. The experimental data were estimated from
Fig. 2 in Müsseler & Aschersleben (1998). Model parameters were like in Figs. 25.1 and 25.3,
stimulus parameters were σS = 0.25 deg, AS = 13.2. Different movement velocities were induced by
using a fixed temporal presentations rate �t = 3 msec and adequately adapted spatial displacements.

but only after passing through a certain distance. Recently, Müsseler and Aschersleben
(1998) established the existence of this illusory displacement of the onset position with a
computer-generated motion paradigm. Early temporal accounts to explain this effect were
based on the idea that during the time it takes to perceive the object (“sensation time”) it has
already moved a certain distance (for a detailed discussion see Müsseler & Aschersleben
1998). In the network model, the build-up of the traveling wave is not immediate and occurs
at positions subsequent to the object’s initial position. The straightforward idea behind the
modeling work is thus to qualitatively and quantitatively discuss the when and where of the
wave evolution in relation to the Fröhlich effect.

Figure 25.4(a) shows four snapshots describing the build-up of the population response
to the motion display used to discuss the flash-lag illusion (see Fig. 25.3). The activity
pattern first crosses the threshold for the self-sustaining mechanisms at a position that is
shifted forward in motion direction relative to the starting position x = 0. Due to the local
excitatory loops within the network, the activity continues to grow both in amplitude and
width. A maximum activation level is reached when the local inhibition starts to dominate
the processing. Subsequently, an activity peak evolves that starts to follow the stimulus with
the respective speed. Note that it still takes about 30 msec until the balance of excitation
and inhibition stabilizes the final shape of the traveling wave. It is important to stress that
only at the point in time of the peak formation the spatiotemporal activity pattern carries
in a reliable manner the information about a stimulus in motion. As our modeling and
neurophysiological data show (Jancke & Erlhagen, unpublished), the build-up within the
first 70 msec time window resembles the population response to a briefly flashed, spatially
extended bar.



25 A model of common neural mechanisms 433

To directly compare model predictions with experimental findings, we read out the peak
position at the time when the “tail” of the activity profile has decayed to about 90% of its
maximal activation. The dependence of this reference value xF on stimulus parameters such
as contrast and speed qualitatively reflects the experimental observations. Fröhlich (1923,
p. 73) pointed out that increasing stimulus luminance reduces the illusory displacement
at movement onset. Consistently, position xF comes closer to the starting position with
increasing intensity As, indicating an earlier onset of the trajectory representation. We have
adjusted this parameter to also quantitatively reproduce the dependence of the Fröhlich
effect on speed. In the horizontal motion paradigm of Müsseler and Aschersleben (1998),
the stimulus was moved at two different velocities, 14.3 deg/sec and 44 deg/sec, in the
two directions. In Fig. 25.4(b) we compare the magnitude of the experimentally observed
displacement averaged over both directions (plus) with model predictions for four velocities
in the range between 14.3 deg/sec and 44 deg/sec (asterisk). The modeling results reproduce
well the observed increase of the effect with speed.

A robust mislocalization in motion direction has been also reported when the first frame
of the motion display appears simultaneously with a flash. Because in some studies of
this so-called flash-initiated cycle (Khurana & Nijhawan 1995) the shift in onset posi-
tion appeared to be comparable in magnitude to that of the standard flash-lag illusion, it
has been argued that the same processing mechanisms might cause the two localization
errors (Khurana & Nijhawan 1995; Eagleman & Sejnowski 2000; see also Nijhawan et al.
2004). The differential latency account would again suggest the flash as a time marker for
reading out the population activity in response to the moving stimulus. However, Eagle-
man and Sejnowski (2000) convincingly showed that presenting the flash 50 msec before
the onset of the motion does not affect the error. The authors propose instead that the
flash “resets” motion integration. Consequently, like at motion onset an internal position
representation (e.g., a traveling wave) has first to be built up. On this view, the flash-lag
illusion is just a variant of the Fröhlich effect. Other studies, however, that also investigated
directly the relation of the two localization errors (albeit using higher speeds) reported
a significant difference in magnitudes (Müsseler et al. 2002; Kreegipuu & Allik 2003),
suggesting different underlying mechanisms. The network model makes a clear prediction
to decide this open question. With increasing stimulus contrast, the traveling wave starts
earlier in space and time. Simultaneously, the wave appears further ahead of the popula-
tion representation of a physically aligned flash (compare Fig. 25.3(b)). The model thus
predicts the opposite effects of changes in stimulus contrast on the Fröhlich and flash-lag
illusions.

25.3.4 The representational momentum effect

When observers are asked to remember the final position of an object in motion they
typically misremember it as further along the implied trajectory. Analogous to Newton’s
first law of motion, this form of motion extrapolation has been termed “representational
momentum” (Freyd & Finke 1984). The momentum metaphor refers to the notion that like a
physical object the dynamic internal representation of position cannot be halted immediately
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Fig. 25.5 (a) Extrapolation to positions that were not physically stimulated. Four snapshots of the
wave at the end of the motion trajectory are shown. The leftmost profile (dashed line) represents the
wave at the time of stimulus offset. The forward displacement δx is defined as the spatial distance
between the actual vanishing position x = 0 and the peak position of the wave when it stops to travel
(rightmost profile). Model parameters were like in Figs. 25.1 and 25.3 except a lower gating threshold
uf = 0 > ug = −0.25. (b) Comparison of model predictions (asterisk) and experimental findings
(plus) of the representational momentum as a function of speed. The experimental data was estimated
from Fig. 1 in Hubbard and Bharucha (1988) and Fig. 1 in Hubbard (1990). Model parameters were
like in Figs. 25.1 and 25.3, stimulus parameters were σS = 0.45 deg, AS = 10. Different movement
velocities were induced by using a fixed frame duration �t = 3 msec and adequately adapted spatial
displacements.

upon stimulus offset. The effect has been originally found in implied motion paradigms
but has been later replicated with continuous motion displays (Hubbard & Bharucha 1988;
Hubbard 1990).

Depending on the efficacy of the lateral interactions, the traveling wave may overshoot
the vanishing position. The population response thus suggests the presence of a moving
object at positions that were never physically occupied. For the simulation example shown
in Fig. 25.5 we used the identical set of model parameters as for the simulation of the flash-
lag illusion (Fig. 25.3) but reduced the gating threshold ug for the lateral interactions. As
depicted by the snapshots in Fig. 25.5(a), the wave still lags behind stimulus position at the
time of stimulus cessation (dashed line). The spatial lag is, however, smaller compared to the
simulation shown in Fig. 25.3, giving further support for the notion that lateral interactions
are an efficient means to compensate for processing delays. Upon stimulus offset, the
wave loses speed and amplitude. Finally, the activity profile stops to travel and decays
back to resting level. We use the peak position representing the offset of the continuous
propagation as a correlate for the representational momentum. The forward displacement
δx > 0 is defined as the difference between that peak position and the actual vanishing
position.

In Fig. 25.5(b) we compare model predictions with the experimental findings reported
by Hubbard and Bharucha (1988) and Hubbard (1990) using a horizontal motion display.
The experimental data (plus) for the three speeds, 12.5, 17.4 and 34.8 deg/sec, represent
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the average value of the observed forward displacement for the four tested subjects. The
modeling results (asterisk) for speeds within this range reproduce well the order of magni-
tude of the effect and the increase of the forward displacement with speed. Note that for the
set of parameters used, the range of stimulus velocities that leads to a smoothly traveling
wave is between 10 and 40 deg/sec. Beyond this range, the amplitude oscillations of the
population response make the overshoot dependent on the exact vanishing position.

There is evidence that stimulus attributes such as contrast or shape (e.g., blurred edges)
may affect the overshoot of the vanishing position of a moving target (Fu et al. 2001).
Also the population response of the model network shows this dependence on stimulus
parameters. A stronger afferent stimulation, for instance, leads to a larger forward displace-
ment. However, the increase is rather small (< σs) and cannot explain alone the order of
magnitude of the momentum effect.

In the model simulations, a change in efficacy of the lateral interactions by adapting
the gating threshold allows us to explain the seemingly conflicting psychophysical data
about position judgment at the vanishing position. Under the condition of the flash-lag
paradigm no overshooting is observed. The only, but important, difference to the repre-
sentational momentum paradigm is the judgment relative to an accompanying flash. In a
study designed to directly compare the flash-lag illusion and the representational momen-
tum effect, Müsseler and colleagues (Müsseler et al. 2002) found evidence for some kind
of cognitive control over the position judgment. They showed that a verbal manipulation
of the task relevance of the accompanying flash (“ignore the flash”) may gradually change
the pattern of mislocalization at the end of the motion trajectory. When trying to compare
the position of the moving stimulus with an unpredictable position in space, the temporal
facilitation of subsequent stimuli becomes less important because no latency compensation
is needed for this task. One may hypothesize that the instruction cue about the type of
position judgment (relative or absolute) generates feedback to lower visual areas, thereby
altering the efficacy of the lateral interaction loops before the stimulus is processed (Lamme
& Roelfsema 2000).

In this context it is worth mentioning that in Hubbard and Bharucha (1988) all subjects
showed the increase of the forward displacement with speed. However, there is a large
difference in magnitude across subjects. Assuming that many individual top-down influ-
ences (e.g., attention, experience, or context) can alter the efficacy of the lateral interactions
(Li et al. 2004) may explain this finding.

25.4 General discussion

We have suggested that the spatiotemporal dynamics of a network model that incorpo-
rates plausible assumptions about the local cortical connectivity accounts for perceptual
correlates of localization errors observed in various motion paradigms. In its functional
architecture the network model reflects converging lines of physiological and anatomical
evidence that single neurons are not passive filters but dynamic entities with response prop-
erties depending on the collective behavior of large populations of cortical cells (Fitzpatrick
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2000). The interplay between afferent inputs and local feedback loops results in a wave
of activation that locks to the moving stimulus. The cooperative mechanisms within the
network explain the critical dependence of the visual illusions on the stimulus attributes of
contrast and velocity.

25.4.1 Facilitation through preactivation

The fundamental finding of our population study in the primary cortex was that the neural
trajectory representations reveal a reduced latency when compared to a flashed stimulus. The
threshold mechanism that causes such a temporal facilitation in the model network relies on
the assumption that spreading subthreshold activation leads to a preactivation of surrounding
neuronal populations (Kirschfeld & Kammer 1999). Consequently, the threshold for spike
generation is reached faster compared to a population starting the processing of the afferent
input from resting level. There is a growing body of experimental evidence from optical
imaging and intracellular recording studies that supports the existence of a subthreshold
depolarization wave temporally ahead of the afferent input (Grinvald et al. 1994; Bringuier
et al. 1999; Jancke et al. 2004a).

One important question discussed in the context of the differential latency account to
the flash-lag illusion is whether the temporal facilitation is omnidirectional or restricted to
the specific motion trajectory (Nijhawan et al. 2004). Whitney and colleagues (Whitney,
Murakami, et al. 2000; Whitney, Cavanagh, et al. 2000) found no significant difference
in the effect even during unpredictable changes in direction including motion reversal.
Because the interaction structure of the model network is completely symmetric there is
no a priori preference for a certain direction. However, an asymmetry is introduced by the
fact that the propagating excitation is followed in time and space by an inhibition wave.
For the particular case of motion reversal this means that the afferent stimulus interacts
with local inhibition caused by the previous stimulation of the same position in visual
space. As a result, a coherently traveling wave has first to build up, suggesting that the
observed flash-lag may be caused by the same mechanisms as for motion initiation and not
by differential latencies. However, for a two-dimensional extension of the model network
we expect that the circular spread of excitation mediated by an omnidirectional interaction
structure may be sufficient to guarantee a temporal facilitation effect for a whole range of
direction changes (excluding the particular case of motion reversal).

25.4.2 Readout of positional information

We have suggested that the traveling wave constitutes a common neural mechanism that
relates the three illusory displacements observed with objects in motion (see also Müsseler
et al. 2002). The localization at motion initiation and motion offset is defined by the starting
and stopping position of the wave, respectively. The Fröhlich effect is explained by the fact
that the starting position appears to be shifted forward with respect to the first physical
position of the stimulus. The representational momentum effect has its correlate in the
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overshooting of the last stimulus position. Finally, the differential latency of the flash and
the moving stimulus determines the localization error at a midposition of the trajectory.
The “reading out” of the neuronal activity pattern is done from a snapshot for simplicity. It
is important to note that an averaging of positions over a whole time interval (Eagleman &
Sejnowski 2000) could have been chosen as well without qualitatively changing the overall
pattern of results. For instance, using the time window defined by the suprathreshold flash
response would explain a larger flash-lag compared to a readout at the time of peak latency.
This is due to the systematic asymmetry of the temporal evolution with respect to the peak.

There is no reason to believe that the three position estimates will define visual illusions
of the same order of magnitude. In the only study thus far that directly compared the three
illusory displacements in a single experimental setting, Müsseler and colleagues (Müsseler
et al. 2002) found different sizes for the Fröhlich, the flash-lag, and the representational
momentum effect. Inspired by our work, the authors also introduced the notion of a wave
as a common mechanism that might explain their data.

25.4.3 Motion extrapolation

In the last 10 years, the flash-lag effect has been the object of an intense debate. Nijhawan
(1994) renewed interest in this effect by explaining it as an attempt by the visual system
to compensate for processing delays. These delays cause the neuronal representation to
spatially lag behind the actual position of the moving object. The extrapolation hypothesis
states that the visual system compensates for this spatial lag by actively shifting the coded
position forward along the trajectory of motion. Consistent with this hypothesis, Berry and
colleagues (1999) demonstrated convincingly that the peak of the population response of
retinal ganglion cells may lead the stimulus position in visual space. However, they also
reported a decrease of this spatial lead with increasing speed of the moving object. The
findings of our population study in primary visual cortex suggest that the spatial lead may
change into a spatial lag for sufficiently high speeds. Although this dependence on speed
does not support the mechanism originally proposed by Nijhawan, the model simulations
show that a mechanism based on lateral interactions may explain a substantial compensation
of processing delays.

A task-related alteration of the efficacy of the lateral interactions by means of the proposed
shunting mechanism allows controlling the extrapolation properties of the network. We
propose such a top-down contribution as an explanation for the lack of effect in the flash-
terminated cycle. In the flash-lag paradigm the cooperative forces within the network are
tuned to prevent the wave from overshooting the vanishing position. For tasks that require
the accurate localization of a moving object, the lateral interactions can be tuned to bring the
peak of the neural trajectory representation close to the actual stimulus position. However,
the system pays the price that this predictive representation overshoots the final position of
the object when it abruptly vanishes (compare Fig. 25.5(a)).

Changes in the efficacy of the lateral interactions affect not only the decay but also the
buildup of the wave. Consequently, the network model predicts a correlation between the
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error at the start and the end of the motion trajectory. This correlation has indeed been found
in studies in which the subjects were asked to indicate both the perceived onset and offset
position of the moving stimulus (Hubbard & Motes 2002; Müsseler et al. 2002; Thornton
2002). The fundamental finding was that the perceptual overshooting at the end of the
trajectory is accompanied by the disappearance of the Fröhlich effect. Subjects reported
instead a displacement along the path of observed motion. The occurrence of this so-called
onset repulsion effect (Thornton 2002) is in agreement with the dynamic properties of the
network model. Note that the spatial interactions within the network are omnidirectional. If
the cooperative mechanisms are sufficiently strong there is a tendency for “extrapolation”
also in the direction opposite to motion. The activity pattern that propagates beyond the
point of onset does, however, not resonate with afferent inputs and thus quickly decays to
resting level. Nonetheless, a readout of this pattern might explain the onset repulsion effect
(see discussion in Thornton 2002).

In conclusion, we have shown that the proposed network model can place seemingly
unrelated or even controversial findings about visual illusions observed with objects in
motion in one coherent, unifying framework. With the recent advances in neuroscience we
are beginning to understand the neural correlates of visual perception. Many systematic
misperceptions remain, however, unsolved. They provide a fertile ground for combined
modeling and physiological efforts that ultimately will lead to new insights into the complex
structure of the visual system.
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Maiche, A., Budelli, R., & Gómez-Sena, L. (2007). Spatial facilitation is involved in the
flash-lag effect. Vision Res 47: 1655–1661.

Metzger, W. (1932). Versuch einer gemeinsamen Theorie der Phänomene Fröhlichs und
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Perceiving-the-present and a unifying theory of illusions

mark a. changizi, andrew hsieh, romi nijhawan,

ryota kanai, and shinsuke shimojo

26.1 Introduction

Accurately perceiving where objects are in one’s visual field is important for making
decisions and interacting with the environment, but the visual system must contend with
a significant delay – on the order of 100 msec (Lennie 1981; Maunsell & Gibson 1992;
Schmolesky et al. 1998) – between the time of retinal stimulation and the time of the
elicited percept. To deal with this delay, it has been hypothesized that the visual system has
been selected to attempt to generate a percept that compensates for it, so as to perceive the
present (Ramachandran & Anstis 1990; De Valois and De Valois 1991; Nijhawan 1994,
1997, 2001, 2002; Berry et al. 1999; Schlag et al. 2000; Sheth et al. 2000; Khurana et al.
2000; Changizi 2001, 2003, 2009; Changizi & Widders 2002). One circumstance where
perceiving the present is crucial is when an observer is moving forward and approaching
objects. It has been proposed that the classical geometrical illusion stimuli are due to
fixations during forward motion and that the illusions are an expected consequence of
perceiving the present mechanisms; that is, the classical geometrical stimuli are perceived
not as they actually project but as they would project in the next moment if the observer
were moving forward (Changizi 2001, 2003; Changizi & Widders 2002). This theory has
been used to explain geometrical illusions such as the Hering, Orbison (Ehrenstein), Ponzo,
Muller-Lyer, and Poggendorf. (See Appendix for a discussion of the distinction between
projected size and distal size.)

Our main contribution here is the development and test of two kinds of prediction of
this forward-motion perceiving-the-present hypothesis. The first prediction concerns the
existence of dynamic versions of the classical geometrical illusions, where the converging
lines are replaced by dynamic optic flow, and we show that such illusions exist as predicted
(Section 26.3). The second prediction concerns a radical generalization of the theory,
making a prediction about the pattern of illusions that should exist for twenty-eight different
classes of stimuli (Section 26.4). In particular, we show that converging lines are just one
of seven kinds of ecological cues to the observer’s direction of motion (namely projected
size, projected speed, luminance contrast, distance, eccentricity, converging lines, and
optic flow itself) and that illusions are expected for three other modalities in addition to
projected size or position (namely projected speed, luminance contrast, and distance). Via

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.



442 IV Spatial phenomena: forward shift effects

a metareview of the literature we show that, consistent with the prediction, the theory
unifies and systematizes more than 50 kinds of illusion into a 7 by 4 matrix of 28 classes
of illusion. Before describing these two predictions we briefly review in Section 26.2 how
the forward-motion perceiving-the-present hypothesis explains the classical geometrical
illusions.

26.2 Review of how perceiving-the-present explains the classical
geometrical illusions

Here we review how the forward-motion perceiving-the-present hypothesis has been used
to explain the classical geometrical illusions.

26.2.1 The vanishing point of converging lines tends to indicate heading

The classical geometrical illusions are static, and, prima facie, one might not expect a
dynamical hypothesis like perceiving-the-present to apply. However, consider that when an
observer is in forward motion, the proximal stimulus at any time is typically due to a short
“snapshot” fixation. Figure 26.1(a) illustrates an example instantaneous retinal stimulus
during forward motion over a bridge. One can see that despite the picture being static, it
is obvious in which direction the observer is heading. Importantly, notice that there are
converging contours in the picture whose vanishing point is also the observer’s direction of
motion.

There are two sources of these converging contours. (1) They are due to real-world
contours parallel to the observer’s direction of motion, such as the sides of the road.
In the carpentered worlds we tend to inhabit, there is a strong tendency for there to be
such contours parallel to our movement (some may be seen in Fig. 26.1(a)), and thus a
propensity for the vanishing point of converging contours to correlate with the observer’s
heading. (2) The converging contours in Fig. 26.1(a) are also due to optic flow itself, which
engenders radial smear on the retina. The vanishing point of these “streak” lines is the focus
of expansion (i.e., the point on the retina from which everything flows outward), which
strongly correlates with the observer’s heading either if the observer fixates on distant
objects or if he fixates on approaching objects that tend to be near his direction of motion,
something observers appear to do (Wann & Swapp 2000; Wilkie & Wann 2003).

Converging lines in a static picture like Fig. 26.1(a), therefore, suggest the observer’s
heading. Notice in this regard that it has long been noticed by cartoonists that streaks indicate
trajectory, and that blurring an object suggests it is moving (in this regard see also Geisler
1999; Burr 2000; Ross et al. 2000; Geisler et al. 2001; Burr & Ross 2002; Cutting 2002).
Streaks also activate MT (Krekelberg et al. 2003, 2005). (And, also, Kourtzi & Kanwisher
2000, have shown that static images depicting motion can activate MT.) As cues to observer
motion, converging lines like those in the classical geometrical stimuli can be ambiguous
(even though real motion streaks are not ambiguous), for backward motion would also
engender converging lines. However, backward motion is ecologically rare, and the much
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Fig. 26.1 (a) Illustration of the kind of stimulus received when in motion. It possesses many converg-
ing lines whose vanishing point coincides with the observer’s direction of motion, and this is due to
two reasons: (i) the fact that the contours along the road possess a vanishing point that the observer
is heading toward, and (ii) that optic flow itself causes optic smear having a vanishing point that is
the focus of expansion, which correlates strongly with observer heading. (b) Demonstration of the
Hering, Orbison (or the Ehrenstein 1925), and Ponzo illusion. The Hering illusion is exemplified by
the perceived curvature of the straight lines. The squares in the grid appear to be distorted, which is
the Orbison illusion. And along the horizontal and vertical meridians, the line segments appear longer
when closer to the center, which is a version of the Ponzo illusion. These three illusions are also
shown by themselves below. The converging lines in these stimuli may provide a cue that the observer
is heading toward the vanishing point, and many illusions follow from this assumption (Changizi
2001, 2003; Changizi & Widders 2002; Changizi et al., under review).
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more probable direction of motion is forward (Tinbergen 1939, 1951; McBeath et al. 1992;
Pavlova et al. 2002; Changizi & Widders 2002; Lewis & McBeath 2004). Converging lines
can also, of course, be due to perspective. If forward-motion extrapolation mechanisms
are enacted when the observer is not moving forward (e.g., if the converging lines are just
due to perspective and there is no forward motion), this is not very costly compared to
not perceiving-the-present when the observer is moving forward. Accordingly, it may be
that there is little cost if compensation mechanisms are induced in the mere presence of
converging lines, even when the observer is not moving.

26.2.2 Explaining the classical geometrical illusions

Now consider the classical geometrical illusions in Fig. 26.1(b) in light of the fact that
converging lines may be due to an observer’s forward movement. The forward-motion
perceiving-the-present hypothesis states that, given the retinal stimulus, the visual system
attempts to generate a perception that compensates for the approximately 100 msec delay
between retinal stimuluation and elicited perception. For classical geometrical stimuli like
those in Fig. 26.1(b), the hypothesis expects that the observer should perceive the stimulus
not as it actually projects but how the scene would project in the next moment were the
observer moving toward the vanishing point of the converging lines.

Consider the Hering illusion in Fig. 26.1(b) and let us ask how the two vertical lines
would project to the eye in the next moment were the observer to move forward toward
the vanishing point? In fact, the vertical lines on either side of the radial center would flow
outward in the observer’s visual field, and the parts of the vertical lines at eye level would
flow outward most quickly. Visualize walking through a tall cathedral door. When far away,
the sides of the door project roughly vertically (i.e., the angular distance between the sides
of the door is roughly the same at all elevations). However, consider that when you get close
to the cathedral door, the sides of the door above you converge toward one another toward
the ceiling (i.e., the angular distance between the sides of the door at eye level is greater
than far above your eye level). That is, the dynamics of projective geometry are such that
when you move toward the center of two vertical contours, the contours actually do “bow
out” in your visual field. In the Hering illusion this is exactly what one perceives. (This
is not to be confused with perceiving the distal properties of the vertical lines to contort
[see Appendix]). One always perceives the sides of the doorway to be straight real-world
vertical lines while moving through it but perceives the projected positions of the sides of
the doorway to bow out as described. It is these moment-by-moment changes of positions of
objects in an observer’s visual field that are in dire need of perceiving-the-present, for they
change quickly over time, whereas distal properties such as the verticality of the sides of
the doorway do not change over time.) Consider now a square to the right of the vanishing
point like in the Orbison illusion (first noticed by Ehrenstein 1925). If the observer were
moving toward the vanishing point, then in the next moment the left side of that square will
have greater projected size than the right side of that square, which is how one perceives it
in the illusion. This also explains a variant of the Ponzo illusion.
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More generally, all the distortions one perceives in the larger grid are consistent with how
the grid would project in the next moment were the observer moving toward the vanishing
point. One can see, then, that if an observer were moving toward the vanishing point of
the converging lines for the stimuli in Fig. 26.1(b), then the projections would vary in the
next moment and be consistent with the way observers actually perceive these stimuli.
(or “misperceive” because for these stimuli, the observer is not actually moving, and so
the projections of the lines, grids, or squares do not actually change). This hypothesis has
been applied more generally to explain many other classical geometrical illusions, includ-
ing the Müller-Lyer, double-Judd, Poggendorff, corner, and upside-down “T” (Changizi
2001, 2003; Changizi & Widders 2002). (See these papers for conceptual criticisms of the
traditional inference, or constancy-scaling explanation.)

26.3 Prediction of dynamic geometrical illusions

As discussed previously in our review of the explanation of the classical geometrical illu-
sions, we supposed that the converging lines in the classical geometrical illusions may often
be naturally encountered during a short fixation when an observer is moving forward, for
optic flow will engender optic smear. Or, more weakly, our claim is that converging lines
may trigger the same mechanisms as optic flow smear does. In this light, the visual system
treats the classical geometrical stimuli as “snapshots” of intrinsically dynamic stimuli. If
this hypothesis is true, it predicts the existence of dynamic classical geometrical illusions,
where the converging lines are replaced by optic flow itself. In this section we carry out
three tests of this prediction, using dynamic stimuli to modulate the observer’s direction
of forward motion (Experiment 2), to modulate the speed of forward motion (Experi-
ment 3), and to modulate whether the observer is probably moving forward or backward
(Experiment 4).

26.3.1 Modulating the observer’s direction of forward motion

In the first dynamic experiment, we show that manipulating the direction of forward move-
ment using a dynamic stimulus modulates perception as predicted. For two radially out-
flowing dots starting at the same elevation, Fig. 26.2(a) shows how their elevations differ
in the next moment as a function of polar angle around the observer’s direction of motion.
For example, if both dots are in the observer’s upper right quadrant as shown in the illus-
tration on the left of Fig. 26.2(a), then in the next moment the left dot will rise higher than
the right dot, and this is shown in the upper right quadrant of the “horizontal dots” plot
(positive illusion magnitude meaning that the inner dot undergoes greater vertical angular
displacement in the next moment). The “vertical dots” plot is analogous, but where dots
are above one another, it concerns horizontal displacement. The two plots in Fig. 26.2(a)
amount to predictions.

The “horizontal dots” plot in Fig. 26.2(b) shows how observers perceive the relative
elevations of two side-by-side dots in a radial display, as a function of polar angle around
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Fig. 26.2 Predicted illusion magnitude (a) and measured illusions for static (b) and dynamic (c) illusions. (a) The
predicted misperception as a function of polar angle around the direction of motion. On the left is a figure conveying
the fact that when the two optically flowing dots have the same projected distance from the horizontal meridian
(the gray dots), the one nearer the direction of motion will, in the next moment, typically project farther from that
meridian than the other dot. The “horizontal dots” polar plot in the middle of this row shows how much farther the
near-direction-of-motion dot moves away from the horizontal meridian than the far-from-direction-of-motion dot in
the next moment, measured as the projected angle made between the horizontal meridian and the imaginary projected
line connecting the dots. These predicted values are computed as follows: The midpoint between the pair of horizontal
dots is placed on a 1 m radius circle in the forward-moving observer’s frontoparallel plane, at a distance of 1 m in
front of the observer. The dots themselves are placed 0.5 m on either side of the midpoint. The observer is assumed
to move at 1 m/sec, and the amount of vertical displacement is computed over a (latency) time interval of 100 msec.
These values were chosen somewhat arbitrarily, and the qualitative predictions are not dependent on these values.
Analogous computations were made for the “vertical dots” plot, which is similar, but where the dots are above one
another and the issue concerns the next-moment projected distance of the dots from the vertical meridican. (b) and
(c): results for Experiments 1 and 2. The two illustrations on the left in the following two rows describe stimuli that
are plausibly due to optic flow projection dynamics of the kind just described in row (a), and each has two gray dots
at identical projected distance from the horizontal meridian. (b) is for the static, classical geometrical illusions, and
(c) is for a dynamic version of the classical geometrical illusions. Because the near-direction-of-motion dot is, in
the next moment, going to be shifted farther away from the horizontal meridian, perceiving-the-present accordingly
expects observers to perceive the near-direction-of-motion dot to be shifted in this way. The method of adjustment
was used for each experiment. For each of these kinds of stimulus, the averaged results are shown for where the dots
are horizontally aligned and where the dots are vertically aligned. In each case the expected illusions exist in each
quadrant, showing substantial similarity to the prediction in (a). Illusions are measured in degrees of slant, where the
illusion is positive if the dot nearer to the observer’s direction of motion is perceived farther from the meridian than
the other dot. Number of subjects, n, is shown in each plot. Corresponding positions in the left and right half of the
visual fields have been averaged together, so the left and right side of each plot are identical and redundant. Dots at
a point on the graph indicate that the point is significantly greater than zero at the p < 0.05 level (via t-test), where
an observer’s responses on the left side were treated as independent of his responses on the other side (the degrees of
freedom is therefore twice the number of subjects minus two).
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the radial display (Experiment 1). For example, for the stimulus shown on the left of
Fig. 26.2(b), the empirical illusion magnitude is shown in the upper right quadrant of the
“horizontal dots” plot, which means that the left dot is perceived to be higher than the
right dot. Note that this is consistent with how the elevations of the two dots will change
in the next moment, as predicted by Fig. 26.2(a). That is, the two plots in Fig. 26.2(b) for
static radial line illusions fits the prediction of the forward-motion perceiving-the-present
hypothesis.

In Experiment 2 the static converging lines of Experiment 1 are replaced by a flowing
dot (6 deg/sec), and the two target dots (separated by 5 deg) are briefly flashed (for about
40 msec) just as the flowing dot passes them, illustrated by the figure on the left of
Fig. 26.2(c). The plots in Fig. 26.2(c) show the average illusion magnitude across all the
conditions, and one can see that this dynamic classical geometrical illusion is modulated
by direction of motion as predicted (Fig. 26.2(a)), and has the same signature as the static
geometrical illusion in Fig. 26.2(b).

26.3.2 Modulating the observer’s speed of forward motion

We have just seen that modulating the inferred observer direction of motion via dynamic
stimuli modulates perception as expected and analogous to static geometrical illusions.
Here we demonstrate that increasing the inferred speed of forward movement via dynamic
optic flow increases misperceptions as expected. In the static domain, this is analogous to
adding more converging lines (because when moving faster, a greater number of objects
tend to be moving sufficiently fast to induce optic blur), and it is well known that classical
geometrical illusions such as the Ponzo are stronger when there are more converging lines.

Figure 26.3 illustrates the basic stimulus design, where the bottom hemifield possesses
optically flowing dots, and two Ponzo bars are briefly flashed. There were two versions of
the flowing dots, “slow” and “fast.” Here we expect, and find, that the upper Ponzo line
should be perceived as projecting larger, because it is nearer to the observer’s direction of
motion. Points of subjective equalities were computed for each observer on the “slow” and
“fast” conditions: the average illusion was 3.9% in the “slow” condition, and 5.6% in the
“fast” condition, where a positive value indicates the upper Ponzo line was perceived to
project larger than the lower Ponzo line. The amount of illusion was significantly greater
in the “fast” condition: the average difference was 1.7% (standard error = 0.52), and this is
significantly above 0 by a t-test (p = 0.0101, t = 3.24, df = 9). On an observer-by-observer
basis, nine of the ten observers perceived a greater illusion in the “fast” condition than the
“slow” condition.

26.3.3 Forward versus backward

We have thus far seen in this section that, as predicted, dynamic classical geometrical
illusions exist, and manipulation of observer forward direction (Experiment 2) and speed
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Fig. 26.3 Illustration of an experiment (Dynamic Ponzo-Flash Illusion, Experiment 3) demonstrating
that the speed of optic flow modulates illusions as expected. The arrows here indicate that the black
dots flowed outward with a velocity gradient. The observer fixated on a red dot (shown here as
a black cross) between the two Ponzo lines, and two red Ponzo lines (shown here as gray) were
briefly flashed. Faster optic flow, consistent with faster forward movement, led to greater illusions
(i.e., greater misperceptions that the upper bar has larger angular size than the lower bar). Optically
flowing black dots were presented in the lower half of a white screen, simulating forward motion
toward the focus of expansion of those dots. Dots flowed only in the hemifield below the focus of
expansion. Two simulated observer speeds were used, “slow” and “fast”: dots began with angular
speed 0.80 deg/sec in “slow” and 1.60 deg/sec in “fast” condition; and acceleration 5.39 deg/sec2
in “slow” and 10.78 deg/sec2 in “fast.” These values were chosen because they led to qualitatively
different simulated observer speeds. The observer fixated on a red dot (shown in Fig. 26.3 as a black
cross) 3.34 deg below the focus of expansion. After 3 sec, two red, horizontal, Ponzo line segments
briefly flashed (0.036 sec) above and below the fixation point (1.90 deg above and below), each
below the focus of expansion. In the two-alternative forced-choice design, the projected lengths of
the upper and lower Ponzo line segments varied over 7 pairs of values, ranging from upper segment
being 6% longer than lower segment to lower segment 12% longer than upper segment (with center
around 4.6 deg or arc). In total, then, there were seven kinds of Ponzo-line presentations, and two
optic-flow speed conditions, for a total of fourteen distinct stimuli. Each of these was presented ten
times, randomly interleaved. After each presentation of the flow followed by the flashed Ponzo lines,
observers judged whether the upper or lower Ponzo line appeared larger in projected length. The
experiment took about 20 min to complete. Ten observers (two nonnaı̈ve, eight naive) participated in
the experiment. All observers had normal or corrected-to-normal visual acuity.

(Experiment 3) modulates the illusions as expected. It is useful to mention one kind of
experiment that may be deemed an appropriate test of our theory: backward motion (see
Changizi & Widders 2002, for discussion of this). The reader may wonder, for example, if
optical contraction consistent with backward motion should lead to a counter-Ponzo illusion
in the dynamic Ponzo-flash experiment. However, we feel that this type of experiment may
only be a weak test of our theory. The visual system can be expected to be competent at
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perceiving-the-present only under conditions sufficiently similar to the natural conditions
of stimulation, either evolutionarily or during the animal’s lifetime. Backward motion is
quite infrequent. Furthermore, when moving backward one is not at risk of colliding into
objects in one’s view. These facts together suggest that there is less selective pressure
for perceiving-the-present mechanisms for backward motion. There is therefore reason to
doubt that the visual system might be able to correct for latencies under backward-motion
conditions.

Nevertheless, it would be interesting to see whether the visual system can sometimes
appropriately respond to backward-motion stimuli. Experiment 4 describes a simple kind
of backward-motion stimulus, but one that nevertheless possesses abundant cues indicating
that the target objects are receding away from the observer. Abundant cues are probably
necessary for the “backward” interpretation because of its relative infrequency (Lewis &
McBeath 2004), similar to the bias against a “backward” interpretation of other objects
(Tinbergen 1939, 1951; McBeath et al. 1992; Pavlova et al. 2002).

This experiment consisted of three conditions: “stationary control,” “backward,” and
“forward.” See Fig. 26.4(a) for illustration. In each condition, each trial presented two
frames in short succession, and in each frame (except the control) there were four vertical
line segments, horizontally aligned – two to the left of fixation (left pair) and two to the
right (right pair). In each condition, the lines in the second frame are identical (and are
akin to the Ponzo, but one on each side of the center, and without the converging lines);
only the first frames differ, and differ so as to indicate backward motion, forward motion,
or to serve as a control. Observers were asked to judge whether the inner lines or the
outer lines in the second frame are larger. In the stationary control condition, observers
perceived the inner pair of lines to be 4.3% larger (95% confidence interval (3.9, 4.7), via
standard bootstrap) than the outer pair, consistent with the effects of eccentricity alone (see
case 5A of Table 26.2). In the forward condition, the illusion was significantly amplified
to 8.2% (95% confidence interval (7.6, 8.8)). In the backward condition, the illusion was
significantly diminished compared to the control, namely 1.2% (95% confidence interval,
[0.8, 1.7]). That is, compared to the control, forward and backward motion modulate the
illusion in the expected directions (Fig. 26.4(b)).

26.3.4 Summary

In Section 26.2, we reviewed how a forward-motion perceiving-the-present hypothesis
can explain many classical geometrical illusions. The hypothesis predicts that the same
illusions should be elicited if, informally, the converging lines are replaced by dynamic
optic flow. In this section, we showed that this is the case. We showed illusions like those in
the classical geometrical ones can be made to occur, but using dynamic optic flow stimuli,
where we modulated the inferred observer direction of motion (Experiment 2) and speed
(Experiment 3); we even showed conditions under which backward motion can induce the
expected counterillusion (Experiment 4).
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Fig. 26.4 (a) Illustration of the three conditions of Experiment 4, shown in the three columns here.
The two rows show the first and second (which is the last) frame of the stimuli. The second frames are
identical in all three conditions, and the outer lines of the second frame are varied in the two-alternative
forced choice design. In the “stationary control” condition, the first frame has no lines at all. In the
“backward” condition, the lines in the first frame are arranged approximately consistent with how
they would project if, in the next frame, they receded away from the observer and projected as in
frame 2. And in the “forward” part, the lines in the first are arranged approximately consistent with
how they would project if, in the next frame, they approached the observer and projected as in frame
2. Observers were required to judge whether the inner lines or the outer lines in the second frame
are larger. Ten trials were performed for each setting of the outer line segment’s length, which varies
over eleven values. Twelve (three nonnaı̈ve, nine naive) observers participated in this experiment. (b)
Results of Experiment 4, for all 12 observers. The plot shows, for the three conditions, the fraction of
“outer is longer” responses versus the relative physical settings of the outer and inner lines (measured
here as the outer-to-inner percentage, 100% meaning the outer and inner are the same projected
size). In the stationary control condition (squares), observers had to increase the size of the outer
pair to 4.3% larger (95% confidence interval (3.9, 4.7), via standard bootstrap) than the inner pair
to perceive them as equal. That is, observers perceived the inner lines to be 4.3% larger than the
outer lines. In the forward condition (diamonds), the illusion was significantly enhanced to 8.2%
(95% confidence interval (7.6, 8.8), whereas in the backward condition (circles) the illusion was
significantly diminished to 1.2% (95% confidence interval (0.8, 1.7).
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26.4 Predicted table of 7 × 4 = 28 illusion classes

In Section 26.3, we presented evidence confirming the prediction of our forward-motion
perceiving-the-present hypothesis that there should be dynamic versions of the classical
geometrical illusions, where dynamic flow replaces the static converging lines. In this
section we present a second prediction of the hypothesis, one concerning a predicted
pattern over a large swath of illusions from the visual perception literature.

The idea behind this new prediction is a generalization of the forward-motion perceiving-
the-present idea used to accommodate the classical geometrical illusions and discussed in
Section 26.2. The explanation of the classical geometrical illusions given there required (i)
using vanishing point cues in the stimulus to determine the probable observer’s direction of
motion, and (ii) working out how the projected sizes of objects in the scene will change in
the next moment when the observer moves in that direction, which depends on where the
objects are in the visual field relative to the direction of motion (e.g., the Hering lines bow
outward in the visual field more quickly at eye level). More generally, we wish to look for
(I) cues to the observer’s direction of motion, and (II) the rates at which properties tend to
change depending on where they are in the visual field relative to the observer’s direction
of motion. In the following two subsections we discuss two kinds of optic flow regularities,
concerning (I) and (II) respectively.

26.4.1 Optic flow regularity type I: correlates of direction of motion

We first describe the correlates of the observer’s direction of motion. Fig. 26.5(a) and
26.5(b) are photographs taken while in forward motion, and the observer’s direction of
motion is obvious, for there are many cues for it. Many of the correlates of the direction of
motion can be understood by examination of Fig. 26.5, and we enumerate them below.

A region of the visual field nearer to the observer’s direction of motion tends to have

(1) Smaller projected sizes.
(2) Smaller projected speeds.
(3) Greater luminance contrasts.
(4) Greater distances from the observer.
(5) Lower eccentricity.
(6) Lower projected distance from the vanishing point of converging lines.

These six correlates are recorded in Fig. 26.5(c). Notice that correlate (6) is just the
correlate mentioned earlier in Section 26.2 concerning the classical geometrical illusions.

Although Fig. 26.5 provides examples of forward-moving scenes, the most fundamental
reason for these correlates is this: When one moves forward, one must avoid obstacles lest
one collide with them. When moving forward, the direction of motion is therefore different
than other places in the visual field, for the direction of motion must have some “room
for forward movement.” That is, the distance must be sufficiently great for some degree of
forward movement. The other places in the visual field, however, are not under any such
constraint: they can be near or far. That is, regions of the visual field nearer to the direction
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Fig. 26.5 (a) This picture (from the public domain and also shown in Fig. 26.1(a)) illustrates many of
the correlates of optic flow and the direction of motion. Namely, moving from the direction of motion
(the focus of expansion) outward, projected sizes increase (e.g., the road), projected speeds increase
(the arrows), luminance contrasts decrease (notice the overhead structures), distance decreases, and
projected distance from the vanishing point of converging lines increases. (b) Another picture (from
the public domain), this one of optic flow in a forest. (c) The circle signifies an observer’s visual field,
and the center the location of the focus of expansion (FOE), and the observer direction of motion.
Around the circle are shown 6 correlates of optic flow, labeled 1 through 6. For example, correlate 1
is for projected size, and tells us that projected sizes are smaller near the observer direction of motion
and get larger farther from the observer direction of motion. Some of the correlate descriptions need
comment. Distance can be cued via many sources of information, but the distance correlate is shown
here via using two stereograms, intended for uncrossed viewing: the one on the left depicts a single
black bar behind a rectangular frame (i.e., distance of the black bar is great), and the stereogram on
the right depicts a single black bar in front of a frame (i.e., the black bar is near). All but correlate 5,
eccentricity, are exemplified by (a) and (b). The eccentricity correlate is due to the fact that observers
are typically looking in the direction they are headed, and in (c), this is signified by an eye with a
cross at a location on the retina.
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of motion will correlate with being farther from the observer. This argument is very general
and would even apply, say, for a rocket ship moving within an asteroid field, where there is
no ground plane. In the real world that we inhabit, there is a ground plane, and very often
walls and ceiling, and in these circumstances the correlation between direction of motion
and distance from the observer is even stronger. For the reasons just mentioned, correlate (4)
follows. What about the other five correlates? We already discussed correlate (6) in Section
26.2 when we reviewed the perceiving-the-present explanation of the classical geometrical
illusions. Correlate (1) follows from correlate (4) because as an object nears the observer, its
projected size increases (i.e., nearer objects have greater projected size). Because distance
and projected size are independent of an observer’s pattern of fixation, correlates (1) and
(4) are true no matter the manner in which a moving observer retinally tracks. The other
correlates depend on the observer’s pattern of fixation, however. We now consider the two
possible cases.

Case 1, a constant angle of fixation relative to the direction of motion: If an observer’s
fixation is at some constant angle relative to the direction of motion – that is, the observer
does not fixate on approaching objects – then correlates (2), (3), and (6) result for the
following reasons. Correlate (2) follows from correlate (4) because as an object nears the
observer, it will also tend to be a greater projected distance from the direction of motion,
and its projected speed will increase. Correlate (3) follows, in turn, because luminance
contrast and projected speed are inversely related. To see why, consider an object flowing
across a one-degree-long segment of the projection sphere. The luminance contrast at that
one-degree-long segment is just (roughly) the magnitude of the difference in luminance
between it and that of the background luminance. Objects with greater projected speed
integrate along the one-degree-long arc for a shorter period of time, and thus the luminance
of that arc – being so “smeared” – will differ less from that of the surround (or background)
luminance. See Section 26.2 for a discussion of correlate (6). Correlate (5), though, may
not hold if one is fixated at a large angle from the direction of motion. However, if one
makes the reasonable assumption that forward-moving observers have a tendency to look
roughly in the direction they are going – something argued to be optimal (Wann & Swapp
2000) and for which there is evidence that people do (Wilkie & Wann 2003) – correlate (5)
does follow. So, if observers tend to fixate at some constant angle relative to the direction
of motion, and if they tend to look roughly where they are going, then all the correlates
follow.

Case 2, fixating on approaching objects: However, observers often fixate on approaching
objects rather than fixating at some constant angle relative to the direction of motion. When
fixated on an approaching object, the focus of expansion of outflowing dots will be at the
point of fixation, not the direction of motion (Regan & Beverly 1982). The fixated point,
and not the direction of motion, will then tend to have smaller projected speeds, greater
luminance contrasts, lower eccentricity, and lower projected distance from the vanishing
point of converging lines. That is, correlates (2), (3), (5), and (6) will not necessarily hold.
However, as mentioned above, forward-moving observers tend to look where they are
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going – that is, lower eccentricity tends to correlate with heading – and the focus of
expansion consequently tends to covary with the direction of motion, and (2), (3), (5), and
(6) therefore do follow (and (1) and (4) were independent of fixation patterns).

In summary, we have just derived that correlates (1) through (6) are true for forward-
moving observers no matter their fixation patterns (i.e., no matter whether Case 1 or 2), so
long as they tend to look approximately where they are going.

Several observations are important to mention. (i) One must recognize that even though
“projected sizes tend to be smaller near the direction of motion,” it does not follow that every
stimulus with a projected size gradient is a stimulus that would be naturally encountered
while the observer is in motion. That is, these ecological regularities tell us that ecologically
natural optic flow stimuli have certain characteristics (like a projected size gradient), but
they do not tell us that any stimulus with these characteristics is ecologically natural. A
similar point of caution holds for correlates (2), (3), and (4) as well. For example, although
ecologically natural optic flow stimuli have lower projected speeds near the direction of
motion, consider a stimulus with lower projected speed objects in one part of the stimulus
but where the objects have random directions. Such a stimulus may not be ecologically
associated with optic flow. (ii) Note that these ecological regularities do not require an
assumption of carpentered environments (and recall that converging lines may typically
be due to optic smear). (iii) Note that correlate (3) implies that, when an observer is in
motion, nearer objects tend to be lower in luminance contrast, which is in contradistinction
to the weaker ecological regularity governing when an observer is not moving, where nearer
objects tend to have greater luminance contrast.

26.4.2 Optic flow regularity type II: how quickly features change depending on
nearness to the direction of motion

With the six ecological correlates of direction of motion now enumerated, we must discuss
another kind of ecological regularity, one concerning the rates at which change occurs
as a function of projected distance from the direction of motion. (By “projected distance
from the direction of motion” we mean the visual angle between the observer direction of
motion and some object in the visual field.) When an object is near to passing you and the
projected distance from the direction of motion is accordingly great, its projected size and
speed have nearly asymptoted to their maxima, its luminance contrast has nearly reached
its minimum (because it varies inversely with speed), and its distance from the observer has
reached its minimum. Said differently, projected size, projected speed, luminance contrast,
and distance (from the observer) undergo little change when close to ninety degrees from
the observer’s direction of motion; these features undergo their significant changes when
nearer to the direction of motion.

It is possible to derive the following ecological regularities concerning the rates of
growth:
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Fig. 26.6 (a) The average percentage projected size growth as a function of projected distance from
the direction of motion. It was obtained by simulating 106 forward movements at 1 m/sec for 100
msec and computing the average percentage projected size growth of a line segment of random length
(between a few centimeters and a meter), orientation, and placement (no more than 2 meters to the
side, above, below, or in front of the observer’s eye). We have confined objects to be relatively near
the observer because we believe that it is the dynamics of nearby objects that will have tended to
shape the functions computed by the visual system. The qualitative shape of the plots does not change
if the boundaries of the simulated world are scaled up uniformly. (b) and (c) are similar to (a), but
recording, respectively, the average percentage projected speed increase and the average percentage
distance decrease, each as a function of projected distance from the direction of motion. In sum, for
relatively nearby objects, projected size, projected speed, luminance contrast, and distance undergo
greater percentage change when nearer to the direction of motion.

For two objects of similar distance from passing the observer, the one nearer to the observer’s direction
of motion undergoes, in the next moment,

(A) a greater percentage increase in projected size,
(B) a greater percentage increase in projected speed,
(C) a greater percentage decrease in luminance contrast, and
(D) a greater percentage decrease in distance from the observer.

These qualitative intuitions can be made rigorous and quantitative by simulating forward
movement. Projected sizes tend to increase most when near the direction of motion, to
increase by about half that when at 45 deg from the direction of motion, and to not increase
at all when passing the observer (Fig. 26.6(a)). Similar conclusions hold for projected speed
(and thus luminance contrast) and distance (Fig. 26.6(b) and 26.6(c)). In our simulations
we assume that the objects are “relatively nearby,” and specifically no more than 2 m to the
side, above, below, or in front of the observer’s eye. This “relatively nearby” assumption is
reasonable for two reasons. First, the objects where latency compensation is most needed
are the ones near enough to interact with; there will be little or no selection pressure for the
compensation of objects, say, 100 m distant from an observer (Cutting & Vishton 1995).
Second, most objects very far away will simply be too small to notice, and, furthermore,
any changes they undergo will be small in absolute magnitude and thus insignificant
compared to the changes of nearby objects. (Note that this “relatively nearby” was not



26 Perceiving-the-present and a unifying theory of illusions 457

made for optic flow regularity I concerning the six correlates of the observer’s direction
of motion, because even far away, unchanging stimulus features – despite not requiring
compensation – can provide information concerning the observer’s direction of motion.)
However, these conclusions – and correlates (A) through (D) – are general; for example,
increasing the 2 m limit to some larger value does not modify the shape of the plots. The
main qualitative result is due to the simple fact that, as mentioned above, objects near to
passing you are no longer undergoing percentage change in projected size, projected speed,
luminance contrast, and distance.

26.4.3 Twenty-eight distinct ecological regularities

We have now introduced two broad kinds of ecological optic flow regularity:
(I) correlates-of-direction-of-motion, and (II) how-quickly-features-change-nearer-the-
direction-of-motion.

Within the first kind we introduced six correlates of the direction of motion ((1) through
(6) from above), and within the second kind we introduced four features that change more
quickly in the next moment when nearer to the direction of motion ((A) through (D)
from above). These two kinds of optic flow regularity are robust, qualitative, statistical
generalizations and do not rely upon any posthoc setting of parameters. It is important to
understand that, although these two kinds of regularity are related, they are very different and
are independent of each other. Given a stimulus, the first group of regularities ((1) through
(6)) helps us to determine, from the stimulus, the observer’s direction of motion. These
six play the same role as the converging lines did in the classical geometrical illusions.
We argued in Section 26.2 that the vanishing point of converging lines is probably the
observer’s direction of motion. This converging-line regularity is now just one of six such
regularities. Once we have used the first group of regularities to determine the observer’s
direction of motion – for example, the observer is moving toward the vanishing point of the
converging lines – we then need to determine how features will change in the next moment
were the observer to move in that direction.

The second group of regularities ((A) through (D)) tells us how features change in the
next moment; the rate at which features change depends on where they are in the visual
field relative to the observer’s direction of motion. On average, nearby objects closer in
the visual field to the observer’s direction of motion will undergo greater change in the
next moment (i.e., the derivative is steep nearer the direction of motion). And this is what
the second group of regularities told us. For example, for the Orbison illusion as shown
in Fig. 26.1, given that the observer is moving toward the vanishing point (something
determined via the first group of regularities), we want to know how the projected nature
of the square will change in the next moment. This latter issue is answered via knowing
that the projected sizes of objects tend to increase more in the next moment when they
are nearer to the observer’s direction of motion, and so the left side of the square in the
Orbison illusion will grow more in the next moment than the right side. (And importantly,
the left and right side of the square are probably not too different in distance from passing
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the observer; namely, in this case they probably lie in the observer’s frontoparallel plane
and so are equally distant from passing the observer.)

Together, these two kinds of ecological regularity tell us which parts of the visual
field will undergo greater feature changes in the next moment. In particular, from the six
correlates-of-direction-of-motion regularities and the four how-quickly-features-change-
nearer-to-the-direction-of-motion regularities, one can distinguish between 6 × 4 = 24
distinct ecological regularities. Consider, for example, combining (1) and (B) (we shall call
such a combination “1B”). This combination determines a specific ecological regularity,
namely (1) that a region of the visual field with lower projected sizes tends to be nearer
the direction of motion, and (B) for two objects of similar distance from passing the
observer, the one nearer the direction of motion tends to undergo, in the next moment, a
greater percentage increase in projected speed. From this we may infer the following more
succinct statement of 1B: For two objects of similar distance from passing the observer,
the one nearer the region of the visual field with smaller projected sizes tends to undergo,
in the next moment, a greater percentage increase in projected speed. Consider, as another
example, combining (3) and (C) to make ecological regularity 3C: (3) a region of the visual
field with greater luminance contrasts tends to be nearer the direction of motion, and (C)
for two objects of similar distance from passing the observer, the one nearer the direction of
motion tends to undergo, in the next moment, a greater percentage decrease in luminance
contrast. Again, it is reasonable to expect that the following shorter statement of 3C is true:
For two objects of similar distance from passing the observer, the one nearer the region of
the visual field with greater luminance contrasts tends to undergo, in the next moment, a
greater percentage decrease in luminance contrast.

Table 26.1 is a matrix showing all twenty-four of these ecological regularities, with the
correlates of the direction of motion as the rows and, as the columns, the four features
that change more quickly when nearer to the direction of motion. The table also includes
a seventh row, where the correlate of the direction of motion is the focus of expansion of
optic flow itself (such stimuli tend to possess more than one of the six stated correlates of
the direction of motion). In total, then, Table 26.1 catalogs twenty-eight distinct ecological
regularities relating disparate stimulus types to four modalities of perception.

26.4.4 Twenty-eight distinct predicted illusion classes

What do these ecological regularities have to do with visual perception? These twenty-
eight distinct ecological regularities are important because they also amount to twenty-
eight distinct predicted illusion classes. This is because, under perceiving-the-present, the
perception is predicted to be representative of the way the scene will be in the next moment
(i.e., by the time the perception occurs). Each ecological regularity in Table 26.1 states
how features will change in the next moment, and perceiving-the-present therefore expects
observers to have perceptions that accord with these expected next-moment features. More
specifically, the predicted illusions recorded in Table 26.1 can be described as follows: For
each class there are two similarly distant target objects that are identical in regard to the



Table 26.1 Prediction of the optic flow regularities hypothesis. Catalog of the
twenty-eight ecological correlates of forward motion and the twenty-eight illusion classes
from the perceiving-the-present framework due to the effects of seven direction-of-motion
correlates (the rows) on perceived projected size, projected speed, luminance contrast,
and distance (the columns). To illustrate how to read the table, the following is how the
upper left case of the table, illusion class 1A, should be read: “A region of the visual field
with lower projected sizes (greater projected spatial frequency) is associated with, in the
next moment (i.e., the predicted perception is of), a greater increase in projected size
(greater decrease in projected spatial frequency).” Each square also shows an example
figure consisting of (a) two targets that are identical in the modality of the column, but (b)
differ with respect to the feature of the row. The probable direction of observer motion is
always toward a point on the left side. For Row (2) and Column (B) – each of which
concern motion – arrows are used to indicate stimulus speed and direction. For Row (4)
stereograms (meant for divergent viewing) are used for the example figures; although we
have used stereo disparity to cue relative distance, any cue to relative distance could be
used. For Row (5), the little eye in the figures represents the approximate fixation point.

(cont.)
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Table 26.1 (cont.)

column modality. The region of the visual field near the left target is given the features
specified by the row, and this thereby makes it probable that the left region is nearer to
the observer’s direction of motion. The target object on the left is therefore predicted to
be perceived by observers to have a column modality that changes in the way stated in the
column heading.

For example, ecological regularity 1A states that for two objects of similar distance from
passing the observer, the one nearer the region of the visual field with smaller projected
sizes tends to undergo, in the next moment, a greater percentage increase in projected
size. Perceiving-the-present accordingly predicts that, when an observer is presented with
a stimulus with two targets of similar distance from the observer, one in a region with
small projected size features and another in a region with large projected size features, the
observer should overestimate the projected size of the target within the small-projected-size
region. As an example stimulus, consider the one in the spot for 1A in Table 26.1 (this
figure is the Ebbinghaus or Titchener illusion). The left side of the figure has, overall,
smaller projected size features than the right side of the figure, and thus the left target,
being probably nearer to the direction of motion, should undergo, in the next moment, a
greater percentage increase in projected size. Because the two targets (i.e., the center circle
on the left and the center circle on the right) have identical projected sizes, the left target
will undergo, in the next moment, a greater increase in projected size than the one on the
right, and perceiving-the-present expects observers to perceive the left target to project
larger than the one on the right. Intuitively, the probable scene in 1A is of two identical
circles on the left and right, at similar distance from the observer (see discussion below); but
where the one on the left, being surrounded by smaller projected size features, is probably
nearer to the observer’s direction of motion and will undergo greater percentage growth in
the next moment.

Consider as another example ecological regularity 1B, and the figure shown for it in
Table 26.1. Here the target objects are objects moving at identical projected speed (indicated
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in the figure by arrows of identical length) over the horizontal lines, because (B) is the
column for perceived projected speed. The horizontal lines on the left side of the stimulus
have smaller projected size features (or greater projected spatial frequency), thus making
that part of the stimulus probably nearer to the direction of motion (as indicated by (1)). We
therefore expect that the left target will undergo a greater percentage increase in projected
speed in the next moment, as the column heading states. Perceiving-the-present accordingly
predicts that observers should perceive the projected speed of the target on the left to be
greater than that of the same-speed target on the right (because that is how they would
typically be in the next moment).

26.4.5 Arguments that the targets in illusions are treated as similarly
distant from the observer

We will see later in this section that the illusions tend to be consistent with
perceiving-the-present’s predicted table of illusions in Table 26.1. However, unlike
traditional explanations for illusions that rely upon claims about one target probably being
farther away, our treatment supposes that the target objects tend to be treated by the visual
system as if they are similarly distant. There are several reasons for believing that target
objects in illusions and figures like those in Table 26.1 are treated by the visual system as
similarly distant.

One reason is that the illusions do not change when strong cues are added that the targets
are similarly distant. For example, in the Ponzo illusion in Fig. 26.1(b), the stimulus is
ambiguous as to the distances of the two bars, and one possibility is that the stimulus
is due to a scene where the top horizontal bar is farther from the observer (and another
possibility is that the two targets are at similar distance from the observer). However,
consider now the Orbison illusion in Fig. 26.1(b), where the two horizontal bars are now
part of a square stimulus. It is highly probable that the square stimulus is due to a real-
world square in the observer’s frontoparallel plane, as opposed to a real-world trapezoid
tilted backward in just the right manner to coincidentally project as a perfect square. In
the Orbison illusion, then, the cues suggest that the upper and lower bars are probably
at about the same distance from the observer (and this applies even more strongly for
the grid illusion in Fig. 26.1(b)), and yet, importantly, the Ponzo-like illusion still is
present.

The second reason for believing that target objects in illusions are treated by the visual
system as similarly distant from the observer is that many illusions possess cues suggesting
that the targets are, indeed, at similar distances from the observer. For example, in most
illusions the two target stimuli are identical to each another (in projected size, shape, pattern,
speed, and luminance), and the differences causing the illusion are in the surrounding
stimuli, not in the targets themselves. This is true for most of the example stimuli in
Table 26.1, namely 1A, 1B, 1D, 2A, 2B, 2C, 3A, 3B, 3C, 5A, 5B, 5C, 5D, 6A, 6B,
6C, 7A, 7B, 7C (where it is assumed that the vectors represent moving objects that are
identical in projected size, shape, pattern, and luminance). This is, in fact, one of the central
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characteristics of a good illusion: that despite two stimuli being identical, they are perceived
differently. But when two stimuli are identical, it significantly raises the probability that
the targets are the same kind of object – it would be a rare coincidence that two different
kinds of object in a scene would cause a stimulus with identical stimulus properties. It
follows that if two objects are the same kind of object (having identical distal size), then
because they project the same size in the stimulus, the two targets must probably be at
the same distance from the observer. Thus, one of the central characteristics of a good
illusion – having identical target stimuli – is itself a cue that the targets are at similar
distance. Another kind of cue that two targets are at similar distance from the observer
occurs in some illusions (e.g., in 2D, 3D, 4D, 6D, and 7D of Table 26.1), namely when the
targets are the opposite ends of a single rectangularly projecting plane or grid (of uniform
luminance). As mentioned in the previous paragraph, a rectangular stimulus is probably
due to a real-world rectangle in the observer’s frontoparallel plane – not due to a real-world
trapezoid tilted in just such a manner as to coincidentally project rectangularly. Therefore,
the opposite ends of the rectangular plane are at similar distances from the observer. Finally,
illusions can have an even stronger cue that they are at similar distances from the observer,
namely when identical binocular disparity is used (as in Row 4 of Table 26.1).

A third reason for believing that the visual system might treat the targets in illlusions as
similarly distant from an observer is that, even if in a given stimulus the cues are weak that
the targets are similarly distant, there are benefits for assuming, for perceiving-the-present
compensation purposes, that the targets are at similar distances. For specificity, consider
the Ponzo illusion (Fig. 26.1(b)), and consider two possible interpretations of the stimulus:
(a) the lower bar is close to the observer but the upper horizontal bar is far, and (b) both bars
are similarly close to the observer. Although in the previous paragraph we provided reason
to believe that for the Ponzo the bars are probably at similar distance from the observer
(because the two bar stimuli are identical), let us suppose now for the sake of example that
these two possible interpretations are equally probable. If the observer perceives according
to (a) but in fact (b) is the case, then the costs are potentially high because the upper bar
will not be perceived veridically (it will in fact be moving closer and enlarging but will
not be perceived to be so), and the observer is in danger of not interacting appropriately
with the bars (e.g., collision). If, on the other hand, the observer perceives (b) but (a) is
the case, then the costs are low because although the observer will not perceive the upper
bar veridically (the upper bar’s perceived angular size will be larger than the lower bar),
the observer is far from the upper bar and not at risk of an inappropriate interaction with it
(such as a collision).

26.4.6 Summary of perceiving-the-present prediction

In sum, Table 26.1 possesses two distinct but related kinds of content: (a) ecological
regularities concerning how features tend to change in the next moment depending on
their current features, and (b) predicted perceptions based on the perceiving-the-present
hypothesis. Table 26.1 essentially predicts that there should be an underlying pattern to
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the kinds of illusions researchers have found, a pattern cutting across a broad spectrum
of the visual perception literature. Rather than attempting to experimentally test each of
these twenty-eight classes of illusion ourselves, here we have opted to test these predic-
tions via a broad survey of the visual perception literature, which we discuss in the next
subsection.

Before moving to the results of the meta-analysis, it is important to understand the kind
of prediction we are making. Although for any predicted illusion class, illusions within
that class may be empirically known, it is not empirically known what the pattern is across
the twenty-eight distinct stimulus types. Our prediction concerns this underlying pattern:
it should fit the regularities shown in Table 26.1. Note that this is significantly different
from pooling together known cases of phenomena that appear to be consistent with one’s
hypothesis. As an analogy to the kind of prediction we are making, one of us (MAC) has
a theory for how the number of neocortical areas should increase as a function of brain
size (namely, a cube-root law). Given the prediction of the theory, MAC sought to test it
by determining how the number of areas actually does increase as a function of brain size.
To do this, he used the published literature to compile area counts and brain size measures
and was able to find support for the prediction. But, one might complain, all the neocortical
area and size information used in the plot were already known in the literature, and so no
new prediction had been made by the theory. If we take such a complaint seriously, MAC
would have to acquire area counts from new species before it could be called a prediction.
The mistake in such a criticism is that, although each datum may have been known, the
pattern made by compiling all the data had not been known. Similarly, the pattern across
the twenty-eight distinct stimulus types was not known prior to our investigation; what the
pattern is, then, is an open empirical question, and our theory predicts what the pattern’s
“shape” is. The following section empirically investigates this pattern.

Also, we must admit the limits of this predicted pattern. We cannot predict that every
stimulus fitting within the stimulus type of one of the classes will have the predicted kind of
illusion. The main reason for this is that the ecological regularities we presented earlier are
statistical tendencies, not inviolate laws; they will sometimes fail, and some kinds of stimuli
may be associated with those failure cases. This is again analogous to the neocortex-area
example discussed above, where a predicted cube-root law relating number of areas to
brain size does not mean that we do not expect outliers in some cases; of course we expect
outliers, but we nevertheless expect the pattern to exist. As a cartoon example to make our
point, imagine that observers typically steer away from spiders and steer toward lakes for
the purpose of drinking. A stimulus with small projected size features on the left, but with
spider shapes, and a large projected size on the right, with cues that it is a lake, may in
fact be ecologically associated with movement toward the lake, with the larger projected
size features; this would be counter to the ecological regularity in 1A of Table 26.1. We
cannot possibly discount such possibilities. Our theory should be treated as a zeroth-order
hypothesis. Nevertheless, our claim is that the central trend for any stimulus type will be
as predicted by the general pattern. And, as we will see, there are indeed central trends in
the literature for the kinds of illusions found of a given stimulus type. They are often the
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kinds of illusions the community has names for, because they are so strong or because they
are so robust.

26.4.7 Testing the prediction in Table 26.1 via Table 26.2

Table 26.2 is like the “prediction table” Table 26.1, but it is the “illusion evidence table,”
where within each of its matrix boxes we have recorded illusions from the literature that
fall within the corresponding stimulus class, along with citations. (A stimulus class consists
of illusions where stimulus modality X affects perceived modality Y.) Any given stimulus
from the literature falls within a well-defined stimulus class, and illusions were placed in
the appropriate stimulus class of the table whether or not the illusion was as predicted by
the hypothesis.

Although we can make no quantitative claim concerning the exhaustiveness of this
literature search, Table 26.2 possesses more than 150 citations, the result of searching
through on the order of 1000 papers. In a few illusion classes (3D, 4B, 4C, 6C, 6D, and
7C) we have found no existing research looking into the kind of stimuli about which the
prediction concerns; in some of these cases the figure shown in Table 26.2 serves as a
demonstration of the predicted phenomenon, but in other cases (the ones with question
marks) it is left for future study. However, the powerful conclusion of the metareview is
that, for each of the remaining twenty-two illusion classes, the central phenomenon found
in the literature accords with the prediction from Table 26.1. That is, the predicted pattern
of illusions from Table 26.1 is largely confirmed by this study. Furthermore, the theory
allows the unification of more than 50 kinds of illusion into an orderly 7 by 4 table of
illusion, demonstrating a broad empirical pattern across illusions not heretofore noticed.
(For other observations of broad empirical patterns across illusions see Coren et al. [1976]
and Gregory [2005].)

26.5 Conclusion

In this chapter we began by reviewing how the forward-motion perceiving-the-present
theory explains many classical geometrical illusions. Our main goal here was to test two
predictions of this theory.

The first prediction was that the converging lines found in classical geometrical illusion
stimuli should be able to be replaced by dynamic optic flow (and with target stimuli that
flash at some point in time rather than being always visible), and the illusions should still
occur. We saw that this is the case in Section 26.3 where dynamic flow could be used to
elicit analogs to the classical geometrical illusions, and we showed that the illusion could
be modulated as expected by modulating the cued observer direction of motion, speed, and
forward-versus-backward.

The second prediction concerned the observations that converging lines are just one of
seven kinds of ecological cue to where the observer is heading, and that projected size is



Table 26.2 7 × 4 table of 28 illusion classes catalogued from the visual perception
literature. This table serves as data with which to test the prediction of Table 26.1

(A)
. . . perceived (angular) size

(B)
. . . perceived (angular) speed

(C)
. . . perceived luminance
contrast

(D)
. . . perceived distance

(1)
How
(angular)
size
affects . . .

– size contrast (MacKay 1973;
Klein et al. 1974; Georgeson
1980)

– Ebbinghaus/Titchener illusion
(Massaro & Anderson 1971;
Coren & Girgus 1978; Weintraub
& Schneck 1986)

– moon illusion (Kaufman & Rock
1962; Rock & Kaufman 1962;
Restle 1970; McCready 1986;
Plug & Ross 1994; Kaufman &
Kaufman 2000; Redding 2002)

– nearer horizon ⇒ larger
(Gilinsky 1955; Leibowitz &
Harvey 1969)

– Oppel-Kundt/Botti illusion
(Oppel 1854; Lewis 1912;
Rentschler et al. 1981; although
counter at high spatial frequency,
Rentschler et al. 1981)

– smaller background features ⇒
faster (Brown 1931; Johansson
1950; Gogel & McNulty 1983)

– greater dot density of moving
object ⇒ faster (Watamaniuk
et al., 1993)

– greater spatial frequency ⇒
faster (Diener et al., 1976;
McKee et al., 1986; although
counter at high spatial frequency,
Smith & Edgar 1990)

– smaller patterns ⇒ faster
(Snowden 1999)

– greater spatial frequency ⇒ less
capture ⇒ greater relative
speed (De Valois & De Valois
1991)

– greater spatial frequency ⇒
greater “assimilation”
(Helson 1963; Steger 1969;
Walker 1978)

– greater spatial frequency
surround ⇒ lower contrast
(McCourt 1982;
Yu et al. 2001)

– smaller surround ⇒ nearer
(Ebbinghaus/Titchener,
McCready 1985

– horizon moon appears
nearer (Boring 1943, 1962;
Epstein et al. 1961; Rock &
Kaufman 1962; McCready
1986)

(2)
How
(angular)
speed
affects . . .

– slower ⇒ larger (Ansbacher
1944; Virsu et al. 1974; Parker
1981, 1983; Kaneko & Uchikawa
1993)

– longer presentation time ⇒
slower (Katz et al. 1990; Treue
et al. 1993) ⇒ lower spatial
frequency (Tynan & Sekuler
1974; Virsu et al. 1974; Virsu &
Nyman 1974; Kulikowski 1975;
Gelb & Wilson 1983; Maddess &
Kulikowski 1999)

– motion contrast (Loomis &
Nakayama 1973; Walker &
Powell 1974; Tynan & Sekuler
1975)

– lower speed surround ⇒
lower contrast (Takeuchi &
De Valois 2000)

– longer presentation time ⇒
slower (Katz et al. 1990;
Treue et al. 1993) ⇒ lower
contrast (Kulikowski 1972)

– lower speed surround ⇒
nearer (motion
parallax-induced depth
contrast, Graham & Rogers
1982; Rogers & Graham
1983)

(3)
How
luminance
contrast
affects . . .

– greater contrast ⇒ stronger
geometrical illusions (Wallace
1975; Dworkin 1997)

– color equiluminance ⇒ absence
of geometrical illusions
(Livingstone & Hubel 1987)

– greater contrast ⇒ larger
(Robinson 1954; Weale 1975;
Georgeson 1980; De Weert
et al. 1998)

– greater contrast ⇒ lower spatial
frequency (Virsu 1974; Virsu &
Vuorinen 1975; Kulikowski 1975;
Georgeson 1980; Gelb & Wilson
1983; Maddess & Kulikowski
1999)

– greater contrast ⇒ greater
repulsion (Rentschler et al. 1975)

– greater contrast ⇒ faster (Hess
1904; Thompson 1982; Kooi et al.
1992; Stone & Thompson 1992;
Müller & Greenlee 1994; Hawken
et al. 1994; Ledgeway & Smith
1995; Gegenfurtner & Hawken
1996; Snowden et al. 1998;
Blakemore & Snowden 1999;
Brooks 2001)

– greater contrast moving
surround ⇒ greater induced
target speed (Raymond &
Darcangelo 1990)

– greater contrast ⇒ less capture
⇒ greater relative speed
(Ramachandran 1987;
Ramachandran & Anstis 1990;
Murakami & Shimojo 1993;
Zhang et al. 1993)

– luminance contrast (Ejima
& Takahashi 1985; Chubb
et al. 1989; Cannon &
Fullenkamp 1991, 1993;
Solomon et al. 1993;
Snowden & Hammett 1998)

– color equiluminance ⇒
absence of depth
(Livingstone & Hubel 1987)

– greater contrast surround ⇒
nearer (BELOW)

(cont.)



Table 26.2 (cont.)

(A)
. . . perceived (angular) size

(B)
. . . perceived (angular) speed

(C)
. . . perceived luminance
contrast

(D)
. . . perceived distance

(4)
How
greater
distance
affects . . .

– greater stereo depth ⇒ larger
(Enright 1989; Kaneko & Uchikawa
1997; De Weert et al. 1998)

– lower accommodation ⇒ larger
(Biersdorf et al. 1963)

– lower convergence ⇒ larger (Thouless
1931; Heinemann et al. 1959; Biersdorf
et al. 1963; Oyama & Iwawaki 1972;
Komoda & Ono 1974)

– farther ⇒ faster (follows from
4A)

– farther ⇒ lower contrast
(?)

– depth contrast (Werner
1938; Harker 1962; Pastore
1964; Pastore & Terwilliger
1966; Anstis et al. 1978;
Brookes & Stevens 1989;
Pierce et al. 1998; van Ee
et al. 1999; te Pas et al.
1997; Sato & Howard 2001)

(5)
How lower
eccentricity
affects . . .

– nearer fovea ⇒ larger (William James
1890/1950; von Helmholtz 1867/1962;
Newsome 1972; Schneider et al. 1978;
Georgeson 1980; Davis 1990)

– Hering illusion without the radial
display (von Helmholtz 1867/1962, see
Liu & Schor 1998).

– foveal attraction or repulsion?
(Mateeff & Gourevich 1983; see
Appendix for discussion)

– nearer fovea ⇒ faster
(Campbell & Maffei 1981;
Tynan & Sekuler 1982; Pantle
1992; Schlykowa
et al. 1993).

– nearer fovea ⇒ greater
stereomotion speed (Brooks &
Mather 2000)

– nearer fovea ⇒ less capture
⇒ greater relative speed (De
Valois & De Valois 1991;
Murakami & Shimojo 1993;
Zhang et al. 1993).

– nearer fovea ⇒ lower
contrast (Georgeson
1991)

– nearer fovea ⇒ nearer
(barrel distortion of large
frontoparallel planes, von
Helmholtz 1867/1962)

(6)
How the
vanishing
point
affects . . .

– classical radial-display illusions such
as Ponzo, Hering, Orbison
(Ehrenstein 1925; Orbison 1939;
Berliner & Berliner 1948; Leibowitz et
al. 1969; Coren et al. 1976; Coren &
Girgus 1978; Schiffman & Thompson
1978; Weale 1978; Jordon & Randall
1987; Changizi 2001, 2003; Changizi
& Widders 2002)

– nearer center of radial display
⇒ faster (Swanston 1984;
Cesàro & Agostini 1998)

– nearer center of radial
⇒ lower contrast
(BELOW)

– nearer center of radial
display ⇒ nearer
(BELOW)

(7)
How the
focus of
expansion
affects . . .

– nearer FOE ⇒ larger (Anstis 1989;
Ramachandran & Anstis 1990;
Whitaker et al. 1999)

– flow repulsion or capture
(Ramachandran 1987; Anstis 1989;
Ramachandran & Anstis 1990; De
Valois & De Valois 1991; Murakami &
Shimojo 1993; Zhang et al. 1993;
Whitney & Cavanagh 2000)

– forward induced motion ⇒ increased
projected size (Farnè 1972, 1977;
Reinhardt-Rutland 1983; Wade &
Swanston 1984; Whitaker et al. 1999)

– looming toward grid causes center to
bow out (Foster & Altschuler 2001)

– dynamic Zanker-Hering analog
(Zanker et al. 2001)

– nearer FOE ⇒ faster (follows
from 2B)

– looming illusions (Widders
color-balls in Changizi 2003)

– looming toward grid causes
center to flow out faster
(Foster & Altschuler 2001)

– nearer FOE ⇒ lower
contrast (?)

– capture in depth (Anstis
1989; Edwards & Badcock
2003)

– looming toward grid causes
center to bulge (Foster &
Altschuler 2001)
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just one of four features that change in a predictable way as a function of distance in the
visual field from the direction of motion. Therefore, the same forward-motion perceiving-
the-present explanation for the classical geometrical illusions immediately makes 27 other
predictions, namely a table of 7 × 4 = 28 predicted illusion classes, of which one holds the
classical geometrical illusions, or a predicted pattern of illusion over 28 distinct stimulus
types. We found that this pattern of illusions appears to exist via a metareview of the
literature, amounting to a predictive success story for the forward-motion perceiving-the-
present hypothesis. We note that the forward-motion perceiving-the-present theory was
invented without knowing about this predicted pattern. Although the goal of the pattern
found in Table 26.2 is to confirm a prediction of the forward-motion perceiving-the-present
hypothesis (Table 26.1), we believe the empirical pattern is of significant interest for
visual perception researchers, for it is the largest systematization of illusions thus far, it
is theoretically motivated, and it unifies in an organized manner more than fifty kinds of
illusion.

Appendix: Projected versus distal properties

Important for understanding our article is the distinction between the perception of distal
properties and the perception of projected properties. Distal properties are features of the
objects out there in the world. For example, the height of a tree (measured in meters) is a
distal property, as is the surface reflectance (or lightness) of an object. Projected properties,
on the other hand, concern only the nature of the light projected toward an observer at
his/her particular location (not to be confused with retinal projection, although sometimes
the retina may veridically record projected properties). For example, how much of the
visual field is filled by a tree (measured in degrees, i.e., the angular size of the tree) is a
projected property, as is the amount of light projected toward the eye (or brightness) from an
object. It is useful to think of an imaginary projection sphere around a person’s eyes, where
the projection sphere lacks distance information. Projected properties are then properties
measurable on this sphere. Projected properties are important to perceive (in addition to
distal properties) because it is useful to perceive where things are in one’s visual field (i.e.,
in which direction around oneself is an object), and once one is able to perceive where
things are in one’s visual field, the perception of projected size and speed follow because
the former is just the projected distance (or visual angle) between two points in the visual
field, and the latter is just the projected distance swept by a moving point during a unit time
interval.

This “distal versus projected” distinction has been made often in the visual perception
literature (Gibson 1950; Gilinsky 1955; Carlson 1960; Mack 1978; Rock 1983; Arend
& Goldstein 1990; Sedgwick & Nicholis 1993; Gillam 1998; Palmer 1999; Changizi &
Widders 2002), and perception of projected size (as opposed to distal size) has been
observed a number of times over the history of visual perception (Reid 1813; Joynson
1949; Gibson 1950; Gilinsky 1955; Jenkin & Hyman 1959; Over 1960; Carlson 1960,
1962; Biersdorf et al. 1963; Rock & McDermott 1964; McCready 1965, 1985, 1986; Ono
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1966; Baird 1968; Craig 1969; Leibowitz & Harvey 1969; Lucas 1969; Daniels 1972;
Foley 1972; Angell 1974; Komoda & Ono 1974; Mack 1978; Sedgwick 1986; McKee &
Welch 1989, 1992; Kaneko & Uchikawa 1993, 1997; Sedgwick & Nicholis 1993; Plug
& Ross 1994; Gogel & Eby 1997). Researchers have also shown that observers make
qualitatively different “size” judgments when given projected size instructions compared to
when given distal size instructions (Gilinsky 1955; Jenkin & Hyman 1959; Carlson 1960,
1962; Biersdorf et al. 1963; Leibowitz & Harvey 1969): for stimuli with cues to the distal
size, projected size instructions lead to judgments closely matching projected size, and distal
size instructions lead to judgments closely matching distal size. Most of the literature on
motion perception also recognizes the perception of projected properties, because perceived
speed is nearly always measured in degrees/second. Furthermore, McKee and Welch (1989,
1992) provide evidence that discrimination for projected size and speed is often better, and
never worse, than for distal size and speed. (Burbeck (1987) finds poorer proximal spatial
frequency discriminations than distal, but see the discussion in McKee & Smallman (1998)).
Measurements of perceived lightness (distal) versus perceived brightness (projected) have
also been made (see Arend & Goldstein (1990)).

Acknowledgments

We wish to thank Zhi-Yong Yang, Timothy Hubbard, Andrew Wilson, David Eagleman,
Bart Krekelberg, Bhavin Sheth, Daw-an Wu, Ladan Shams, Keith Rayner, Kyle Cave, and
Patrick Cavanagh for their thoughtful comments and criticisms. Support was provided by
the Sloan-Swartz Foundation and NIH grant 5F32EY015370–02.

References

Angell, R. B. (1974). The geometry of visibles. Noûs 8: 87–117.
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History and theory of flash-lag: past, present, and future

gerrit w. maus, beena khurana, and romi nijhawan

Summary

Some basic versions of the flash-lag effect have been known since the early decades of
the twentieth century. Intriguingly, neural delays were as central in the early attempts at
explaining the effect, as they are in the more recent investigations into its cause. For a changing
visual stimulus a delayed registration of the stimulus by the central nervous system (CNS)
constitutes an “error” between the instantaneously registered state of the stimulus on the one
hand and its physical state on the other. Therefore, for animals to acquire food, mate, and avoid
predators, compensation of sensory delays is essential. One may ask which component(s) of
the CNS compensate for visual delays. Logically compensation could be carried out either
by visual or motor mechanisms, or both. The motion extrapolation account of the flash-
lag effect challenged the dominant view that only motor mechanisms compensate for visual
delays, suggesting instead that visual mechanisms also contribute. Controversy fueled by
empirical observations with unpredictable motion, in particular the flash-initiated and flash-
terminated conditions of the flash-lag effect, soon followed; prima facie motion extrapolation
could not accommodate these results. Armed with these challenging findings (primarily)
several alternative accounts of flash-lag were proposed. In light of new developments, this
chapter evaluates the motion extrapolation, motion sampling, motion integration, postdiction,
differential latency, and attentional cuing accounts of flash-lag.

27.1 Introduction: time delays in the nervous system and need for compensation

One key function of neural systems is to detect change in external environments or internal
states. A fundamental type of environmental change is movement of a stimulus across a
receptor surface. Movement, for example on the skin of remote body parts or in the periphery
of the retina, attracts attention such that organisms direct high-resolution sensory surfaces
(e.g., fingertips or the fovea) to the locations of movement (James 1890/1952). Movement
often stems from another organism, which could either be a conspecific, a potential mate or
competitor, or another species, a potential prey or predator. Even inanimate moving objects
are likely to be of importance, as they could present an obstacle or possible threat while
the animal itself is in motion. In all cases, having information about the exact position of
anything that moves is a prerequisite for successful interaction with the moving object,
whether the goal be to avoid or intercept.
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There are several problems the nervous system has to solve before it can determine the
position of a moving object. One general property of biological neural systems that com-
pounds the localization of moving objects is that biological processes take time. Processes
such as phototransduction in receptor cells, signal conductance along nerve fibers, and
synaptic transmission all rely on electrochemical mechanisms that work on the order of
several milliseconds. The contribution from each of these processes can add up to behav-
iorally significant time delays. Problematically, during the time delay the environment is
dynamic; other organisms and objects move and change position. In principle, it is impos-
sible for an organism to have absolute knowledge about the positions of all relevant objects.
However, to be able to interact with moving objects in a dynamic environment, organisms
have developed sophisticated mechanisms to overcome these processing delays.

Without any kind of compensation for delays in neural processing it would be impossible
for an organism to successfully interact with moving objects, as the position represented
at any stage in the central nervous system would always lag behind the physical position
of the object in the environment. Hence action directed at this lagging position would fail
to make contact with the object in question. Wild cats would jump short of fast-moving
prey and forest-dwelling animals would run into trees. Modern high-speed ball games
provide nice examples to evaluate the potential error of localizations without compensation.
If we assume neural delays from the retina to some cortical processing stage of about
100 msec, a tennis ball flying at a speed of 100 km/hr (27.8 msec−1) would be misrepresented
by 2.78 m. Obviously, in many instances predators are able to catch fast-moving prey and
players are able to hit tennis balls. Therefore, compensation of delays at some stage of the
neural processing is mandatory.

Given the sluggishness of muscle responses and the inertia in the actual movement of
limbs, compensation for delays in the motor system is well established in neuroscience
(Ghez & Krakauer 2000). It is commonly accepted that delays in other (sensory) parts of
the nervous system are also compensated for at the motor stage of neural processing (Jordan
1995). However, there is no a priori reason why all compensation should take place at one
summative stage, as processing delays are prevalent in all parts of the nervous system.
Visual effects involving moving objects have led to the proposal of predictive mechanisms
that compensate for delays in sensory pathways, thereby facilitating the accurate perception
of positions (Nijhawan 1994). This discussion of neural delays and compensatory mecha-
nisms has been revitalized by the flash-lag effect (Nijhawan 1994) in which a brief flash,
presented in spatial alignment with a moving object, appears to lag behind the moving object
(Fig. 27.1).

27.2 History of flash-lag

Research in the last fifteen years, following the publication of Nijhawan’s (1994) motion
extrapolation proposal, has engendered considerable debate in the scientific community
on the underlying mechanisms of the flash-lag effect. However, around the time of the
birth of experimental psychology as an independent field, similar perceptual phenomena
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Fig. 27.1 In a dark room a single physical rod, made of three segments, rotates in the direction of the
arrow. The two outer segments (solid lines) are illuminated with a continuous light source, whereas
the central segment (dashed line) is illuminated with a briefly flashed light source. The figure shows
the percept of the observers, with the central segment lagging behind (from Nijhawan 1992; see
Appendix).

relating to the localization of moving objects had been studied. For example, in astronomical
measurements, it was often necessary to record the accurate transit times of stars crossing
the North-South meridian. To measure these time points astronomers had to record the
moment when a star moved across a meridian wire in a telescopic view by estimating
the perceived position of the star at certain clock beats (Mollon & Perkins 1996). This
method relied on the perception of the instantaneous visual position of a moving object at
the instant an auditory time marker sounded, thus potentially giving rise to a cross-modal
flash-lag effect (Alais & Burr 2003). Observations of intersubjective differences in this
method triggered the first experimental investigations of reaction times and temporal order
judgments and laid the foundations of experimental psychology (Fröhlich 1929; Mollon &
Perkins 1996).

27.2.1 Measurement of “sensation time”

In the 1920s and early 1930s several researchers, mainly in Germany, set out to measure
the time it takes from a physical event to its perception. This time was referred to as
Wahrnehmungszeit (“perception time,” Hazelhoff & Wiersma 1924) or Empfindungszeit
(“sensation time,” Fröhlich 1923); today it would most likely be called the perceptual
latency of an event.

To determine “sensation time” Fröhlich used a simple visual stimulus of an illuminated
bar moving from behind an occluder. The basic finding was that the bar did not appear
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to start moving right at the edge of the occluder, but at a position a short distance farther
ahead in its trajectory (Fröhlich 1923). Many variants of this basic finding were reported
in a monograph (Fröhlich 1929). Fröhlich’s assumption was that the time it takes the bar
to move from the edge of the occluder to the first perceived position corresponds to the
“sensation time” of the bar. He argued that it takes time for the bar to be processed, such
that by the time the sensation is formed, the bar has moved on and therefore is visible in
the shifted position. Early on this argument was criticized (Rubin 1929; Metzger 1932) for
not making evident why after the “sensation time” has passed the bar should be seen in a
forward shifted position.

Hazelhoff and Wiersma (1924), using a different methodology to determine the time
of perception, had their observers track a moving fixation mark with ocular movements.
A briefly flashed target was presented at the position of the moving mark when it had
traversed half of the visual display. The position of this flash was misperceived as shifted
in the direction of the eye movement. In this case, they argued that the position of the eye
moves before the flash is processed and perceived, and the flash is perceived at the position
the eyes point to after this “perception time” has passed.

Metzger (1932) accounted for the above findings as a special variant of the Hess phe-
nomenon (1904). Stimuli of different contrasts have different “perception times” and are
therefore perceived to move at different speeds. He explained the basic findings of Fröhlich
with the assumption that, initially, a newly appearing object has a longer “perception
time” than during later stages in its trajectory. In another experiment, Metzger tested the
prediction that a bar already in motion would perceptually lead a bar starting from behind
an occluder. This prediction was experimentally confirmed. Following from this Metzger
studied an additional stimulus, which seems to be the earliest example of what would be
considered a typical flash-lag display, although the term was coined much later by Nijhawan
(1994). A single vertical slit is moved behind a cardboard occluder with two cutouts, one
large horizontal cutout, where the moving slit is seen as a moving bar, and a small one above
the large cutout, with the same width as the moving slit. Here the illuminated slit was seen
as a flash (Fig. 27.2). Observers perceived the flash in the small cutout when the moving
slit in the large cutout was already in a position further along the trajectory of movement.
Metzger held that this phenomenon was in fact identical with Hazelhoff and Wiersma’s
earlier findings. Although Metzger’s experiment did not involve any eye movements,
the retinal stimulation was actually very similar to their earlier setup. In Hazelhoff
and Wiersma’s experiment, the moving object was stabilized on the retina by smooth
pursuit eye movements, the flash was briefly presented next to the fixation position, and the
background was moving continuously on the retina due to smooth pursuit eye movements.

Metzger concluded that both Hazelhoff and Wiersma (1924) and Fröhlich (1929) had
measured the relative difference in the sensation time of a moving object and an abrupt
onset. He deemed it impossible to measure absolute sensation time. His explanation of the
flash-lag phenomenon is therefore in principle identical with later proposals of differential
latencies for moving objects and flashes (Purushothaman et al. 1998; Whitney & Murakami
1998).
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Fig. 27.2 To the best of our knowledge the first “flash-lag” stimulus display. A movable slit (bewegl.
Spalt) is presented behind a cardboard occluder with two cutouts: a large horizontal cutout (Auss-
chnitt), where the slit is seen as a continuously moving object, and a small stationary slit (fester Spalt)
above the fixation point (Fixationsmarke), where the moving slit appears as a brief flash. Metzger
reported that observers saw the flash only when the continuously visible part of the slit was further
ahead in the direction of motion. Source: Figure 3 from Metzger (1932).

27.2.2 Stroboscopically lit visual field

Unrelated to the reports of the flash-lag phenomenon from Germany in the early literature
on perceptual latencies, another similar finding was published from England. MacKay
(1958) observed that when the eyes are moved involuntarily, for example, by applying light
pressure with the finger to the side of the eyeball, continuously lit objects in the visual
field are perceived to move, whereas a stroboscopically lit background (at 5–6 Hz) does
not. Instead it seems to “move sluggishly to ‘catch up’ with the self-luminous objects”
(MacKay 1958). It was suggested that change and movement in the visual world have
special significance and therefore are salient percepts, whereas the comparative amount of
information in the stroboscopically lit field is not actually changing as much from one flash
to the next.

Much later Mateeff and Hohnsbein (1988) replicated Metzger’s first flash-lag finding and
found differentially larger effects for motion toward the fovea compared to motion away
from the fovea. These findings were also interpreted in terms of differential latencies.

27.2.3 The flash-lag effect in other features and modalities

The flash-lag effect has been measured using other visual features than motion, and cross-
modally. Sheth et al. (2000) showed that other continuously changing features of an object
are similarly “extrapolated” as position in the more standard motion flash-lag effect. When
a visual stimulus patch continuously changes color, luminance, spatial frequency, or pattern
entropy, and a second test patch with an identical feature value as in the changing patch is
briefly flashed, observers perceive the continuously changing stimulus as further ahead in the
dimension of change (Sheth et al. 2000). Although the degree of misalignment was highly
variable depending on the feature in question, all features tested showed the forward shift.

Alais and Burr (2003) extended the flash-lag effect into the auditory domain. They
found misalignments for both auditory frequency changes compared to a short burst of a



482 IV Spatial phenomena: forward shift effects

single frequency, and auditory stereo position changes compared to a short tone from a
static stereo position. Furthermore, when observers compared the position of an auditory
stimulus moving in space to a visual flash, or a visual moving stimulus to an auditory burst,
typical flash-lag results were obtained, with the moving stimulus cross-modally leading
the “flashed” static stimulus (Alais & Burr 2003). These cross-modal flash-lag effects
were found to be larger than unimodal effects within vision or audition. In other stimulus
configurations, however, an additional auditory tone at the time of the flash can decrease
the flash-lag effect, which might be the result of cross-modal temporal binding (Vroomen
& de Gelder 2004).

Other cross-modal flash-lag effects have also been reported. When observers move their
arm in the dark and compare the felt arm position to a visual flash (“motor flash-lag,”
Nijhawan & Kirschfeld 2003), or when observers compare the position of a moving tactile
object on their forearm to a visual flash (Rojas-Anaya et al. 2005).

27.3 Flash-lag: theory and recent debates

27.3.1 The standard view and the ds-error postulate

Discussion of visual neural delays, the logically derived ds-error postulate (the assertion
that there is a spatial lag in the perceived position of moving objects), and the flash-lag
effect have appeared together time and again in recent articles (e.g., see Nijhawan 1994;
Cavanagh 1997; Berry et al. 1999; Gegenfurtner 1999; Fu et al. 2001; Krekelberg & Lappe
2001). Fu et al. (2001) state: “Processing delay in the neural pathway on the order of tens of
milliseconds should cause a significant offset between the perceived and the actual positions
of a moving object. An appealing hypothesis is that the visual system can compensate for
the neural delay and reduce the perceptual misalignment by extrapolating the trajectory of
the moving object . . . Evidence for motion extrapolation originally came from the flash-lag
illusion. . . .” In order to outline a coherent theoretical framework for the flash-lag effect,
neural delays, and the broader topic of “neural representation of space and time,” we present
the following analysis and then go on to evaluate accounts of the flash-lag effect.

A human observer should perceive a flash after a significant delay relative to the actual
time of the flash. It is unlikely that the nervous system can overcome this delay (van de
Grind 2002). Likewise, one may reason that a moving object should be visible in a position
it occupied in the recent past (ds-error postulate). Figure 27.3 presents this standard view
graphically.

In 1994, Nijhawan suggested that the ds-error postulate was untenable. Other research
on the flash-lag effect has also supported a revision of the standard view. The differential
latency (Metzger 1932; Baldo & Klein 1995; also see Purushothaman et al. 1998; Whitney
& Murakami 1998) and the spatial extrapolation (Nijhawan 1994) accounts of the flash-lag
effect posit that the moving object is not perceived behind its actual position, but rather the
percept of the moving object follows the physical object more closely than neural delays
measured by discrete stimulation (e.g., by flashes) might suggest (Fig. 27.4).
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Fig. 27.3 (a) The standard view. The “average” observer views a ball moving leftward at constant
velocity. At the instant depicted the physical position of the ball is shown by a distance ds ahead of
the ball’s perceived position (broken circle). This picture is a result of the ds-error postulate, which
states that due to input delays in the visual pathways, the moving object should be visible where it
was in the recent past. (b) The representation of the “standard” view with space–time plots of an
object moving at constant velocity v (thick line) and how a neuron “sees” the object with some delay
(thin line). A brief flash (square, thick outline) presented in position x0 at time t0 is seen (square, thin
outline) by the same neuron in position x0 at time t0 + �ti, where �ti is input delay. Two events, the
arrival of the moving object in position x0 as seen by the neuron (thin outline circle on the x = x0

line), and the physical arrival of the object in position x0 (thick outline circle on x = x0 line), occur at
different times due to neural latency. At a given time (say t0) there is spatial lag between the physical
position of the moving object (thick outline circle on t = t0 line) and the position in which the neuron
“sees” the object (thin outline circle on t = t0 line). The spatial lag between the physical position and
the neurally represented position will be referred to as ds-error. The standard view asserts that the
above is an accurate picture of neural delays and their impact on perception.
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Fig. 27.4 A revision of the standard view is required by the flash-lag effect. The differential latency
and spatial extrapolation accounts suggest that the percept of the moving object (filled black circle)
is closer to the object’s physical position than expected from measurements of neural delays with
discrete stimuli-like flashes. So the thick broken (“reduced ds-error”) line more accurately represents
the perceived trajectory of the moving object. The reduced ds-error line is derived from the ds-error
line by a shift corresponding to �σ = flash-lag effect. On the standard view a flash-lag effect could
not occur unless the object appeared to speed up to cover the additional distance �σ (represented by
thin broken line segment of different slope).

In the past decade and a half, the flash-lag effect has invited several accounts (Nijhawan
1994; Baldo & Klein 1995; Purushothaman et al. 1998; Whitney & Murakami 1998; Brenner
& Smeets 2000; Eagleman & Sejnowski 2000; Krekelberg & Lappe 2000; Bachmann
et al. 2003; Wojtach et al. 2008), and since the original publications (Nijhawan 1994, 1997;
Baldo & Klein 1995; Khurana & Nijhawan 1995; Purushothaman et al. 1998; Whitney
& Murakami 1998; Berry et al. 1999; Kirschfeld & Kammer 1999; Brenner & Smeets
2000; Eagleman & Sejnowski 2000; Krekelberg & Lappe 2000; Schlag et al. 2000; Sheth
et al. 2000) these accounts have undergone various revisions and generalizations. Here for
purposes of analysis we partition the accounts under three headings: Visual Prediction;
Spatiotemporal Integration, Sampling, & Postdiction; Differential Latency & Attention.

Based on various assumptions and theoretical constructs used, the accounts may be
separated into three different categories: (1) accounts that place the perceived object on the
thick broken (reduced ds-error) line, throughout some extended motion trajectory (namely,
differential latency and visual prediction), (2) accounts that place the perceived object on the
thick broken line for a short period of the motion trajectory (namely, postdiction account,
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Fig. 27.5 The differential latency account places the moving object on the thick broken line as it
assumes that moving objects are processed with a shorter latency (�tm) in relation to the latency (�tf)
with which flashes are processed. This reduced latency, depicted by the upward pointing vertical
arrow leading to the filled black circle, places the moving object on the reduced ds-error line (the
thick broken line). Latency reduction occurs for any extended motion trajectory. As this account
is strictly temporal the shift in coordinate must be parallel to the vertical (time) axis. The spatial
extrapolation account assumes a spatial displacement that places the perceived object on the reduced
ds-error line, depicted by the leftward pointing horizontal arrow leading to the filled black circle.
Like differential latency spatial extrapolation occurs for any extended motion trajectory. Adapted
from Krekelberg and Lappe (2001).

see the following), and (3) accounts that place the perceived object on the thin continuous
(ds-error) line throughout (namely, position-averaging and motion-sampling accounts; see
the following). Although the visual prediction and differential latency accounts both place
the moving object on the reduced ds-error line throughout, the reasons they do so are
different (see Fig. 27.5 and text following).

27.3.2 Visual prediction

Visual prediction holds that motion is of fundamental importance to the animal. The
visual system is designed to exploit the occurrence of motion at constant speeds in fixed
directions over short periods of time to predict a moving object’s position. This prediction
is not of future position, but of the present position (Cavanagh 1997), which achieves the
compensation of visual processing delays. The moving object is therefore not seen in a
position lagging behind the physical position, in contrast to the standard view, but closer to
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its real position at any point along its trajectory. Because the flash is a sudden unpredictable
event, neural delays in its registration cannot be compensated for in the same way. In the
time it takes the visual system to process the flash, the moving object has moved on, which
gives rise to the flash-lag effect (Nijhawan 1994).

27.3.2.1 Laying-to-rest the ghosts of flash-lag past and flash-lag future

For a number of years, the results of the following two experimental conditions seriously
undermined the viability of the visual prediction account of the flash-lag effect: (1) The
flash-terminated condition (originally called the “past-interval,” see Nijhawan 1992 in
appendix) consists of events only up to and inclusive of the flash. In this condition the flash
is aligned with a moving object’s last seen position. In other words, the moving object
disappears from view simultaneous with flash offset. (2) In the flash-initiated condition
(originally called the “future-interval,” see Nijhawan 1992 in appendix), the flash is aligned
with the first position of a moving object. The moving object appears simultaneous with
flash onset. The counterintuitive findings are as follows: the flash-terminated condition
produces no flash-lag effect, whereas the flash-initiated condition produces an effect equal
in magnitude to that observed with the standard full motion display (see Nijhawan 1992, in
Appendix; Khurana & Nijhawan 1995).

Although intuitively these results are inconsistent with, and would even seem to rule
out the visual prediction account, intuitions can be overturned in the presence of new
experimental investigations. Recent analyses and experimental findings related to the flash-
terminated and flash-initiated conditions (Maus & Nijhawan 2006, 2008, in press; Nijhawan
2008a) have not only made visual prediction compatible with these results but actually
even more viable (also see Nijhawan 2002). Briefly, the transient signals produced by the
abrupt disappearance of the moving object in the flash-terminated condition eliminate the
flash-lag effect. These signals, which are present for any significant velocity changes (not
just disappearances), suppress the perception of the forward shift. Indeed elimination of
transients brings back the forward shift (Maus & Nijhawan 2006, 2008; also see Section
27.3.3.1 “Empirical challenges for the integration and sampling accounts” following).

In the flash-initiated condition, the intuition that extrapolation should take a significant
time to be initiated after motion onset is wrong by about two orders of magnitude! Even
by conservative estimates, the time taken for an extrapolated percept to be produced can be
less than 2% of the 100 msec baseline delay typically thought to exist between stimulation
of the retina and perception (De Valois & De Valois 1991; Nijhawan 2008a). Given that
the required time for spatial extrapolation is so small, motion extrapolation is an extremely
efficient mechanism that could start and finish virtually anytime during the required baseline
(100 msec) delay after motion onset (Khurana & Nijhawan 1995). For a thorough analysis
of time requirements of spatial extrapolation see Nijhawan (2008a, Section 5.2.1, page 185).

27.3.2.2 Neurophysiological support for visual prediction

The earliest stage of visual processing is in the retina itself. Interestingly, prediction can
already be found in retinal ganglion cells, which form the output layer of the retina. In
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response to a moving stimulus, the peak-firing rate in the ganglion cell population is found
to be at or even ahead of the leading edge of the stimulus (Berry et al. 1999). There is no
anatomical input from higher areas in the visual pathway back to the retina, so this predictive
forward shift of the neural representation must come about due to local interactions in the
retina.

Neural activity in lateral geniculate nucleus (LGN) is highly shaped by cortical feedback.
In fact, although only ∼10% of synaptic input into LGN cells stems from the retina, far
more – about 30% – stems from cells in layer 6 of V1, which in turn receive fast feedback
from motion area MT/V5 (Sillito et al. 2006). Anatomically, the feedback from V1 to the
LGN, though local, spreads to nearby retinotopic locations along the orientation of the
receptive field and in the direction of motion selectivity of the V1 cell. The spread of
feedback to other retinotopic locations in the LGN could cause a shift in the retinotopic
position of activity toward future stimulus positions. In experiments manipulating the
responsiveness of MT/V5 by local drug application in macaque cortex, significant changes
in the response properties of cells in V1 and the LGN have been shown (Sillito & Jones
2002). This feedback loop from MT/V5 via V1 to the LGN has been interpreted to “enable
predictive modulation of circuitry at earlier levels, even before (italics added) the input
arrives” (Sillito et al. 2006, p. 307).

Directionally selective neurons exist in primate V1 and other visual cortical areas. Stud-
ies have shown position shifts in the neural activity in retinotopic maps that could underlie
predictive mislocalization phenomena. Sundberg et al. (2006) convincingly showed a dis-
tortion of retinotopy in macaque area V4 for stimuli that involved a color singleton in an
apparent motion sequence (Cai & Schlag 2001). Neurons responded to an odd-colored
“flash” even before it entered the neuron’s receptive field. This shift of the receptive field
also occurred when the odd-colored flash was the final presentation of the bar in apparent
motion, in contrast to human observers not showing a perceptual shift of the perceived posi-
tion (Sundberg et al. 2006). This finding is consistent with the idea of neurons predictively
coding positions in the visual field.

27.3.3 Spatiotemporal integration, sampling, and postdiction

Motion averaging (Krekelberg & Lappe 2000), motion sampling (Brenner & Smeets 2000),
and postdiction (Eagleman & Sejnowski 2000) accounts all begin with the premise that
the percept of a moving object lags behind the object’s physical instantaneous position.
In other words, these accounts do not subscribe to the above-proposed revision of the
standard view (see Fig. 27.4). On the spatial-averaging account, the visual system averages
the position of the moving object over some temporal window. Thus the precise posi-
tion of the moving object becomes available some time after the perception of the flash
(Fig. 27.6). The motion-sampling account offers a similar explanation. Another variant of
temporal integration has been advanced in which averaging is weighted toward the most
recently sampled positions (Roulston et al. 2006). This is offered as an explanation for a
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Fig. 27.6 Accounts that do not subscribe to a revision of the standard view claim that the thick broken
(reduced ds-error) line in Figure 27.4 does not describe the correct trajectory of the perceived moving
object. These accounts either place the object on the thin continuous (ds-error) line throughout
(spatial-averaging and motion-sampling accounts) or on the thick broken line briefly (postdiction
account). On the spatial-averaging account the moving object’s perceived position is based on an
average of the moving object’s position in a certain time window (filled light gray rectangle of height
�tA). Thus the precise position of the moving object (thin outline circle) becomes available after
some time (�tA/2) of the perception of the flash. The “integration and postdiction” account assumes
further that the output of integration (similar to averaging) is “postdicted” to the time the flash is
registered (vertical arrow leading to filled black circle shown on short segment of thick broken line).

small undershoot of the final perceived position of a moving object (Baldo et al. 2002;
Roulston et al. 2006), as well as the Fröhlich and standard flash-lag effects.

Both motion averaging and motion sampling accounts assume that the temporal mismatch
(= 1/2 the temporal window) between the perception of the flash and output of the averaging
processes is not so relevant, as small temporal asynchronies are not detected by the visual
system. The postdiction account (Eagleman & Sejnowski 2000) suggests that the output of
the motion integration process (similar to averaging) is “postdicted to the time of the flash”
(p. 2038), depicted by the upward pointing vertical arrow leading to the filled black circle
(Fig. 27.6).

Motion averaging and integration in the visual system is not only well supported by
various psychophysical observations, but also by commonly seen behavior of neurons. In
response to change in stimulation, neurons do not increase or decrease their activity level
instantaneously. For example, retinal ganglion cells continue to be active for a significant
duration after cessation of stimulation (Kratz & May 1990). If persisting neural output were
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“directly” used by the visual system in determining a moving object’s instantaneous posi-
tion, then this representation would be a “fuzzy” indicator of the object’s physical position.
So, position averaging is necessary for accurate localization. Thus position averaging is not
just a likely neural mechanism for more precise visual localization of moving objects (Burr
& Morgan 1997) but also necessary for visually guided behavior, such as catching moving
objects for which accurate localization is essential. Given such a strong basis for position
averaging, it should take place whenever the animal encounters motion in the world.

So the first challenge for the position averaging account is: Why does the averaging start
after t0 + �tf, that is, after the registration of the flash (Fig. 27.6)? In other words, why
is the lower bound of the integration window aligned with t0 + �tf in Fig. 27.6 (and in
Figure 2D of Krekelberg & Lappe 2001)? According to the logic outlined above, a moving
integration window, whose output is also moving, better captures the integration process.
If position averaging took place for moving objects throughout their trajectory, then the
output of averaging should be available not just at t0 + �tf + �tA/2 (as required to explain
flash-lag) but also at the earlier time when the flash is first registered at t0 + �tf. (This output
would be based on motion input, which was presumably there prior to the flash). A moving
output of the integration process, carried out over a fixed window height, should be aligned
with the flash. Thus, the perceived position (given by the average) of the moving object at
the time the flash is first perceived should be aligned with the flash, thus rendering a lack of
a flash-lag effect. In that first instant, there shouldn’t be a lag, but rather it should “develop”
in the time immediately following t0 + �tf (during the time the flash visibly persists). This
is contrary not just to the phenomenological observations of the flash-lag effect (Nijhawan
1994), where observers claim that the flash lags the moving object when first seen, but
would render certain flash-lag results impossible. For example, the color decomposition
result (Nijhawan 1997), in which a red flashed line superimposed on a moving green bar
appears to lag behind the bar and appears red (as opposed to yellow), critically depends on
the flashed line appearing in a lagging position when first seen. Indeed, inconsistencies are
seen in Krekelberg and Lappe’s (2001) Figure 2D (and its adaptation, our Fig. 27.6). These
figures show a continuous delayed line, which by definition depicts the moving object’s
registered positions between times t0 + �tf and t0 + �tf + �tA/2 (and earlier), and yet the
account works only if the instant corresponding to t0 + �tf + �tA/2 is selected. The figure,
in fact, shows that there should be no effect at t0 + �tf, which counters the very definition
of flash-lag.

Further challenges arise for the postdiction account due to the notions of “flash reset”
and “postdiction to the time of the flash.” On the postdiction view (Eagleman & Sejnowski
2000), the flash “resets” motion integration (p. 2037), and the output of motion integration
(similar to averaging) is “postdicted to the time of the flash” (p. 2038). Clearly, for this
account flashes are critical. However, there are numerous forward-shift motion phenomena
that do not involve flashes, so for such phenomena the concepts of “flash-reset” and
“postdiction to the time of the flash” do not logically arise.

More problematic, however, is the notion that the visual system “postdicts” the output
of motion integration to the time of the flash registration. In other words, the “postdicted”
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object (based on motion integration) should lie on the horizontal line passing through t0 +
�tf. But this point is on the reduced ds-error line (see thick broken line segment in Fig. 27.6).
The question then is what happens to this postdicted object when motion continues after
the flash. Does the object now continue its trajectory as given by the thick broken (reduced
ds-error) line, or does the object trajectory return to the delayed thin continuous (ds-error)
line? (The postdiction account assumes that prior to the flash, and sometime after it, the
ds-error line accurately reflects the perceived positions of the moving object.) According
to the postdiction account, the object trajectory cannot continue to be the thick broken line
as then, after the flash (for example, if a second flash is presented in alignment with the
moving object), this account will become indistinguishable from the differential latency
and spatial extrapolation accounts. On the other hand, if the object trajectory returned to
the thin continuous (ds-error) line, then the object would need to slow down (converse of
the process depicted by the thin broken line segment in Fig. 27.4). Because this predicted
slowdown would be easy to note, and has never been noted, this account clearly cannot be
an explanation of the flash-lag effect.

27.3.3.1 Empirical challenges for the integration and sampling accounts

The postdiction account claims that future events (after the flash) impact the position of
the moving object. Likewise, the sampling account claims the flash-lag effect is based on
the speed of motion after the flash (Brenner & Smeets 2000). In addition to the above-
mentioned logical challenges faced by these accounts, two recent studies provide evidence
against the claim that the forward shift of a moving object is influenced by information from
the future trajectory of the moving object. The first study consisted of two experimental
conditions (Maus & Nijhawan 2006). In the first condition, a stationary white dot was
presented in a series of positions P1, P2, P3, . . . , PN-1, PN (on an imaginary circle), such
that the dot intensity at P1 > dot intensity at P2 > dot intensity at P3 > dot intensity at
P4, and so on. At PN the dot was invisible. Between positions P1 and PN a position was
determined, for each observer, where the dot’s intensity was at the observer’s absolute
detection threshold (defined as 50% detectability). This position was called the “edge of
visibility,” PTstat (detection threshold position for the stationary dot). Note: In positions just
beyond (after) PTstat the dot did not provide sufficient input to lead to the observer seeing
the dot reliably.

In the second condition, a smoothly moving dot underwent exactly the same intensity
decrement as the dot in the first condition; the intensity-position relationship was identical
to the first condition. Is the “edge of visibility” in the motion condition (PTmov) the same as
PTstat, or is it shifted forward? In other words, does the smoothly moving dot perceptually
disappear for the observer at PTstat, or is the disappearance position shifted forward? We
found that PTmov was shifted by 175 msec relative to PTstat, in the direction of motion. Thus
the dot in the motion condition was visible in positions where the stationary dot could not
be seen because the latter’s intensity was below detection threshold in those positions. This
shift cannot be caused by input from the dot in positions beyond PTstat, as this position was
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(by definition) the point beyond which input was insufficient to yield visibility of the dot.
So, this forward shift can only have occurred due to the input from the past positions of the
moving dot before it reached PTstat.

In a second study, a smoothly moving line segment moved from the signaling part of the
retina toward the retinal blind spot and then crossed into the blind spot (Maus & Nijhawan
2008). Where do observers perceive the line to disappear in the visual field? In this case,
again, it was found that the line segment was visible in positions past the boundary of the
blind spot in regions well into the blind spot. Once again, in this case the forward shift was
seen, but the stimulus input from the future (later) positions was missing. Clearly, there is
no input from the blind spot. So any visibility of the moving line in the blind spot region
could only be based on earlier input from the moving object, before it reached the blind
spot boundary.

It is clear from both these studies that the forward shift in the position of moving objects,
at least in the stimuli studied, could not be due to later motion signals being integrated
with earlier motion signals. Earlier motion signals impacting the position of the moving
object parsimoniously explains not just the results of the above-mentioned studies but also
flash-lag results, including flash-initiated and flash-terminated results (as discussed in the
section on visual prediction, see previous).

27.3.4 Differential latency and attention

27.3.4.1 Movement of attention

Soon after the original announcement of the flash-lag effect (Nijhawan 1994), an alternative
to motion extrapolation was proposed by Baldo and Klein (1995). They showed that the
illusory forward displacement of rotating moving dots relative to the perceived positions of
flashed dots depends on the eccentricity of the flashes, with larger eccentricity leading to
larger forward displacements. It was proposed that the time for the flashes to be perceived
depends on their eccentricity, as it takes time to reallocate attentional resources to the more
peripheral positions of the flashes. The flash-lag effect is thus a consequence of the time
cost in shifting attention from the moving object to the flash and back. “Cue-induced visual
focal attention” has been suggested as a mechanism to accelerate perceptual processing of
a moving object along its trajectory (Kirschfeld & Kammer 1999), and thus to cause the
flash-lag effect.

In reply to Baldo and Klein (1995), Khurana and Nijhawan (1995) created a similar stim-
ulus in which flashing and moving objects were not presented in distinct spatial locations.
In a rotating line of dashes, additional dots were flashed in positions interjected between
the moving dashes, and the flash-lag effect was still perceived. Furthermore, when the
flash was presented at the time the moving object was set into motion (the flash-initiated
condition), an unabated flash-lag effect was perceived (Khurana & Nijhawan 1995). In this
flash-initiated condition, attention is equally oriented to both of the two objects (moving or
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flashed), so there is no attentional disadvantage for one or the other. These findings argue
against an explanation of the flash-lag effect solely in terms of the delays associated with
attention shifts.

In the above studies, (Baldo & Klein 1995; Khurana & Nijhawan 1995) allocation of
attention was inferred. A later study explicitly manipulated and measured attention in the
flash-lag paradigm by directing attention either toward or away from the positions of flashes
(Khurana et al. 2000). Although simple reaction times to flashes at cued locations were
quicker than for uncued locations, there was no difference in the magnitude of the flash-lag
effect as a function of attentional modulation. These findings further argue against an expla-
nation of the flash-lag effect based on delays in the redistribution of attentional resources
from moving to flashed stimuli. In other studies, it has been shown that the effect size can be
modulated by voluntary attention (Baldo et al. 2002; Namba & Baldo 2004). It is likely that
attention here influenced perceptual latencies, but although attention is not the underlying
cause of the flash-lag effect, it may be an additional influence (Namba & Baldo 2004).

27.3.4.2 Differential latency

Perhaps the simplest account of the flash-lag effect is the differential latency account
(Metzger 1932; Purushothaman et al. 1998; Whitney & Murakami 1998). This view suggests
that the percept of the moving object lags the object’s physical position by a distance v�tm,
which is less than v�tf; here �tm and �tf are the latencies for the moving and the flashed
object, respectively. The flash-lag effect reflects the relationship v(�tf – �tm) = �σ , where
�σ is the flash-lag effect. This account has great intuitive appeal, as it is well known that
different stimuli are processed with different delays.

The main weakness of the differential latency account is that �tf – �tm must equal
about 80 msec, the typically cited value of �σ/v (e.g., see Eagleman & Sejnowski 2000).
This is a large latency difference that is a priori unlikely as flashes are extremely effective
at stimulating the visual system. Furthermore, such a large difference should have been
revealed and well established owing to the innumerable neurophysiological studies over
the last century that have employed both static flashes and moving objects to stimulate the
visual system. Failures to find differences usually go unreported; however, some articles
have suggested that, if anything, neural response to flashes occurs slightly faster than to
motion (Raiguel et al. 1989; however, see Jancke et al. 2004). Furthermore, the “differential
latency” account is ruled out as a complete explanation of the flash-lag effect by the fact
that the flash-initiated condition (Khurana & Nijhawan 1995), in which the moving object
comes on simultaneously with the flash, produces an undiminished flash-lag effect. How
can a moving object that suddenly appears on the screen be perceived more quickly than a
flash, and that too by 80 msec? If this were the case, the automobile industry would have
come up with a brake design, which would turn on a moving stimulus instead of turning
on a stationary light! We note, again, that the spatial extrapolation account does not face
this speed-of-processing challenge posed by the flash-initiated condition, as a spatial shift
in coordinates of neural activity representing the moving object incurs a trivial added delay
relative to baseline delay (see Nijhawan 2008a, Section 5.2.1, p. 185).
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Not surprisingly several psychophysical studies have failed to find any reliable latency
difference between moving objects and flashes (Eagleman & Sejnowski 2000; Alais &
Burr 2003; Nijhawan et al. 2004; Ichikawa & Masakura 2006). At this juncture, the only
safe conclusion can be that if there is a latency advantage to the processing of moving
objects, in relation to flashes, then this advantage is probably small in comparison to �σ/v
(=80 msec).

27.3.5 Comparison of spatial and temporal accounts

There is no doubt that the variables of differential latency and attention do play a role
in the flash-lag effect. But their contributions are unlikely to be sufficient to explain the
entire effect. A spatial account such as motion extrapolation fares better. An additional
advantage of the motion extrapolation account is that it potentially explains not just the
flash-lag effect but also numerous other forward-shift phenomena related to motion per
se. There is also neurophysiological support for this account (discussed previously). But
perhaps the greatest appeal of the motion extrapolation account is that it presents some
remarkably simple modifications of existing facts and ideas to yield new insights into
the connections between neurophysiology and perception. We consider two such insights
here. One concerns a modification of the notion of a motion sensor to incorporate spatial
extrapolation while adhering to the notion of retinotopic representation of visual space. The
second introduces the notion of a “diagonal neural pathway.”

Among the modeling achievements concerning visual neural processes, the concept of
a directional motion sensor stands out for its simplicity and elegance. A motion sensor,
connected to two input lines with a delay in one of the lines, produces a response to
motion in one direction (rightward in Fig. 27.7(a)) but not to motion in the opposite
direction. Of all neural–perceptual isomorphisms, the concept of topographic retinal maps
and their contribution to perception of visual space has been most fundamental to neuro-
physiology since retinotopic maps were first discovered. A neurally simple modification
of the concept of the directional motion sensor is suggested by motion extrapolation that
allows for compensation of neural delays while keeping the spatial isomorphism unaffected.
Figure 27.7(b) shows a modified motion sensor that is not just a motion sensor but also
provides location information of the moving object. This motion sensor is shifted in the
direction for which it is tuned. The shift compensates for the transmission delay.

One interesting further possibility is revealed by this modified scheme. Two oppositely
tuned directional motion/position sensors together could serve to localize stationary objects
(Fig. 27.7(c)). This suggests that motion may be the medium that sets up retinotopic maps
initially during development, for which there is evidence (Meister et al. 1991). These very
maps are later used by the mature system for localizing both moving and stationary objects
(Nijhawan 2008b).

The notions of horizontal and vertical pathways are well established in neurophysiology.
Motion extrapolation leads naturally to considering a “diagonal pathway.” Consider a
simple two-layered network in which an input layer of neurons is connected to an output
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Fig. 27.7 (a) Shows the standard Reichardt-type directional motion sensor. (b) A modified sensor that
also senses object position. When this sensor is active it gives a forward-shifted position (relative to
that in (a)) to compensate for neural delays. (c) A pair of modified motion sensors that are oppositely
tuned for motion direction. The output of this pair would signal position of stationary objects, which
are caused to shift over the retina by small (oscillatory) eye movements.

(perceptual) layer. The input layer has two opposing requirements. One is to transmit
information about significant world events onto the output layer as quickly as possible,
whereas the second is to process the input so that it is usable by later neurons, so the animal
is able to produce appropriate response. This processing is what slows down transmission
(Nijhawan & Wu 2009). (As a contrast one could imagine transmission of raw data to
spring-loaded effectors that reacted as quickly as possible.) In the case of moving objects,
the visual system solves the problem of neural delays by sending information along diagonal
pathways, which are made up of horizontal and vertical neural segments (e.g., in the retina
the horizontal cells constitutes the horizontal segment, and the bipolar cells constitute the
vertical segment; the two together make up the “diagonal” pathway). Consider a two-layered
network with sensory neurons X1, X2, . . . connected to perceptual neurons X′

1, X′
2, . . . .

Neuron X1 is connected to neuron X′
1, neuron X2 is connected to neuron X′

2, and so on.
S1, S2, and so on specify successive locations of a moving stimulus.

S1 X1 X′
1

S2 X2 X′
2

S3 X3 X′
3

. . .

. . .

. . .

In order to compensate for the transmission delay, such a network has to be tuned to the
delay such that when the stimulus arrives at S2 (stimulating X2), X2 sends input “diagonally”
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to X′
3 (not to X′

2) so that information gets to X′
3 simultaneously with the stimulus getting

to S3 (Nijhawan & Wu 2009).

27.4 Conclusion

Over the past decade the notion of visual prediction has led to a lively debate. The appeal of
visual prediction is that on this view visual mechanisms are assigned the task of estimating
and compensating for visual delays. Visual prediction opposes the standard view (the ds-
error postulate; the notion that neural delays should cause a lag in the moving object’s
perceptual position relative to its physical position). New analyses (Nijhawan 2008a) and
data (Maus & Nijhawan 2006, 2008) suggest that empirical results with unpredictable
motion, in particular the flash-terminated and flash-initiated conditions, are compatible
with visual prediction (also see Nijhawan 2002). In fact, the times involved by the putative
extrapolation mechanism are so short that ds-error could be reduced to zero (or even have
a negative value due to “overextrapolation,” see Nijhawan 2008a).

On a final philosophical note, both the notions of differential latency and spatial extrap-
olation attempt to reduce the discrepancy between the “real” world and the “experienced”
world, but there is a deep conceptual difference between the two accounts. Differential
latency starts by assuming a “real” world and a delayed representation of it by the brain.
Most of the thinking in psychophysics and neuroscience represents this view. Differential
latency proposes that when possible the “reconstructed world” follows the “real” world
closely. Visual prediction starts with a fundamentally different assumption. It assumes that
neural representations (and not the “real” world) exist first. The notion of the “real” world
emerges from these representations. This proposal is concordant with that of Ernst Mach
(see Ratliff 1965, for a discussion of Mach’s position). The use of the term “real” world,
on this view, is justified only for everyday practical affairs. A most illuminating statement
reflecting this challenge is by the Gestalt psychologist Wolfgang Köhler (1947): “If a wound
is not the gun which emitted the projectile, then the thing which I have before me, which I
see and feel, cannot be identical with the corresponding physical object.”

In Mach’s terminology, the complex of neural representations leads to the concept of the
“real” world. By reversing this argument Mach produced a most informed critique of Kant’s
“thing in itself.” Mach wrote: “The vague image that we have of a given permanent complex,
being an image that does not perceptibly change when one or another of the component
parts is taken away, gradually establishes itself as something that exists by itself. Inasmuch
as it is possible to take away singly every constituent part without destroying the capacity
of the image to stand for the totality and of being recognized again, it is imagined that
it is possible to subtract all parts and to have something still remaining. Thus arises the
monstrous notion of a thing in itself, unknowable and different from its ‘phenomenal’
existence” (Mach 1885/1897, pp. 5–6). Likewise, the impetus for the motion extrapolation
view comes from a desire to remove the “vague image,” a ghost that is unknowable (because
all neural processes leading to knowledge are subject to delays) but that, nonetheless, trails
behind the phenomenal object in motion.
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Appendix

1415 – 7:15

MISALIGNMENT OF CONTOURS THROUGH THE INTERACTION OF APPARENT
AND REAL MOTION SYSTEMS.
Romi Nijhawan, Psychology Department, University of California Berkeley, CA

Observers viewed a rotating diameter of a physical disc whose central third segment
flashed (for 5 msec) at predetermined times while the two, outer third segments, were
illuminated continuously. Thus, the latter segments underwent real motion while the former
flashed at rates which did or did not produce apparent motion. The outcome was quite
unusual. The flashed segment appeared rotated by up to 10 degrees (for angular velocity of
diameter = 38 rev/min) in the direction opposite to the rotation of the continuous segment
(see Fig). The effect was directly related to the angular velocity of the diameter. When the
flashing rate was adjusted so that the central segment underwent apparent rotation, the effect
was reduced and was inversely related to the rate of flashing. Three possible explanations
were considered: 1) Delayed processing of the flashed stimulus, 2) movement-induced
positional bias, and 3) visible persistence in the flashed segment and the lack thereof in the
continuously moving segments. To decide between these possibilities the display (for a flash
rate = 1 flash/rev) was separated into two temporal intervals. One interval consisted only
of events before the flash (past-interval) and the other interval only of events after the flash
(future-interval). The observers reported no misalignment effect in
the past-interval but did so in the future-interval. The magnitude
of the effect for the future-interval was as strong as that for the
past+future interval. This result supports the third account above
indicating that motion perception is necessary to erase motion smear
and that motion is computed prior to form.

– Invest. Ophthal. Vis. Sci. 33, 1415, 1992
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Bachmann, T., Luiga, I., Põder, E., & Kalev, K. (2003). Perceptual acceleration of objects
in stream: evidence from flash-lag displays. Conscious Cogn 12: 279–297.

Baldo, M. V. C., Kihara, A. H., Namba, J., & Klein, S. A. (2002). Evidence for an
attentional component of the perceptual misalignment between moving and flashing
stimuli. Perception 31: 17–30.

Baldo, M. V., & Klein, S. A. (1995). Extrapolation or attention shift? Nature 378:
565–566.

Berry, M. J., Brivanlou, I. H., Jordan, T. A., & Meister, M. (1999). Anticipation of moving
stimuli by the retina. Nature 398(6725): 334–338.



27 History and theory of flash-lag: past, present, and future 497

Brenner, E., & Smeets, J. B. J. (2000). Motion extrapolation is not responsible for the
flash-lag effect. Vision Res 40: 1645–1648.

Burr, D. C., & Morgan, M. J. (1997). Motion deblurring in human vision. Proc R Soc
Lond B Biol Sci 264(1380): 431–436.

Cai, R., & Schlag, J. (2001). A new form of illusory conjunction between color and shape
[Abstract]. J Vis 1(3): 127. Retrieved from doi:10.1167/1.3.127

Cavanagh, P. (1997). Predicting the present. Nature 386(6620): 19, 21.
De Valois, R. L., & De Valois, K. K. (1991). Vernier acuity with stationary moving

gabors. Vision Res 31: 1619–1626.
Eagleman, D. M., & Sejnowski, T. J. (2000). Motion integration and postdiction in visual

awareness. Science 287(5460): 2036–2038.
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Object updating: a force for perceptual continuity and
scene stability in human vision

james t. enns, alejandro lleras, and cathleen m. moore

Summary

How does the visual system provide us with the perception of a continuous and stable world in
the face of the spatial–temporal chaos that characterizes its input? In this chapter we summarize
several programs of research that all point to a solution we refer to as object updating. We
use this phrase because perceptual continuity seems to occur at an object level (as opposed to
an image level or a higher conceptual level) and because our research suggests that the visual
system makes a sharp distinction between the formation of new object representations versus
the updating of existing object representations. We summarize the research that led us to this
view in the areas of masking by object substitution, the flash-lag illusion, response priming,
and an illusion of perceptual asynchrony.

28.1 Introduction

Biological vision is the marvelous ability of an organism to be informed about its surround-
ings at a distance and with a high degree of spatial and temporal resolution. This ability
allows us to know where things are, what shape and color they are, and equally impor-
tantly, when they are there, so that we may interact with them appropriately. Yet, contrary
to many people’s implicit understanding of how biological vision is accomplished, it is
not a process by which light, reflected from surfaces in the three-dimensional world, is
recorded faithfully by the brain in order to reconstruct the nature of the surfaces that gave
rise to the recorded pattern of light. To a layperson, this may seem like a plausible place
to begin, but modern vision science has pointed to numerous reasons why this approach is
a nonstarter. One reason is the computational complexity of the problem of inverse optics
(reconstructing the three-dimensional world from a two-dimensional pattern of light on the
retina). This has been shown to be an underdetermined problem, in that the time needed to
solve it far exceeds the time limits under which biological organisms must act in order to
survive (Tsotsos 1990). This forces visual systems to be highly selective in their processing
of light.

A second problem with this naı̈ve view is that the pattern of light falling on the retina is
highly discontinuous, across both space and time, for many reasons. One is that the retina
does not register light in a uniform way across its surface, being, for example, more sensitive
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to color at the center and more sensitive to motion in the periphery. Second, there is only
a relatively small spatial window in which the eye has a high degree of spatial resolution.
As such, many eye movements are needed in order to “see” even the simplest of scenes,
with the duration and order of these eye movements being extremely difficult to predict
(Henderson & Ferreira 2004). But these biological solutions to accomplishing vision (i.e.,
the need for processing selectivity and discrete eye movements) also present scientists with
a new set of problems to understand. For example, how does the visual brain create a sense
of timely order out of what seems at first glance to be the spatial and temporal chaos of the
visual input to the brain?

In this chapter we highlight one of the general solutions that we believe human vision
has settled on in order to establish perceptual continuity and scene stability in the face of
discontinuous inputs. We refer to this solution as object updating based on our findings that
perceptual continuity seems to occur at the object level (as opposed to the image level or a
higher conceptual level). This solution involves a sharp distinction between the formation
of new object representations versus the updating of existing object representations. In
what follows we present research that led us to this view.

28.2 Object updating

Any visual system that samples information more-or-less continually is faced with a fun-
damental problem. How should the system incorporate newly sampled information into
representations it has formed from past samples? One possibility is that updating occurs
via a point-for-point image-comparison process, whereby each lowest-level unit in the rep-
resentation (retinal cell or pixel) is updated independently. Such a mechanism could be
easily implemented as a parallel process, but it would be blind to any meaning in the scene,
such as knowing which objects are present, where objects are in relation to each other, and
whether any objects are moving.

An alternative possibility is that representations are updated through an object-based
process, such that the meaningful units in the scene (objects) are taken into account, and
changes are made only insofar as they occur to an object already represented. This distinction
between image-based and object-based updating is analogous to differences between pixel-
based (painting) and object-based (drawing) programs for computer graphics. In an image-
based program, editing something on one object can inadvertently alter another object.
For drawing programs, on the other hand, objects are selected and edited independently.
Objects other than the one currently selected are protected from changes that are made to
the selected object, even if the two objects overlap each other in the image space.

As already noted, image-based updating is appealing from a computational perspective
because it can be implemented easily within models that embody the retinotopic registration
of information in different visual brain areas. But this appeal must be weighed against the
considerable costs it incurs for later, higher-order processing. Because image updating has
no regard for the meaning of the scene in terms of surfaces and objects, many important
distinctions are lost with each resampling cycle. Image-based updating would fail, for
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example, to maintain region assignments to figure versus ground, edge assignments to
luminance change versus surface orientation, as well as associations between discontinuous
regions of a surface caused by occlusion. Given the importance of organized representations
for disambiguating the retinal image, it is our view that image-based updating cannot be a
complete solution to the problem of perceptual continuity.

This consideration of the difficulties encountered by the image-based approach makes
object updating worth considering. The general idea is that, if currently sampled information
is interpreted as deriving from an object that is already represented in the scene, then
that information will be used to update that object representation. In contrast, if the new
information is interpreted as deriving from a different object, then the original object
representation will be spared from updating and will therefore remain unchanged in the
face of new sensory information. Finally, if the information is perceived as deriving from
a new object, then it may elicit the establishment of a new object representation in the
scene. Notice that in any given sampling cycle, an old object could be in a new location
and a new object could be in a location where an old object had been before. In this way,
object-mediated updating is dissociable from image-based updating.

Our ideas on object updating first emerged from research on a type of backward masking
that has come to be referred to as masking by object substitution, a term introduced by
Enns and Di Lollo (1997). However, because the theoretical ideas behind this term are the
focus of this chapter, we will begin with a less theory-laden description of the “four-dot
masking” that led to these ideas. Backward visual masking, at its most general, refers to the
observation that the presentation of a later shape (the mask) disrupts the processing of an
earlier shape (the target) that would have been completely visible if presented in isolation.
When we first introduced four-dot masking, the prevailing view of how backward masking
is accomplished was that the contours of the mask (a) were confused with the contours of the
target in early visual representations (integration), (b) interrupted the ongoing processing
of the target contours (interruption), or (c) inhibited the emerging contours of the target
(inhibition). However, the details of the four-dot masking procedure caused us to rethink
how backward masking might be accomplished.

In a typical four-dot masking experiment (Di Lollo et al. 2000; Enns 2004) a display of
shapes is presented (e.g., diamonds with missing corners, circles with gaps in one of four
locations, or a variety of simple shapes) and one of the shapes is surrounded by four small
dots (sometimes each dot is only one pixel in size). It is the participant’s task to identify the
shape surrounded by these four dots. When these shapes and the four dots flash on and off
simultaneously, it is a relatively easy task for the participant to identify the shape indicated
by the dots. However, when only the four dots linger on the screen after the shapes have
been erased, the shape surrounded by the dots becomes very difficult (and sometimes even
impossible) to identify. It seems as though only the four dots were ever presented in that
location (for a demonstration see www.sfu.ca/∼enzo/).

This surprising finding that a sparse pattern of only four dots surrounding the target
are effective as a backward mask led us to rethink the prevailing theoretical accounts of
backward masking. For one thing, no contour-based interference of any kind, whether
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resulting from integration, interruption, or inhibition, seemed to be at issue because the
contours of the dots were so small in comparison to the contours of the target they were
masking, and so great was the distance of the mask contours from those of the target. A
traditional understanding of contour interactions in early visual processing predicted that
no contour effects should occur under these conditions (Di Lollo et al. 2000). Second, the
fact that backward masking occurred even though the mask was visible from the onset of the
target display was inconsistent with the then-understood temporal dynamics of masking.
Theories of contour interruption and inhibition predicted that masking should be strongest
when there was a critical delay between the emerging neural signal of the target and the
later arriving neural signal corresponding to the mask (Enns & Di Lollo 2000).

But if contour interactions and temporal asynchronies in the neural signals associated
with targets and masks are not responsible for dot masking, then what is? The hypothesis
we entertained was that the lingering appearance of the four dots in the target display
resulted in the formation of a different object representation for that location in the scene.
Initially, the object representation for that location began with the inclusion of the contours
associated with both the shape and the four dots. However, before that representation could
be completely formed (at least completely enough to lead to a positive identification of the
shape) its location in the display contained only the four dots. Thus, the four dots came to
be seen by the visual system as an updated version of the object representation that was
initiated by the appearance of the target shape and the dots. The continuity of the four dots
over time, in comparison to the brief appearance of the target contours without their later
confirmation, was taken as evidence by the visual system that only the four dots had ever
existed in that location.

In this view of object updating as the mechanism of backward masking, the simultaneous
onset of the mask and target elicits an initial grouped representation of their contours.
When the target shape disappears before a stable representation of it is formed, but the
mask lingers, the scene comes to be represented as the original object changing shape.
Information that is then sampled from the lingering display containing only the mask is
used to update the original representation. However, because it is the original representation
that is needed to answer the question posed by the experimenter (i.e., what is the identity
of the target?) this updating process results in poor performance. The relevant information
for the psychophysical task is simply no longer included in the updated representation,
presumably because this is a design feature of a biological visual system that updates
information with a strong bias for object continuity. In keeping with this account, we also
noted that attending to the location of the target, either previous to its appearance or rapidly
on its presentation, facilitates the establishment of a stable representation (Di Lollo et al.
2000; Enns 2004). If a stable representation of the target can be established based on the
brief information about it prior to its offset, then information derived from the lingering
mask has less of an opportunity to disrupt critical target information.

The initial evidence that prompted us to think of four-dot masking in terms of object
updating was that the mask was so sparse. If only contours were involved, then the target
should have had plenty of room to shine through the space in between the widely separated
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dots in the mask and thereby avoid any masking. But the masking we observed was also
not at a purely abstract and conceptual level either. We noted that four dots that were not
centered on the location of the target were quite ineffective in masking the target, as for
example in the case of four dots that only underlined or lay beside the location of the
target (Enns & Di Lollo 1997). Clearly, this form of masking was sensitive to some aspects
of space, implying that it was not occurring because of a more general interruption of
processing. However, its space sensitivity was also not as precise as individual contours
either, because masking was quite effective when the four masking dots that began in the
same location as the target lingered in an adjacent location eccentric to the center of gaze
(Jiang & Chun 2001). Another clue to the object-based nature of the masking was that the
strength of masking increased with the number of potential target objects in the display
(Di Lollo et al. 2004). Masking strength also decreased if the location of the target or the
identity of the target was cued in advance (Enns 2004), in keeping with the position that
there is a limited capacity to represent objects in visual short-term memory (Vogel et al.
2001).

Lleras and Moore (2003) provided the first direct test of the hypothesis that four-dot
masking was object-mediated. Their experiments were designed to test whether an object-
level component of four-dot masking could be isolated from any spatially local interference
that might also be contributing to it. Recall that four-dot masking occurs when the mask
lingers on the screen for some time following the offset of the target. Under the object-
updating account, the important aspect of the delay is that the object that corresponds to
the target is delayed in the emerging mental representation of the scene, not that a masking
object is physically delayed at the same location as the target. With this in mind, Lleras
and Moore used apparent motion to delay the mask as an object in the scene without
delaying it at the location where the target object appeared. In the critical condition, a given
mask-target pair offset at the same time, but a short while later, the mask reappeared at
a new location. This gave rise to the perception of a single object, moving and changing
in shape over time. Thus, at the level of object representations of the dynamic scene, this
was a delayed-offset condition because the object that started as the mask-target pair and
changed to just the mask was delayed in the scene. At the local or image level, however, it
was a simultaneous-offset condition because the mask and target offset at the same time at
the same location. Yet, despite this simultaneous offset, substantial masking occurred.

In contrast, no significant masking occurred in a long-interval condition in which the
same transient events as those in the short-interval condition occurred, but the interval was
now too long to support apparent motion. What happened here instead was that the display
was perceived as one object suddenly appearing at one location, turning off, and then a new
object appearing at a new location. In the strongest instantiation of this research logic, the
mask was only a single dot that never appeared at the location of the target, and yet it still
produced significant masking (Lleras & Moore 2003, Experiment 4).

Moore and Lleras (2005) reported additional direct evidence that four-dot masking
involved object-mediated updating. They demonstrated that targets could be protected
from four-dot masking by introducing manipulations that facilitate the early establishment
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(a) segregated (b) conjoined
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Fig. 28.1 An illustration of the display sequence for one of the items in Moore and Lleras (2005). (a)
In the segregated condition the four dots and the circle moved independently of one another before
the masking sequence. (b) In the conjoined condition the four dots and the circle moved in concert
with one another.

of separate representations for the target and the mask. In other words, if the visual system
treats the mask as a different object from the target, then the information sampled from
a lingering mask will not be used to update the target representation, and whatever target
information was established will be spared from the updating process.

Figure 28.1 illustrates an example of how this logic was applied, using segregation by
common motion to manipulate the degree to which masks and targets were represented as
single or separate objects. The figure shows only one of the many items in each display.
The participant’s task was to find the one dark circle-with-a-gap among the many light
circles-with-gaps and to report the direction in which that target circle’s gap pointed (up,
down, left, right). Each trial began, however, with placeholders that were circles surrounded
by four dots. There were no gaps in the placeholder circles, and they were all the identical
shade of gray. Therefore there was no indication as to which item would eventually be the
target, and no information about the identity (i.e., gap direction) of any of the circles. The
displays did, however, allow for the establishment of initial object representations for the
circles and dot masks. Before displaying the target information, a short movie was shown.
In the segregated condition, the movie was of the circles and masks jiggling around their
center point independently. In the conjoined condition, the circles and masks jiggled around
their center point together as a unit. The movie ended in both conditions, with the circles
and masks recentered within each pair, and the trial then unfolded as a usual dot-masking
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trial. Thus, the presentation of the target information was identical in the two conditions;
they differed only in the object history with which the viewer approached that information.
Consistent with the object-updating hypothesis, that history influenced dot masking, such
that masking was eliminated in the segregated, but not in the conjoined, condition. Our
interpretation is that by establishing an object representation for the target distinct from
the mask early in processing, the target was protected from updating, and therefore from
four-dot masking. Several different strategies of facilitating the establishment of separate
object representations for the target and mask early in processing render the same effect
(Moore & Lleras 2005).

Together, these studies provide a dissociation between the effects of image location and
object representation in four-dot masking that clearly implicates the object as the vehicle
of interference. In particular, as long as the mask is represented as the same object as the
target, interference can occur even when the mask never appears at the location of the target
(Lleras & Moore 2003). At the same time, if the mask is represented as a different object
from the target, the interference does not occur even when the mask lingers at the location
of the target (Moore & Lleras 2005).

28.3 Object updating and the flash-lag illusion

The success we had in understanding backward masking in terms of object updating
prompted us to examine several other visual phenomena in which errors that participants
make are consistent with the effects of having lost earlier information about an object in
favor of updated information. We refer to this class of errors as those of perceptual lag,
because the incorrect responses given by participants are not random guesses. Rather, they
can be linked directly to a competition between features that were presented first for some
object versus features that were presented more recently, with the errors showing a strong
bias for the features presented most recently.

An interesting phenomenon of this kind is the flash-lag illusion that involves a misper-
ception of the spatial relations between a moving object and a briefly flashed one. This
illusion is of particular interest to us because it seems to illustrate the object-updating
process in one of the most basic of perceptual experiences, the seen position of an object
in space while it is undergoing motion.

A typical version of the illusion is illustrated in Fig. 28.2. A disc travels in a circular path
and at some point in its journey a square is flashed briefly. If the disc continues on its path,
past the frame in which it was aligned on a radial axis with the square, then the moving disc
tends to be seen as spatially “ahead” of the briefly flashed stationary square, even though
when the square appeared, the objects were aligned (Mackay 1958; Nijhawan 1994). But
if instead of continuing on its motion path, the moving disc is erased immediately after
it is aligned with the square, then the disc and the square are seen accurately as aligned
(Whitney & Murakami 1998; Eagleman & Sejnowski 2000; Whitney et al. 2000).

Moore and Enns (2004) examined whether the different perceptions associated with these
two conditions, which they referred to as continued-motion versus stopped-motion, could
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(a) behind

time

(b) aligned

(c) ahead

Fig. 28.2 Illustration of the displays used in Moore and Enns (2004). A moving disk (circle) moved
around the circumference of an imaginary circle. At some point in this journey a flash occurred
(square), and it was the participant’s task to indicate whether the moving circle was (a) behind, (b)
aligned, or (c) ahead of the square at the moment it flashed.

be understood in terms of object updating. (Other authors in this volume refer to these con-
ditions as “continuous cycle” and “flash-terminated,” respectively). Our guiding hypothesis
was that the difference in perception between these two conditions hinges directly on the
object-updating process. When the disc moves to a new position following the flash in the
continued-motion condition, the new position information replaces that acquired at the time
of the flash. In contrast, when there is no new position following the flash in the stopped-
motion condition, there is no new position information to update the previous information,
and so the alignment of the two objects is perceived accurately. Demonstrations of the
conditions tested in this study can be found online: www.psych.ubc.ca/∼ennslab/research.

Moore and Enns (2004) provided direct evidence for this interpretation of the flash-
lag illusion in three steps. In a first phase of the study we confirmed that the continued-
and stopped-motion conditions indeed led to a very different set of perceptual reports. A
large flash-lag illusion was recorded in the continued-motion condition and no illusion was
observed in the stopped-motion condition. In the second phase, changes were made to the
displays such that on some trials participants saw the moving disc as undergoing an abrupt
and large change in either size or color at the moment of the flash. These changes were
intended to disrupt the normal process of object continuity. Our reasoning was that if an
object was seen to change in a radical way then a new object representation would have
to be formed for it after the change occurred. Consistent with our prediction, under these
conditions the flash-lag illusion was no longer experienced by participants, even though the
motion was as continuous as it was before. The change in size or color of the moving disc
was enough to disrupt the experience of perceptual continuity for that object.
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In phase three of the study we tested a unique prediction of the object-updating account
of the flash-lag effect. If the disruption in perceptual continuity caused by the large changes
in size or color actually leads to the formation of a new object representation, then we
should be able to find direct evidence for this new representation in the form of a change in
the total number of objects perceived in the no-change (standard flash-lag) versus change
(disrupted size or color) conditions. Specifically, two discs should be visible at the moment
of the flash in the changed condition but not in the unchanged condition. This was tested
by asking participants to report on the number of discs that were visible at the time of the
flash. The possibility of illusory reports of more than one disc was anchored to reality by
including trials in which there actually were two discs presented. The results showed that
the change in size or color of the moving disc led to the perception of “double discs,” with
one corresponding to the original moving disc and the other corresponding to the suddenly
changed disc. Note that this is consistent with the flash-lag illusion actually being a form
of backward masking, as described in the previous section, where the spatial position of
the disc seen after the flashed square is automatically and irretrievably updated so that the
actual position at the time of the flash is lost. In the case of the large change in size or color,
the updated spatial position with regard to the original disc is not assigned to the suddenly
changed disc. Thus, the changed disc is spared from the normal process of object updating
and its spatial position can be perceived accurately.

In conclusion to this section, we want to note that our object-updating account is not
at odds with previous accounts of flash-lag illusion, which have focused either on visual
integration over a temporal window (Eagleman & Sejnowski 2000; Krekelberg & Lappe
2000), visual extrapolation into the future (Nijhawan 1994, 2002; Schlag & Schlag-Rey
2002), or the relative speed of neural signals from moving and static stimuli (Whitney
& Murakami 1998; Whitney et al. 2000; Whitney 2002). Those theories have all offered
various mechanisms to account for the illusory percept and yet they have remained silent on
the level of representation that is involved in the illusion. As such, we propose our object-
updating account of the illusion to add a critical level of detail to the mechanisms involved
in each of these theories. The object-updating account contributes to an understanding of
the illusion at a level of analysis that has so far been ignored, namely, the critical role of
perceptual objects in flash-lag sequences.

28.4 Object updating and response priming

So far we have discussed how object updating influences the representations that form the
basis of our conscious awareness. However, we do not only use vision to help us identify
objects, we also use vision to help us interact with those objects through actions. That
is, we sometimes grasp objects, catch them, navigate around them, or simply point to
them. There is now a large body of evidence that visual information is processed by two
distinct and somewhat independent neurological subsystems in the primate cortex: a ventral
pathway that is specialized for the conscious perception of objects and scenes, and a dorsal
pathway that is specialized for visually guided action (Milner & Goodale 1995; Goodale &
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Humphreys 1998). From this perspective, our previous findings on object updating can be
characterized as vision solely for conscious perception. We therefore began to ask whether
object updating is also relevant for the representations that inform the subsystem responsible
for visually guided action.

Masked priming is a behavioral tool used by researchers to better understand how visual
processing influences motor responses. The method is simple, consisting of the presentation
of three shapes in rapid succession: a prime, followed by a mask, which is itself followed
by a target. The participant is instructed to respond to the target as rapidly as possible
without making too many errors, usually by making a left or a right key press. The purpose
of the prime is to provide advance information about the upcoming target and therefore
the response that will be required. The typical finding is that when the prime specifies
the same response as the target (compatible trial), then response time to the target is faster
and more accurate than when the prime specifies the opposite response from the target
(incompatible trial). This occurs even under conditions in which the prime shape is not
visible. This result is taken as evidence that the motor system starts preparing its response
even before conscious perception occurs, and the magnitude of this preparation is indexed
by the difference between incompatible and compatible responses.

The role of the mask in traditional studies of masked priming has been to limit the strength
or duration of the perceptual representation of the prime. This is done by varying the period
of time that the prime may be processed prior to the appearance of the mask and/or by
varying the intensity of the mask (the number and contrast of its contours along with its
duration). In other words, masking is used as a tool of convenience to limit the exposure
of the visual system to the prime shape. However, this intuitive and widely accepted use of
masked priming fails to acknowledge that mask shapes do not merely decrease the visibility
of a prime shape. In fact, as we have seen in previous sections, masks can fundamentally
alter the way in which a prime is processed.

Lleras and Enns (2004) provided a striking demonstration of just how much the choice of
a mask can alter the processes under investigation in masked priming. We began this study
when we learned about the so-called negative compatibility effect (NCE), first described
by Eimer & Schlaghecken (1998). As suggested by the word negative in the name, the
NCE is a masked priming effect in which compatible primes actually lead to slower and
less accurate responses than incompatible primes. This counterintuitive finding has been
studied extensively, and several theories have been put forward, but what struck us was that
the masks used in previous studies shared a commonality: the mask was composed of the
same visual features that were used to create the prime and target shapes. For example,
when the prime and target were each comprised of arrows (pointing either left or right),
the mask consisted of a single image obtained by superimposing the same left- and right-
pointing arrows. When these masks followed the primes, thereby reducing their visibility,
negative priming was obtained. However, when these masks were omitted, and the primes
were perfectly visible, then the positive priming effect obtained in most previous studies
of masked priming was observed (Eimer & Schlaghecken 1998; Klapp & Hinkley 2002).
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To be sure, the shared similarity between the primes and these masks suggested that these
masks should be very effective in their reduction of the participant’s ability to respond to
the primes when specifically asked to do so, which they were. But we suspected that these
masks might be doing something else besides simply limiting the visibility of the prime
shapes.

Our past experience with the concepts of object updating led us to test a very different
hypothesis regarding the critical ingredient for the NCE (Lleras & Enns 2004). It was
prompted by our observation that the display sequences used in the NCE were similar to
those in which we had previously studied object updating in masking and the flash-lag
effect. Specifically, prime and mask shapes were presented close together in both time
(intervals between separate shapes were on the order of 50–150 msec) and space (shapes
were presented at the same or in nearby locations). Moreover, the shared features among
the prime-mask-target shapes might readily induce the visual system to interpret these
sequences not as discrete and formally unrelated events (as they were interpreted by the
experimenters) but as instantiations of the same object changing rapidly over time. If so,
even though the mask shape might be formally neutral, in terms of the information it
provided with regard to the upcoming target and its required response, the mask might be
informative to a visual-motor system that was rapidly incorporating new information about
an emerging object representation.

To illustrate our thinking, consider the case of a right-pointing arrow prime followed
by a mask consisting of superimposed left and right arrows, and this mask itself being
followed by a right-pointing target. When the right-pointing prime first appears, the visual
system may begin to form an object representation (let’s call it P), such that the attributes
of the prime will be encoded and linked to P. If some of these prime attributes are strongly
associated with motor responses, even in the very early stages of their formation, this
representation will get linked to its associated response and give rise to corresponding
motor preparation. In this case, preparation for a right response will begin. When the mask
shape appears, especially if it shares task-relevant features with the prime, it is likely to be
interpreted as a new and updated instantiation of P. Therefore, the mask will not receive its
own object representation but will instead be incorporated into the existing representation
of P that has already been initiated. This means that task-relevant information now detected
in the mask that was not already present in P will be added to it. In this example, the new
features correspond to a left-pointing arrow, the right-pointing features having already been
encoded.

This kind of thinking led to our hypothesis that in the NCE, priming is determined by the
most recently detected set of response-relevant features in a representation that has been
updated as part of the ongoing task of the participant to respond rapidly to the target object.
We tested this hypothesis in a series of experiments by comparing the priming effects
obtained from masks comprised of either task-relevant or task-irrelevant visual features.
Fig. 28.3(a) shows a typical sequence of trial events and Fig. 28.3(b) shows a summary
of the priming effects observed under the masking conditions we tested. As can readily
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Fig. 28.3 (a) A typical sequence of trial events in an experiment on the negative compatibility
effect. (b) Mean priming effects (incompatible minus compatible response time) as a function of
various masks inserted between the prime and the target arrows in Lleras and Enns (2004). The
specific masks used are shown above and below each data point. Positive priming effects (white
bars) occurred for masks that had no features relevant to the target discrimination task. Negative
priming effects (black bars) occurred when masks contained features that were relevant to the target
discrimination task.

be seen, masks consisting of task-relevant features invariably produced negative priming
effects, replicating previous studies of the NCE, whereas irrelevant masks systematically
yielded positive priming effects, as expected based on our views of object updating.

These results directly refute theories of masked priming in which the critical ingredient is
the strength of the representation corresponding to the prime, which is usually assessed by
measuring the visibility of the prime shapes. In such theories, all masks are equal provided
that they reduce the visibility of the prime sufficiently to activate the unconscious processes
associated with the subsequent target. However, this was not what we found. Rather, we
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found that completely opposite priming effects could be obtained at equal levels of high-
or low-prime visibility. What determined the direction of the priming in both cases was
whether the mask contained task-relevant (negative priming) or task-irrelevant features
(positive priming).

The alternative theory we proposed to account for the NCE was based on our interpre-
tation of backward masking and the flash-lag, namely, that the prime and mask may be
interpreted by the visual system as a change in the same object over time. As a result, the
prime–mask sequence is susceptible to the normal processes of object updating, and a single
representation may represent both stimuli as one object changing over time. According to
this interpretation, although the observed priming effect may superficially appear to be neg-
ative with respect to the prime, it actually corresponds to a positive priming effect induced
by the novel task-relevant features in the mask. In sum, the observed priming effect reflects
the influence not of the prime alone, but of the prime–mask bundle, on response selection.
On irrelevant-mask trials, the most recent set of task-relevant features encoded prior to
target onset are those present in the prime because the mask has none of these features. In
this case then, the observed priming effect really does reflect the positive influence of the
prime on response selection to the target.

Lleras and Enns (2004) also showed that this object-updating account could be applied
to masks that did not contain exact replicas of the primes but also to randomly oriented line
masks that merely contain similar features in spatially noncorresponding locations to those
in the target. Once again, this is consistent with an object-based account of updating, in
that what is updated is a representation of a group of features and not merely an updating
at the level of specific contours or surface features.

In summary, these experiments help emphasize that the behavioral consequences of
masking should always be examined directly rather than simply being assumed. They also
demonstrate that object updating is a powerful concept that can be applied not only to
the understanding of conscious perception but also to unconscious processes that lead to
motor responses. Finally, they show that the concept of object updating leads to testable
predictions and that it can help explain some behavioral phenomena with a simpler set of
assumptions than those needed when masking is used as a tool to merely reduce visibility.

28.5 Object updating and the perceptual asynchrony illusion

When participants view a display in which all objects alternate for equal durations between
two colors and two directions of motion, the apparent coincidence of a specific color and
motion does not always match their physical coincidence. This is the perceptual asynchrony
illusion (PAI), and we have recently begun to examine the possible role played by object
updating in the illusion (Oriet & Enns, under review).

In the seminal study of the PAI (Moutoussis & Zeki 1997a), participants viewed numerous
squares that each alternated between red and green while at the same time alternating
between moving up and down. Participants were asked to report the color of the squares
while they were moving upward. Different feature durations were tested (e.g., 250 msec
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and 350 msec) along with different phase relationships between the changes in color versus
motion direction (e.g., simultaneous or 0 deg changes versus changes that were 90, 180, or
270 deg out of phase). The duration of each feature was not nearly as influential in the color
reports of participants as was temporal asynchrony. When the change in color preceded the
change in motion (e.g., upward moving squares were initially red and then turned green),
the reported color was the one presented during the last portion of the motion period (e.g.,
upward squares were reported as green). In fact, changes in motion direction had to precede
changes in color by 80 msec before changes in the two features were reported as coincident.

The PAI has attracted considerable theoretical interest because it has been claimed as a
way to index the modularity of consciousness (Moutoussis & Zeki 1997a, 1997b; Zeki &
Bartels 1998) or at least the relative time required for different types of visual properties
to become accessible for conscious report (Arnold et al. 2001; Arnold & Clifford 2002;
Nishida & Johnston 2002). In contrast, our interest in the PAI was piqued when we saw
that almost no consideration had been given to the possibilities that (a) the illusion was
influenced by the need to switch attention from one feature to another, or (b) the processes
of object updating may be playing a role in this illusion as well. The fact that both of
these possibilities had been overlooked was surprising to us because the PAI bears at least
superficial resemblance to the other visual phenomena we have reviewed, such as backward
masking, the flash-lag effect, and masked priming. In each of these effects, the focus of
attention plays an important role and each of them involves errors of perceptual lag.

To be more specific, in each of the effects we have already discussed (i.e., masking,
flash-lag, masked priming) there is always a defining feature that participants must become
aware of first, before they are required to turn their attention to the report feature. For
backward masking, the defining feature is the detection of a visible mask shape, which is
the cue to try to report the immediately preceding target shape; in the flash-lag the defining
feature is the flashed object, which is the cue to report the spatial position of the moving
object. In the case of the PAI, participants must first see a defining direction of motion in
a square before they are able to report on the color of the same square. If this similarity
between tasks is more than superficial, then factors that influence the speed or difficulty of
this switch in attention from the defining to the report feature should also influence the PAI.
We therefore thought it was worth checking to see whether this illusion was influenced by
the tendencies of the visual system to be somewhat sluggish in switching attention from
one visual feature to another, and in the dynamic updating of object representations as new
information becomes available.

In a first experiment, Oriet and Enns (under review) tested whether (1) perceptual lag
errors are greater when features change asynchronously rather than synchronously, and (2)
errors in either of these types of display are influenced by the difficulty of feature detection.
Displays consisted of a series of 16–20 moving checkerboards that varied in both color
and motion direction. The participant’s task was to detect the single red checkerboard in
the series (defining feature = color red) and to report the direction of motion taken by the
red checkerboard (report feature = one of four motion directions). Having only a single
target (red checkerboard) in the series allowed us to determine whether errors in reports
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of motion direction reflected a perceptual lag, in which case errors would come from the
motion directions that occurred after the target color, or whether they merely reflected a
noisy signal, in which case errors should distribute randomly from values occurring before
and after the target color.

The results did not support the hypothesis that slow attention plays the most important
role in the PAI. To be sure, lag errors were more likely when displays changed more
rapidly than when they changed slowly. This confirms that when participants err in their
report of the features in a rapid sequence, they are not simply guessing but are responding
based on features they see later in the sequence. However, the most important finding in
this experiment was that lag errors occurred more frequently for asynchronous than for
synchronous displays at the same display rates. If the time required to switch attention from
defining to report features was the primary limiting factor in the illusion, then these two
types of displays should show similar lag errors at the same rates of display change. This
means that the PAI arises from factors that go well beyond a simple sluggishness in being
able to shift attention from one feature to another.

The importance of temporal synchrony for feature binding has been documented pre-
viously. Perceptual objects can be defined solely by the common behavior of their parts
in the temporal domain (Usher & Donnelly 1998; Lee & Blake 1999; Sekuler & Bennett
2001). The unusual circumstance that confronts the visual system in the PAI is that features
are beginning and ending out of temporal step with one another. This likely prompts the
system to look for other clues to how the scene might be organized, such as grouping by
spatial proximity and other geometric heuristics relevant to object perception. And while
this is going on, the scene continues to change, so the system becomes vulnerable to the
feature updating and overwriting that is normally beneficial as one views what first might
look like a bird, but then gets reinterpreted as an airplane or even Superman.

To explore an object-updating interpretation of the PAI, Enns and Oriet (under review)
conducted three more experiments. In one, they reasoned that if the PAI involves a fun-
damental ambiguity about the temporal characteristics of features that otherwise appear
to be present in the same object, then it should be possible to reverse the direction of the
illusion by switching the role of defining and report features. In other words, the PAI should
reverse when participants report the color of the upward moving squares versus the motion
direction of the red squares. When the roles of defining and report features were reversed in
this way, for two different groups of participants viewing the same display sequences, the
main finding was that perceptual lag errors were linked to the report feature, not to whether
the feature was color or motion.

In another experiment, it was reasoned that the principles of object updating should apply
equally well when the changing features are different sensory dimensions (e.g., color and
motion direction, as in many previous studies) as when they are from the same sensory
dimension (e.g., both are color features). They also tested whether the illusion was stronger
when the features that needed to be linked in time were associated with the same object
versus when they were associated with separate objects. They reasoned that the object-
updating processes that lead to perceptual lag errors would be stronger when the changing
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features came from the same object, as has already been observed in the flash-lag illusion
(Moore & Enns 2004). Both of these hypotheses were confirmed.

In a last experiment, Enns and Oriet (under review) tested whether the illusion would
vary with the perceptual grouping of features based on spatial proximity. According to
the object-updating hypothesis, the PAI should occur with greater likelihood when the
changing features occur in the same location in space (promoting object updating) versus
when they occur in different locations (preventing object updating). This hypothesis was
also confirmed.

Taken together, we interpret the results of the Enns and Oriet (under review) study as
strong support for the idea that the PAI is a consequence of the ubiquitous perceptual
updating process that occurs when objects are viewed in the context of dynamic and
changing visual scenes. We believe that under normal circumstances, the temporal onset
and offset of feature values are concurrent when they derive from the same object. The dark
color and characteristic motion pattern of a bird both begin and end with the appearance
and disappearance of the bird from view.

28.6 Conclusion

We began this chapter by asking how the visual brain creates a sense of order out of
the seeming chaos of the visual input, so that it can arrive at the perception of a stable
world, yet one in which objects may also reasonably change their characteristics over
time. We proposed one very general solution to this problem based on the idea that visual
representations are mediated at the level of perceived objects, rather than at the level of
image features or at even higher conceptual levels of representation. We reviewed work
demonstrating the consequences of object-mediated updating across a wide range of visual
phenomena, including backward masking, the flash-lag illusion, unconscious response
priming, and the perceptual asynchrony illusion. The ease with which a single theoretical
construct – object updating – can help account for such a wide range of phenomena gives
us confidence in the account. At the same time, we think it points to the generality of the
process. Object updating is effective in providing stability for perception in the face of
highly unstable sensory input and it appears to be ubiquitous in the visual processing of
dynamically changing scenes.

Although evidence for object updating is robust in the laboratory studies we have
described, we must hasten to add that the conditions in these studies were tailored to
give insight into the emerging or online development of perceptual representations. The
conditions were specifically designed to show that visual information obtained later in
time could influence the emerging representation of an object. From this it should not be
concluded that all perceptual representations formed from brief glimpses are necessarily
susceptible to these forces. That is, we are not implying that there are no stable represen-
tations or that all perceptions are vulnerable to the updating process. Indeed, an important
next goal in our research is to better understand what underlies the difference between
representations that are vulnerable to updating versus those that are immune. We suspect



28 Object updating: a force for perceptual continuity and scene stability in human vision 519

that visual attention will play a key role in this distinction, and that when we understand
its role we will be better positioned to link current understanding of visual perception with
that of visual short-term memory.
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A motion illusion reveals the temporally discrete nature
of visual awareness

rufin vanrullen, leila reddy, and christof koch

Summary

Quasi-periodic or “discrete” brain processes are, in theory, susceptible to a phenomenon known
in engineering as “temporal aliasing.” When the rate of occurrence of events in the world is fast
enough, the perceived direction of these events may be reversed. We have recently demonstrated
that, because of a quasi-periodic attentional capture of motion information, continuously
moving objects are sometimes perceived to move in the wrong direction (the “continuous
Wagon Wheel Illusion”). Using a simple Fourier energy model of motion perception, we
established that this type of attentional capture occurs at a rate of about 13 Hz. We verified
with EEG recordings that the electrophysiological correlates of this illusion are restricted
to a specific frequency band around 13 Hz, over right parietal regions – known for their
involvement in directing attention to temporal events. We summarize these results and discuss
their implications for visual attention and awareness.

29.1 Introduction

With respect to the temporal organization of visual perception – the topic of this book –
one important issue that has puzzled scientists for more than a century (James 1890; Pitts
& McCulloch 1947; Stroud 1956; White 1963; Shallice 1964; Harter 1967; Varela et al.
1981; Purves et al. 1996; Crick & Koch 2003; VanRullen & Koch 2003) is whether our
experience relies on a continuous sampling or a discrete sequence of periodic “snapshots”
or “perceptual frames” of the external world. Although it may seem that such radically
different mechanisms should be easy to distinguish using elementary introspection, the
realism of the cinema serves to remind us that these two alternatives can in fact lead to
equivalent perceptual outcomes. The question, thus, is not a trivial one.

One way to tackle it is to use the fact that quasi-periodic or discrete processes are
susceptible to a phenomenon known in engineering as “temporal aliasing,” whereas contin-
uous processes are not. Temporal aliasing means that a periodic stimulus can be incorrectly
perceived by a system if its temporal frequency is fast enough compared to the system’s sam-
pling frequency. Recently, one such temporal aliasing effect has been uncovered in visual
motion perception (Purves et al. 1996): a periodically moving stimulus (e.g., a rotating
wheel) is perceived, at certain temporal frequencies, to move in the opposite direction, even
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c© Cambridge University Press 2010.
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while it is illuminated by constant light (Schouten 1967). Purves and colleagues reported
that this phenomenon occurs for rotational as well as translational motion at temporal fre-
quencies between 2 and 20 Hz, and cannot be explained by spurious eye movements (Purves
et al. 1996). This effect, the “continuous Wagon Wheel Illusion,” (c-WWI) constitutes a
unique tool in the study of the temporal organization of visual motion perception. Here we
review our recent investigations of the c-WWI effect, its electrophysiological correlates,
and its potential implications for the discrete nature of visual awareness.

29.2 Psychophysical evidence

In our initial experiments we attempted to characterize the properties of the c-WWI effect
in terms of spatial and temporal frequency selectivity (VanRullen et al. 2005). For this
purpose, we used a custom-made apparatus composed of a motor connected to a speed
controller in a closed-loop system, which allowed for real-time readout and adjustment of
the motor rotation frequency. Cardboard disks with radial “wheel” patterns were attached to
the shaft of the motor. By changing the number of spokes on these wheels or by adjusting the
rotation frequency of the motor, we could independently manipulate the spatial and temporal
frequency of the stimulus, respectively, and estimate the effect of these manipulations on the
c-WWI. Following up on the results of Kline and collaborators (Kline et al. 2004) as well
as our own preliminary observations, we treated this illusion as a bistable percept, in which
the correct and erroneous directions of motion constantly compete to dominate the subject’s
perception. Therefore, we asked our subjects to report continuously throughout the duration
of 1-minute-long trials the perceived direction of motion (by pressing the corresponding
arrow key on a computer keyboard). We estimated the strength of the c-WWI effect as the
percentage of trial time spent reporting the illusory direction of motion (a conventional
measure of bistable perception). The effects on the c-WWI of varying temporal frequency
for one given wheel are illustrated in Fig. 29.1(a). A clear increase in the illusion strength
is apparent for temporal frequencies around 10 Hz. This was also the case for two other
wheels, spanning a range of spatial frequencies of two octaves overall (not shown here). The
fact that the illusion depends mostly on temporal frequency, but not on spatial frequency or
the velocity of the moving stimulus (as found also by Simpson et al. 2005) suggests that this
effect can be attributed to temporal aliasing, and may reveal discrete processes involved in
motion perception.

To pursue these investigations with various types of well-controlled motion stimuli,
it is essential to move from a constraining “real-world” stimulus to more controllable,
computer-generated ones. In order to do so, the main consideration is that the refresh rate
of the display system should be fast enough to avoid it generating its own temporal aliasing
artifacts (Burr et al. 1986). In practice, this implies that the refresh rate should be at least
twice as high as the fastest temporal frequency to be displayed (this is called the “Nyquist”
frequency of the stimulus). We verified that our previous results with real wheels physically
rotating at frequencies up to 40 Hz (Fig. 29.1(a)) could be replicated on a computer monitor
refreshed at 120 Hz. Indeed, the results were very similar to the previous ones, with a clear
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Fig. 29.1 Moving stimuli were displayed continuously for 60 sec while subjects reported the per-
ceived direction of motion using computer keyboard arrows. Although the dominant direction of
motion was always the actual direction, observers also reported perceiving the opposite direction for
a considerable fraction of the time. Whether using (a) rotating sunburst patterns under natural, con-
tinuous illumination (n = 6), (b) rotating radial sinusoidal patterns (n = 4), (c) horizontally drifting
luminance-modulated (first-order motion), or (d) contrast-modulated gratings (second-order motion)
on a computer monitor with a 120- or 160-Hz refresh rate (n = 5), the c-WWI effect always peaked
for alternation rates around 10 Hz. This is indicative of a temporally specific mechanism underlying
the illusion.

peak for the c-WWI effect at 10 Hz (Fig. 29.1(b)). In all the following experiments, we used
a computer monitor with a refresh rate of 160 Hz, and thus we can be reasonably confident
that temporal aliasing artifacts of the display system did not contaminate the results.

Next, we investigated the c-WWI effect with computer-generated first-order and second-
order drifting gratings. One motivation for using drifting one-dimensional gratings instead
of rotating wheels is that they are more amenable to a quantitative description in the Fourier
domain. This is useful for any attempt to account for the illusion within a computational
model, as will be seen in a later section. First-order motion is defined as a drifting modula-
tion of pattern luminance, whereas second-order motion is defined as a drifting modulation
of pattern contrast with average luminance being statistically comparable throughout the
pattern. These two types of motion are known to be processed preferentially by indepen-
dent hierarchically organized systems (Lu & Sperling 1995b; Seiffert & Cavanagh 1998).
The so-called first-order motion system can only extract motion from first-order, but not
from second-order, stimuli, whereas the “second-order” system is able to compute motion
information from both types of stimuli. We found that the illusion was present and equally
strong for both types of motion gratings (Fig. 29.1(c)–(d)). Even though the system’s limits
for motion perception were attained at much lower temporal frequencies for second-order
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Fig. 29.2 The c-WWI and attention. When observers are required to report the direction of motion
of a drifting sinusoidal grating made somewhat ambiguous by superimposing two opposite gratings
of different contrasts, as in (a), their performance is specifically impaired for temporal frequencies
around 10 Hz (open circles in (b). Due to temporal aliasing at this rate, the motion stimulus is perceived
in the wrong direction roughly half of the time. When the observers are instructed to simultaneously
attend to a sequence of rapidly changing letters at the center of the moving grating (see (a)), their
pattern of response changes dramatically (black squares in (b)). The temporal aliasing effect at 10 Hz
all but vanishes, implying that it is not motion processing per se, but rather the attentional sampling
of motion information, that may rely on a quasi-periodic process.

gratings (Fig. 29.1(d)) than for first-order gratings (Fig. 29.1(c)), in both cases the peak of
the illusory effect was situated around 10 Hz. This implies that the c-WWI is not simply a
low-level phenomenon, attributable to peculiar properties of the first-order motion system,
but is a more general characteristic of motion perception.

To summarize, under various controlled conditions the c-WWI is a genuine bistable
phenomenon that occurs most strongly when the temporal frequency of the motion stimulus
is around 10 Hz (VanRullen, Reddy, et al. 2005). This evidence is compatible with, and
in some cases extends similar findings by, several other groups (Purves et al. 1996; Kline
et al. 2004; Simpson et al. 2005).

29.3 Attentional influence

Can this illusory percept affect behavioral performance even in a task requiring objective
judgments of the direction of a moving object? We showed that subjects were dramatically
impaired (down to chance level) at performing a simple “left–right” motion discrimination
task on drifting gratings around 10 Hz (Fig. 29.2) as long as the gratings were slightly
ambiguous in terms of their motion direction (we achieved this by superimposing two



29 A motion illusion reveals the temporally discrete nature of visual awareness 525

opposite gratings of different contrasts). With a stimulus whose direction was easy to
identify at 1 Hz or at 20 Hz, behavioral performance fell down to chance level at 10 Hz
(Fig. 29.2). We suggest that temporal aliasing causes the actual stimulus direction to be
wrongly perceived approximately half of the time. We also observed this effect regardless
of the spatial frequency of the stimulus, as would be expected from a temporal aliasing
illusion.

Using a very similar paradigm, we investigated whether the c-WWI effect depended on
the availability of attentional resources. We instructed our subjects to attend to a stream
of rapidly changing (every 125 msec), randomly rotated single letters presented at the
center of the motion stimulus, in order to detect an L and respond to it by pressing a
computer key. At the same time, as before, the subjects had to indicate the direction of the
moving stimulus. Under these conditions, the motion direction discrimination performance
was slightly reduced at both low (less than 5 Hz) and high (more than 15 Hz) temporal
frequencies, indicating that the central letter task was effective at capturing attention.
However surprisingly, with motion at 10 Hz subjects could better report the direction of
the moving stimulus, even though they were not attending to it (Fig. 29.2). In other words,
the specific impairment due to temporal aliasing at frequencies around 10 Hz was all but
gone when the moving stimulus was not attended. Thus, only the processes that rely on
attentional resources to compute motion direction (Cavanagh 1992; Lu & Sperling 1995a,
1995b) were affected by the temporal aliasing illusion; or simply put, attentional capture
of motion information may be a quasi-periodic process.

29.4 Fourier-based motion energy model

Once temporal aliasing is demonstrated to occur for a given visual task (e.g., our motion
direction judgment task), what can we conclude about the rate of the postulated underly-
ing quasi-periodic neuronal mechanisms? If aliasing occurs at 10 Hz, does it mean that
these sampling processes also function in this regime? In fact the answer is slightly more
complicated (Fig. 29.3). If a periodic stimulus travels its entire cycle during one sampling
interval, it will appear to be stationary, that is, with no evidence for either traveling direc-
tion. Similarly, if the stimulus travels only half of a cycle during a sampling interval, both
directions of motion are equally likely interpretations; but halfway between these situations
(e.g., when the stimulus travels three-fourths of a cycle during each sampling interval), then
the evidence in favor of the “wrong” direction of motion will outweigh the evidence for
veridical motion. Fourier motion energy analysis indicates that the maximum evidence for
illusory motion is obtained exactly at three-fourths of the stimulus period. Thus, the pre-
dicted rate of subsampling for the system is always 4/3 of the observed maximum aliasing
frequency. In our case, the maximal c-WWI effect at 10 Hz would be explained by discrete
sampling of motion information at a rate of 13.3 Hz.

This is also what can be derived from formal Fourier analysis of motion stimuli in the
spatiotemporal domain (Fig. 29.4). Using a Fourier motion energy model of motion percep-
tion (Adelson & Bergen 1985; van Santen & Sperling 1985), we predicted that the c-WWI



526 V Space–time and awareness

sampling
period is:

motion

appears:
stationary

1 1/2

… … of the stimulus period

3/4

ambiguous reversedreversed

(a) (b) (c)

ti
m

e

fr
am

e 
3

fr
am

e 
2

fr
am

e 
1

Fig. 29.3 A periodic motion stimulus is presented to a “perceptual system” that samples information
periodically. If the system’s sampling period is equal to the motion period (a), the stimulus will
appear stationary across time. If the system’s sampling period is half of the motion period, the
direction of motion will appear purely ambiguous, that is, equally compatible with both alternatives
(b). However, when the system’s sampling period is three-fourths of the motion period, the evidence
for the erroneous motion direction will be maximal and outweigh the evidence for the actual direction
(c). An illusory reversed motion will be perceived. The sampling rate of a discrete system is, thus,
equal to 4/3 of the temporal frequency of the stimulus that generates the maximal aliasing illusion.

would occur maximally for stimuli at 10 Hz if attentional capture of motion information was
performed at a rate centered around 13.3 Hz. With a few simple assumptions of a low-pass
sensitivity response to motion at higher temporal frequencies and a 50% multiplicative fac-
tor representing the average strength of attentional capture, this first model1 of the c-WWI
quantitatively accounted for all of our psychophysical measurements on one-dimensional
gratings (VanRullen, Reddy, et al. 2005).

29.5 Electrophysiological correlates

To verify the plausibility of this model, we explored the electrophysiological correlates of
the continuous Wagon Wheel Illusion (VanRullen et al. 2006; see also Kline et al. 2005).
We contrasted the power spectrum of the EEG of twelve subjects while they experienced
either the real or illusory (reversed) direction of motion with the physical stimulus being
identical in both situations. Between 2 and 100 Hz, the only part of the EEG power

1 In the original model described in VanRullen et al. (2005), for simplicity we had rounded up the model’s sampling frequency value
to 15 Hz. However, the precise value derived from Fourier analysis was 13.3 Hz, and given our more recent electrophysiological
results described in Section 29.5, we now deem it important to use this value in our model. The simulations shown in Fig.
29.4 have, thus, been recalculated with an average sampling frequency of 13.3 Hz (the results are quantitatively comparable to
our previous report).



(a)

(b)
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Fig. 29.4 Motion energy and temporal subsampling. (a) A one-dimensional horizontally drifting
sinusoidal grating as shown in the space–time plot on the left is represented in the Fourier domain
by a pair of spatiotemporal components, in diagonally opposite quadrants (right). (b) When the same
motion stimulus is subsampled in time, spurious motion components appear in the Fourier spectrum.
We estimate the intensity of motion perception in the actual (respectively, opposite) direction as
the sum of motion energies over the corresponding quadrants of the Fourier spectrum (marked
in the illustration as “real” and “illusory” motion, respectively). (c) By assuming that this simple
subsampling mechanism, at an average rate of 13.3 Hz, contributes half of the total motion percept, and
using low-pass motion sensitivity envelopes derived from experimental data, the model predicts rates
of illusory reversals for first-order and second-order motion resembling those observed experimentally
(compare with Fig. 29.1(c) and 29.1(d)).
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Fig. 29.5 Electrophysiological correlates of the c-WWI. We compared the power spectrum of the
EEG during periods when subjects experienced real or illusory motion. A single component of the
power spectrum differed significantly between the two conditions. This component was centered
around 13 Hz, exactly as predicted by our model of the c-WWI based on quasi-periodic attentional
sampling of motion information.

spectrum that significantly correlated with the occurrence of the c-WWI was a very specific
component, centered around 13 Hz (Fig. 29.5). This component was present at exactly
the same frequency when the temporal frequency of the moving stimulus was 10 Hz or
7.5 Hz. Thus, the 13-Hz effect was not driven by the stimulus itself, but rather reflected a
potential “internal generator” of the c-WWI. There was no effect of perceived direction in
common frequency bands of the EEG such as the theta (4–8 Hz), alpha (8–12 Hz), beta (15–
25 Hz), or gamma (30–80 Hz) bands. The 13-Hz amplitude was lower during the illusion
than during veridical motion perception. Similar desynchronizations of EEG activity (by
definition, a decrease of EEG power is generally called “desynchronization”) between 5
and 20 Hz have been experimentally linked to increased cortical activation (van Winsum
et al. 1984; Pfurtscheller & Lopes da Silva 1999; Worden et al. 2000) and increased BOLD
responses (Singh et al. 2002), which suggests that some specific neuronal source may be
selectively activated during the illusion. The localization of these effects on the scalp hints
at an involvement of right parietal regions. Beyond a general contribution to attentional
processes, these cortical regions are known to be necessary for discriminating apparent
motion and attending to the direction (onset vs. offset) of temporal events (Battelli et al.
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2001; Battelli et al. 2003). Thus, both in terms of frequency specificity and topographical
localization, this entire pattern of electrophysiological results is directly compatible with
the predictions of our model of the c-WWI, based on quasi-periodic attentional sampling
of motion information at a rate around 13 Hz.

As a complementary analysis, we attempted to use the amplitude of the 13-Hz EEG
signal to predict, on a trial-by-trial basis, the direction of perceptual transitions: 13-Hz
power decreased steadily in the last 2 sec before an observer reported perceiving illusory
motion, and increased during the last 2 sec before the percept went back to the veridical
motion. Using this relation, we could predict above chance (between 55% and 61% correct
depending on the decoding strategy), on a trial-by-trial basis, the direction of upcoming
transitions before they were actually reported by the subject. This result, which is compa-
rable in magnitude to the quality of predictions made from monkey single-unit recordings
(Britten et al. 1996), constitutes one of the first successful attempts to relate EEG activity
and visual perception on a trial-by-trial basis, under conditions where perception varies
while the stimulus is kept constant. This again underlines the very tight relation that seems
to exist between our 13-Hz component and this particular temporal aliasing illusion.

29.6 Discussion

In this chapter we have closed a loop between psychophysical measurements, computational
explanation and prediction, and electrophysiological validation. These results are compat-
ible with the idea that attention-based motion information is computed quasi-periodically
at an average rate of 13 Hz. In the following, we first elaborate on our hypothesis and its
implications before addressing potential alternative accounts of the c-WWI effect.

Directing attention to the moving stimulus is necessary for the c-WWI to occur, as shown
in our psychophysical experiments (VanRullen, Reddy, et al. 2005). The fact that the 13-Hz
electrophysiological correlates of illusory motion perception were observed mostly over
right parietal regions is important in this respect because these regions have been implicated
often in various visual tasks involving selective visual attention (Buchel et al. 1998; Coull &
Frith 1998; Rees & Lavie 2001; Corbetta & Shulman 2002). The same regions also display
increased activity at the time of perceptual switches during bistable stimulation (Lumer
et al. 1998), although for other bistable percepts such as binocular rivalry it is not clear
whether the critical frequency band of the EEG is around 13 Hz as found here (Kobayashi
et al. 1996) or around 40 Hz (Doesburg et al. 2005). Although patients with right parietal
lesions can discriminate continuous motion and also perceive flicker normally, they tend to
show bilateral deficits in the perception of apparent motion (Battelli et al. 2001) and in the
discrimination of the direction (onset vs. offset) of temporal events (Battelli et al. 2003).
These temporal discrimination abilities are likely to be critical for perceiving reversed
motion in the c-WWI effect. This line of reasoning would thus bring us to predict that such
patients may never experience the continuous Wagon Wheel Illusion. This prediction may
be challenging to test directly because neglect or extinction patients generally show large-
spread deficits in various visual tasks. Thus, a relative inability to judge motion direction at
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10 Hz may not mean much if the patients are also performing worse than normal subjects
at all temporal frequencies. However, using counterphase gratings as described in Section
29.3, our theory would predict that the patients’ performance would approach the “motion
unattended” curve in Fig. 29.2, that is, their performance at 10 Hz would be better than
that of normal observers under the same conditions. Clearly, this could not be explained by
some generalized visual deficit.

The prominent role of attention (and the postulated involvement of the right parietal
cortex) in the illusion is also consistent with a body of data that has been presented
against the hypothesis of discrete sampling of motion information. In a clever experimental
manipulation, Kline et al. (2004) presented observers with two wheels rotating in opposite
directions (one being the mirror image of the other). Under these conditions, subjects tended
to report reversals of perceived direction (i.e., illusory motion) in only one of the stimuli
at a time, even when both stimuli were placed in the same hemifield. This argued against
the possibility that the visual system samples motion information in a discrete manner
simultaneously over the entire visual field. In a more recent development, these authors
superimposed two moving objects (one rotating, the other expanding) at the same spatial
location. Again, observers generally reported perceiving illusory motion in only one object
at a time (Kline et al. 2006). This was taken to argue against a spatially localized discrete
sampling process. Our hypothesis does not contradict the results of these experiments. If
attentional capture of motion information is really responsible for temporal aliasing in the
c-WWI, then it is logical that the effects of this aliasing (i.e., the perceived reversed motion)
should be visible only on the current object of our attention, be it a spatial location, one
of two superimposed objects, or even a particular feature or property. Attention, indeed,
can be directed to features (Treue & Martinez Trujillo 1999; Saenz et al. 2002), or objects
(Baylis & Driver 1993; O’Craven et al. 1999) as well as spatial locations (Posner et
al. 1980). Thus, our present findings, together with those of Kline et al. (2004, 2006),
concur to support the conclusion that the c-WWI effect is limited to the – not necessarily
spatial – focus of attention. In line with this hypothesis, it has been demonstrated that
the Wagon Wheel Illusion affects two stimuli independently when they are perceived as
separate, but simultaneously when they are perceived as a single object (VanRullen 2006).

If attention captures motion information at a rate of approximately 13 Hz, it may seem
odd that motion perception in attentionally defined stimuli is limited to temporal frequencies
below 5–6 Hz (Cavanagh 1992; Lu & Sperling 1995a). On the other hand, according to our
hypothesis, purely attentionally defined motion stimuli at frequencies above 6.5 Hz (i.e., the
critical Nyquist frequency in our model) would always be perceived in the wrong direction.
The visual system may thus have implemented palliative strategies for counteracting this
problem with the easiest one being simply to not bother processing these stimuli. This
would explain the low-pass sensitivity of the attentional motion processing system.

What other explanation, besides temporally discrete sampling, could account for the c-
WWI effect? Proponents of a continuous explanation have argued that elaborated Reichardt
motion detectors (Reichardt 1961; Adelson & Bergen 1985; van Santen & Sperling 1985)
tuned to a particular direction of motion could also experience a spurious response to
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the opposite direction at particular frequencies (Schouten 1967; Kline et al. 2004, 2006;
Holcombe et al. 2005). Because the preferred temporal frequency of the first-order motion
processing system is generally found to lie between 5 Hz and 15 Hz (Pantle 1978; Anderson
& Burr 1985; Wright & Johnston 1985; Snowden & Hess 1992), it would not be wholly
unexpected that reverse motion perception would peak around 10 Hz. This argument alone,
however, would not predict a strong effect of attention on the illusion, because it relies on the
activity of motion detectors that are largely preattentive. In addition, because the preferred
sensitivity of the visual system is markedly lower for second-order stimuli (Shorter &
Patterson 2001; Hutchinson & Ledgeway 2006), this hypothesis would suggest that the
c-WWI effect would peak at a lower frequency for second-order than for first-order stimuli;
this prediction is not supported by our data (Fig. 29.1). Finally, there does not seem to be
any “a priori” reason for this explanation to predict that the illusion should be accompanied
by a massive reduction of 13 Hz EEG power over right parietal regions. Overall, spurious
activation of elaborated Reichardt detectors may thus be suggestive of a solution, but falls
short of accounting for the complexity of the c-WWI effect.

Another, not necessarily incompatible line of thought that may explain the illusion
without the need for assuming discrete subsampling relies on adaptation of neural responses
to motion direction. Because the motion processing system is organized in an opponent
manner, the fact that neural responses to a given motion direction decrease over time
due to adaptation directly implies that the signals representing the opposite direction of
motion are gaining relative strength. This is the classical explanation of the well-known
motion aftereffect or “waterfall illusion.” After prolonged viewing of one motion direction,
a static pattern appears to move in the opposite direction. This hypothesis alone, however,
would probably not be sufficient to explain the c-WWI effect. Opponent coding exists for
many other visual properties such as orientation or color that also enjoy their own aftereffect
following prolonged viewing, yet spontaneous reversals of perceived color while the colored
stimulus remains present on the retina (i.e., an equivalent of the c-WWI effect in the color
dimension) have never been reported.

Even if motion adaptation alone is unlikely to explain the illusion, it may very well
contribute to it by inducing a switch in the balance between two opposite directions of
motion that would already be represented in the visual system. Spurious activation of
Reichardt motion detectors or discrete temporal subsampling of motion information may
generate signals encoding the “wrong” direction of motion that may be too weak to dominate
perception, unless they were aided by neural adaptation. Because the effects of adaptation
are increased by focusing attention on the moving stimulus (Chaudhuri 1990; Shulman
1993; Lankheet & Verstraten 1995; Rees et al. 1997; Georgiades & Harris 2000, 2002;
Rezec et al. 2004), even a low-level, Reichardt-based explanation, when coupled with this
adaptation hypothesis, would be consistent with our findings of attentional modulation of
the c-WWI effect. Yet this account would still be at a loss to explain the preserved selectivity
of the illusion for second-order motion, as well as our 13-Hz EEG power correlates.

Overall, we believe that the most parsimonious explanation of the continuous Wagon
Wheel Illusion is that (i) when attending a suitable moving stimulus, discrete subsampling
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around 13 Hz produces, through temporal aliasing, neural signals that represent the wrong
direction of motion (Fig. 29.4), which are reflected in reliable changes of 13-Hz EEG power
(Fig. 29.5); (ii) motion adaptation eventually helps these signals dominate perception, until
they are themselves reduced by adaptation, and so on. This explains, for example, why the
illusion is rarely present at stimulus onset, and generally takes a few seconds to develop.
This influence of adaptation does not make the continuous Wagon Wheel effect any less
interesting. In fact, there is good evidence that perceptual alternations for any bistable
stimulus depend on some form of local adaptation (Blake et al. 2003). In this context,
the fact that focal attention is necessary for the c-WWI can be interpreted in two ways:
(i) Either attention contributes to discrete temporal subsampling, which is the hypothesis
that we have favored in our model, and is supported by the localization of the 13-Hz EEG
effect over right parietal regions; or (ii) Attention increases the effect of adaptation that
would otherwise be too weak to trigger perceptual switches, with the result that the actual
direction of motion would remain dominant indefinitely. The latter hypothesis appears
unlikely, however, because a longer adaptation period could easily overcome the lack of
attention and trigger a perceptual switch to the illusory motion. The c-WWI would be
delayed, but present nonetheless in the absence of attention. In addition, the attentional
effect shown in Fig. 29.2 was demonstrated under conditions where the motion direction
of the stimulus was physically reversed every 3–4 sec on average, a situation that mini-
mizes the influence of direction-specific adaptation. In addition, more recent experiments
show that certain stimulus manipulations (e.g., change of eccentricity or contrast) can have
opposing effects on the strength of the c-WWI and that of motion adaptation (VanRullen
2007). Thus, we endorse our original hypothesis, that attentional capture of motion infor-
mation around 13 Hz is, so far, the most plausible candidate to account for the c-WWI
effect.

If this hypothesis is, ultimately, shown to be valid for the c-WWI, it will raise the
question of whether other visual domains and, perhaps, nonvisual modalities are processed
in a discrete, frame-like manner or whether this is a peculiarity of motion perception.
Periodic sampling of the outside environment is a ubiquitous property of sensory systems.
Saccades in vision, sniffs in olfaction, whisker movements in rat somato-sensation, and
even echolocation in bats or electro-location in the electric fish are all examples of explicit
cyclic mechanisms for overt perceptual sampling (Uchida et al. 2006). Attention might have
evolved from these periodic processes as a more economical means of covertly sampling
endogenous representations, possibly relying on the widespread oscillations that can be
observed in most of these systems (VanRullen et al. 2005). Temporal aliasing effects
such as the c-WWI might merely be the outside manifestation of such internal periodic
operations.
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30

Priming and retouch in flash-lag and other phenomena
of the streaming perceptual input

talis bachmann

Summary

When rapidly successive objects or object replicas are presented as sensory streams, a stimulus
within a stream is perceptually facilitated relative to an otherwise identical stimulus not within
the stream. Experiments on perceptual latency priming and flash-lag have convincingly shown
this. Unfortunately, no consensus exists on what is (are) the mechanism(s) responsible for
in-stream facilitation. Here, I discuss several alternative explanations: perceptual extrapolation
of change in the specific properties of continuous stimulation, time-saving for target processing
due to the early microgenetic/formation stages for target being completed on pretarget in-stream
items, control of focused selective attention by the onsets of stimulus input, and preparation of
the nonspecific perceptual retouch by the preceding nontarget input in stream for the succeeding
target input in stream. Revisions are outlined to overcome the explanatory difficulties that the
retouch theory has encountered in the face of new phenomena of perceptual dissociation.

30.1 Introduction

Objects that do not occur in isolation are processed differently compared to when they
appear as separate entities. If we compare the visual latency of an object presented alone
with the latency of its replica that is presented after another object (which is presented
nearby in space and time), we see that the object that comes after having been primed
by other input achieves awareness faster (Neumann 1982; Bachmann 1989; Scharlau &
Neumann 2003a & b; Scharlau 2004). In a typical experiment, a visual prime stimulus
is presented, followed by another stimulus that acts as a backward mask to the prime.
In addition, another stimulus resembling the masking stimulus is presented at a different
spatial position. Temporal intervals between these stimuli are varied and observers are
asked to make a temporal order judgment (TOJ) regarding the stimuli. Even though the
prime is backward masked up to invisibility for explicit perception, it nevertheless causes
the stimulus that it precedes to appear earlier in explicit perception, compared to the
simultaneous, unprimed control stimulus. This effect is called perceptual latency priming
(PLP). Let us refer to the primed object as the “target” and the isolated single object as the
“reference.”

Space and Time in Perception and Action, eds. Romi Nijhawan and Beena Khurana. Published by Cambridge University Press.
c© Cambridge University Press 2010.
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The stimulus onset asynchrony (SOA) between the prime and the target object that allows
one to observe this effect ranges from a few dozen milliseconds (msec) to about 150–
200 msec. The magnitude of the PLP effect itself usually ranges between about 20 msec
and 80 msec. Various experimental controls have been used showing that the effect is not
the result of response bias; not an artifact of variability in masking strength; independent
of prime-mask similarity; and reflected in ERP latencies (Scharlau & Neumann 2003;
Scharlau 2004a, 2007; Vibell et al. 2007).

PLP is usually studied in paired presentations of a priming stimulus and a primed
target stimulus as inputs to an alert perceptual system. But there is evidence that temporal
facilitation of sensory input to awareness takes place also when there are more stimulation
items than merely a pair of objects. Formally, any stream that is presented to observers
can be interpreted as a succession of multiple PLP displays with primes and primed items
being multiply and continually presented. I define streamed presentations as a succession of
stimulation items so that these items are mutually different individuated tokens and/or types.
The varying retinotopic spatial position of an invariant type is interpreted as multiplication
of space tokens of that type. The continuously varying sensory/perceptual quality of an
invariant space token is interpreted as multiplication of perceptual types of that token.
When both token and type change in discrete steps, this corresponds to a typical rapid serial
visual presentation (RSVP) display.

In the flash-lag paradigm, a target item is presented within streaming input and a reference
is presented out of stream. The evidence from flash-lag studies has demonstrated that when
input signals that come as a sensory stream from varying spatial positions – that is, in motion
(Nijhawan 1994; Whitney & Murakami 1998; Krekelberg & Lappe 1999; Brenner & Smeets
2000; Eagleman & Sejnowski 2000; Whitney et al. 2000; Kreegipuu & Allik 2003; Öğmen
et al. 2004) or as a stream of sensory input from the same spatial location (Sheth et al.
2000; Bachmann & Põder 2001; Bachmann & Oja 2003) – they are used as continuous
stimulation within which a target is presented, and the target’s explicit perception appears
to be accelerated compared to the perception of a reference that is presented in isolation.
This effect is termed flash-lag effect (FLE) and, surprisingly or not, its temporal value as
measured as a latency difference between perceiving the target and the reference nicely
concurs with that of PLP.

Because FLE occurs both in streams with change in the feature values of the streamed
sensory input (Sheth et al. 2000) and in spatially invariant streams without change in
feature values of the streamed input (Bachmann & Põder 2001; Bachmann & Oja 2003),
the in-stream facilitation effect appears to result from streaming per se. (In the studies with
spatially and type-wise invariant streams, a spatially localized stream of overlapping Is was
presented and a target Z was included in that stream. A reference Z was localized out of
stream.) Therefore, FLE is a phenomenon that does not necessarily require a change in
the spatial location of continuous streamed input nor a change in the perceptual feature
attributes of the streamed input. Moreover, FLE is present with unpredictable changes in the
direction of motion of the streamed stimulation (Whitney et al. 2000). It thus follows that
extrapolation theories (e.g., Nijhawan 1994), assuming that stimulus items in motion are
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extrapolated (to compensate for the delays in neural processing and make precise catching
possible) and the flashed ones are not, cannot exhaustively or universally explain the FLE:
unless we accept a type of extrapolation where the spatial coordinate value of a streamed
input stays invariant and its temporal value changes – a “pure” extrapolation in time.

In this chapter, I assume that PLP and FLE are the result of the workings of the same
mechanism(s), whereby sensory input that is preceded in time by a spatially overlapping
or adjacent other input (which comes within a critical spatiotemporal window) will be
processed up to the level of explicit visibility (conscious awareness) faster than the same
type of input when it is presented in isolation (flashed). I call this effect in-stream facil-
itation. Because many perceptual–attentional processing research traditions (e.g., FLE,
PLP, attentional-blink, repetition-blindness versions of RSVP, varieties of visual mask-
ing, and varieties of stroboscopic motion) use streamed presentation (a fast succession of
stimuli such that they are mutually different individuated tokens and/or types of stim-
uli) in their experimental trials, it is highly important to discover what is (are) the
mechanism(s) that produce this effect. In what follows, I will present the three most
likely explanatory mechanisms for in-stream facilitation and discuss their advantages and
disadvantages.

30.2 Microgenetic formation of object representation in specific perceptual systems

The specific modular systems of the neocortex are embedded in a hierarchical architecture
that provides the structural neuro-anatomic framework within which the active neuronal
processes help create perceptual representations of the contents of environment – objects,
events, scenes. These representations are built up through successive stages of perceptual
formation unfolding within about 200–300 msec after stimulus presentation – a process
termed “microgenesis” (Bachmann 2000). Processing of sensory input up to the stable and
veridical representation passes several specific microgenetic stages about which there is
a general consensus (Treisman 1998; DiLollo et al. 2000; Kanwisher 2001; Hochstein &
Ahissar 2002; Crick & Koch 2003; Lamme 2003). Typically, they involve the levels of
features, objects integrated from features, semantic meaning and contextual information,
selective attentional control, and response selection and execution. Massive re-entrance or
backpropagation of activity from higher levels more frontal in the cortex to lower levels
more in the back of the cortex is well documented.

This multilevel system has to carry out several important functions. First, representing
sensory qualities through feature coding. Second, integrating features into coherent objects.
Third, categorizing objects. Fourth, identifying objects. (In processing input signals to
become objects or in dealing with multiple objects, individuation operations are important.
Objects are first registered as proto-objects or object tokens. Here we should distinguish
between individuating tokens as distinct entities or individuals in time without specifying
token contents as types and individuation of tokens as types having distinct specification
in identity space.) Further, there are functions of selecting relevant objects or locations,
updating the already active perceptual object representations while new input is continually
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accumulating, selecting and preparing responses, etc. All this takes time and it is unthinkable
and computationally unrealistic that all the above mentioned functions can be carried out
simultaneously and very fast. Intervals compatible with signal transmission times between
only a few neurons in the range of few tens of milliseconds would be clearly insufficient.
Instead, the percept unfolds microgenetically within about 150 msec, with different tasks
carried out at different stages of microgenesis (Bachmann 2000; Breitmeyer & Öğmen
2006).

It should be useful to compare processing of isolated PLP or FLE reference stimuli
and processing of in-stream PLP or FLE targets on the basis of this conceptualization and
see how the respective processing differences within the specific cortical representational
system could lead to understanding of the essence of PLP and FLE.

Note that basic features and objects integrated from these basic features are the same
for flashed references and in-stream targets. Although their presentation contexts differ
somewhat, the gist of their meaning is shared (and, moreover, in the PLP and FLE studies
this factor has remained usually redundant). What is the difference, if any, between targets
and references? An important difference comes in when we consider object updating (see
also Scharlau & Neumann 2003; Moore & Enns 2004). A single-flashed reference is not
updated by the following input because there is not any, but the in-stream target is followed
by stream items. The latter may be interpreted either as updating of the same perceptual
event with changed sensory information (in the case where the target and subsequent stream
items are different – e.g., Sheth et al. 2000; Bachmann & Põder 2001) or as updating the
same object file with new sensory input arriving from a new spatial location (in the case of
standard FLE displays where an invariant object moves through space). The difference in
the posttarget updating processes between these different types of displays would predict
higher processing load in the first type of stream, smaller load in the second type of stream,
and no updating load for flashed reference. Thus the value of visual latency should be
smallest with single-flashed reference and largest with a target in streams of items that are
different from the target. Actually, virtually all experimental results from FLE studies do
not conform to this prediction.

Let us now compare the pretarget processing conditions (i.e., what happens before the
flash) for flashed reference and in-stream target presentation. Because nothing immediately
precedes the flashed reference at its location, reference-stimulus processing should begin
ab ovo with respect to all sensory–perceptual tasks – feature processing, object integration,
attentional focusing. There is nothing to update because there is only new input. The
situation is different with in-stream targets. In the case when the stream represents an
invariant object in motion, its processing at the features and object level has been prepared
or completed already earlier (during the preceding epochs of stream presentation), and
the main new task is to update spatial position. It is parsimonious to assume that this
operation alone is faster than all three operations together – feature encoding, object
integration, and location processing. The three operations, however, are necessary for the
flashed reference stimulus to be veridically represented. Therefore, FLE is predicted as a
consequence of the microgenetic preprocessing of the in-stream target–object where earlier
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stages of microgenesis are completed as processing the previous input (as a surrogate token
for the following item) and some concomitant saving in processing time is won. Each new
sample of the specific input information comes onto the foundation preprocessed already
on the account of the preceding samples. These samples or tokens can be considered as
proto-objects for the following input stimulation.

How does this picture conform to experimental results? Unfortunately, the data about
the FLE in the so-called flash-initiated conditions where no stream occurs before flashed
stimulus (i.e., a continuous stream occurs only after its presentation – Khurana & Nijhawan
1995; Eagleman & Sejnowski 2000) invalidates this explanation. In this type of experiment,
no preceding information is presented for flashed references and stream-initiating targets,
but the FLE is nevertheless obtained. The surrogate early microgenesis of the in-stream
target object executed on the basis of the items preceding it as proto-object tokens (including
the possibility where identity or type of the stream item is different from target, as in
Bachmann & Põder 2001) and which saves time for in-stream conscious microgenesis of
the target when it finally comes to view, cannot be used as a universal explanation of all the
cases of FLE. Furthermore, if sufficiently long streams are used, FLE should increase with
presenting the target at progressively later epochs of stream and stay at a stabilized level
thereafter (because the stabilized and similar amount of preprocessing should be achieved
at one moment). The facts showing that FLE value first increases (up to about 80 msec) with
progressively later stream time points where the target is presented after stream onset and
then decreases after 150 msec have passed from stream onset (remaining at a value of about
30 msec) (Bachmann & Oja 2003) contradict the “time saving in specific microgenesis”
account. According to this account FLE is explained as a result of economy of time in the
successive completion of percept microgenesis for the target because some of the early
operations have been realized on pretarget items’ processing in-stream. Thus, these stages
become redundant, whereas the flashed reference processing lacks this kind of processing-
time economy.

30.3 Selective spatial attention to in-stream target as the cause of
in-stream facilitation

It has long been known that focusing spatial attention on the location of a stimulus
decreases visual latency for that stimulus (e.g., Eriksen & Hoffman 1972; Shore et al. 2001;
Scharlau 2004b). Conversely, a stimulus that appears out of the focus of attention should be
processed more slowly. It has been suggested that FLE originates from the need to spend
time noticing the flashed stimulus and directing attention to it (Baldo & Klein 1995; Baldo
et al. 2002). Thus the faster processing of targets in stream is the consequence of selective
attention being directed to the stream and not to the isolated reference stimulus out of the
stream. This conceptualization can be also criticized. First, with flash-initiated displays
when attention is equally distributed between the flashed reference and the to-be-moving
target (that is initially located at a fixed position) and with displays where flashed and con-
tinuously moving stimuli are spatially intermingled, FLE is nevertheless obtained (Khurana
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& Nijhawan 1995). Second, in the experiments where attention was explicitly controlled
by precues or instructions and directed to both types of stimuli, FLE was still obtained
independently from attentional selection (Khurana et al. 2000; see, however, Hommuk
et al. 2008, for a bit more complex way of how attention may be involved). Moreover, FLE
was uninfluenced by the cue validity suggesting that attention had its effect on shortening the
RT through postperceptual processes. Third, FLE is also present when the target is presented
within a stream of invariant items within the postonset epoch of stream, typically associ-
ated with attentional blink or inhibition of return (e.g., 300–500 msec after stream onset;
Bachmann & Oja 2003). Although attention clearly modifies visual latencies and does this
in the context of FLE displays, it cannot be used as a universal explanatory mechanism for
the FLE.

30.4 Perceptual retouch theory and in-stream facilitation

Perceptual facilitation phenomena such as PLP or in-stream target benefits in FLE are
expressed in terms of the relative speed with which primed target objects reach conscious
representation compared to not-primed controls. That is why psychophysical adjustment
and judgment procedures are typically used in order to produce these effects. If visual
latency depends on how fast the stimulus inputs achieve conscious representation, it would
be natural to explore how brain mechanisms responsible for upgrading preconscious sen-
sory information into conscious representations participate in the in-stream facilitation
effects. Although attention has often been regarded as responsible for consciousness of the
impinging sensoriae (e.g., views of Posner, Treisman, and many others), there are many
arguments against this (Baars 1997; Naccache et al. 2002; Crick & Koch 2003; Lamme
2003, 2004; Kentridge et al. 2004; Salminen et al. 2005; Koch & Tsuchiya 2007).

First, maximum concentration of undistracted spatially selective attending does not
guarantee awareness of information that is in the focus of attending, such as in back-
ward masking, binocular rivalry, or crowding effects. Second, selective attention improves
processing of preconscious and subconscious information also (e.g., Carretie et al. 2005;
Melcher et al. 2005; Mitroff & Scholl 2005; Montaser-Kouhsari & Rajimehr 2005) and vice
versa, nonconscious cues can regulate selective attention (Jaśkowski et al. 2002; Scharlau
& Ansorge 2003; Stone & Valentine 2005). Third, attention can select between different
objects or stimuli that are already consciously perceived. Fourth, neurobiological structures
that control attention are different from neurobiological structures that are necessary for
phenomenal consciousness, although there is of course some overlap (e.g., Scheibel 1980;
LaBerge 1997; Llinás & Ribary 2001). Fifth, ERP and MEG signatures of visual selective
attention and visual awareness can be dissociated (Salminen et al. 2005; Schurger et al.
2008; Wyart & Tallon-Baudry 2008). Furthermore, precueing many spatial locations simul-
taneously so that attention is not well focused nevertheless decreases the time with which
these stimuli reach awareness (Wright & Richard 2003). Thus, attention can be defined as
selective activity that presets priorities irrespective of whether the result of this activity is
also a clear and enhanced conscious apprehension of the actual sensoriae or not.
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Therefore, it appears justified and timely to conceptualize a special process that is
(semi)autonomous from attention whose function is to upgrade preconscious specific
perceptual information into consciously experienced format. Perceptual retouch theory
(Bachmann 1984, 1994, 1997) was developed exactly to achieve such an aim. As a corollary,
it has been used to explain in-stream facilitation phenomena (Bachmann 1999; Bachmann
et al. 2003; Bachmann & Sikka 2005). Before presenting this explanation, it is necessary
to describe the theory and its premises.

There is a generally accepted distinction between two brain systems that are the most
promising candidates for where to look for neural correlates of consciousness: the sensory
systems for stimulus-specific phenomenal content (features, objects, events, and scenes) and
the systems for providing necessary level of consciousness as such. The latter provides an
enabling factor that is required for awareness but does not directly contain specific contents
of conscious experiences (Bachmann 1984; Baars 1995; Bogen 1995; Llinás & Ribary
2001; Rees et al. 2002). The neurons of the content-specific system most often belong to the
category termed “drivers,” and the neurons of the conscious state systems mostly belong to
the category termed “modulators” (Crick & Koch 1998, 2003; Sherman & Guillery 1998).
The so-called nonspecific subcortical system (the NSP system) for enabling perception
to manifest at the conscious level comprises first of all the extended reticular-formation
activating network and some thalamic nuclei considered nonspecific for representational
content (e.g., intralaminar nuclei). This system is considered the principal system for
modulating cortical activity up to the level (or mode) enabling conscious awareness of the
environmental stimuli and the self (Bachmann 1994; Bogen 1995; Steriade et al. 1997;
John 2005; Ribary 2005; Steriade & McCarley 2005).

There is a well-documented facilitation and/or modulation of specific cortical neurons
(the feature-tuned neurons that have small receptive fields and that respond to stimuli
with very short delay) by the facilitatory input from the content-free “modulators” of the
nonspecific thalamus (Magoun 1958; Purpura 1970; Brooks & Jung 1973; Bachmann 1984,
1994, 1997; Crick 1984; Steriade et al. 1990, 1997; Steriade 1996). Some of the thalamic
structures (e.g., lateral geniculate body) belong to the relay system that transmits input from
specialized sensory receptors to the cortical driver neurons. The drivers encode specific
stimulus features such as size, orientation, color, and motion. Other parts of the thalamic
structures termed “nonspecific” (e.g., intralaminar nuclei, nucleus reticularis thalami, and
possibly pulvinar) do not participate directly in the operations of encoding of the contents
of specific sensory information. Although their efferents are projected onto specific cortical
driver neurons (characteristically to the apical dendrites of the middle-layer pyramidal
neurons), they do not send signals about the specific contents of some sensory event. They
modulate the level of activity of the specific drivers. The specific cells receive modulation
not only as evoked by the input signals specific to them but also from other sources, including
the input sent to some other specific stimuli whose nonspecific receptive field component
is broadly overlapping but whose specific receptive field component can be different. The
signal-to-noise ratio and/or gain of the activity of cortical driver units that signal the presence
of some sensory feature (or combination of features) is altered by this modulation. In earlier
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work, I have termed this “nonspecific” system as the perceptual retouch (Bachmann 1984) or
pertentional (Bachmann 1999) system, or nonspecific modulation system (NSP) in order to
refer to its nonspecific neurobiological nature where its imminent lack of stimulus-encoding
capability is concerned.

A newly appearing stimulus is serviced by two processes: (1) fast stimulus-specific
responses by drivers and higher-level specific nodes fed by drivers, and (2) a slower,
spatially dispersed but coarsely localized modulation via the collaterals through NSP.
Because the latency of the maximum cortical response to a stimulus transient through
nonspecific modulation is about 50–100 msec slower as compared to the afferent latency
of the specific cortical neurons in response to the initial input coming through the lateral
geniculate nucleus, the driver neurons, initially activated only by the specific afference,
have to wait for the arrival of the stimulus-related modulatory input. (Similarly, driver
neurons may have to wait for the stimulus-related change in the modulatory activity.
This can either be the “boost” of modulation by increasing depolarization of the driver
neurons’ membrane potential and their firing frequency and/or resetting the phase of the
synchronizing activity from NSP. The resulting effect from resetting is that oscillations
in the firing activity of the cortical neurons will be set in phase with oscillations of the
NSP neurons.) Importantly, this secondary input has been shown to be necessary for
explicit perception (awareness) of the stimulus information pertaining initially only to
preconscious specific representations carried by drivers (Bachmann 1984, 1994; Baars
1995; Bogen 1995; Newman 1995; LaBerge 1997; Steriade et al. 1997; Llinás & Ribary
2001; John 2005; Ribary 2005). Processing stimulus signals exclusively within cortical
specific modular systems is insufficient for conscious perception of the data represented by
these modular systems.

The evidence for the necessary effect from subcortical NSP sources projected onto
specific cortical neurons in order to produce consciousness is multiple (see Bachmann
1994, and Rose 2006 – pp. 201–204, 248–257): (1) Direct stimulation of neural structures
in NSP modulates awareness states and is capable of forwarding excitation to the cortex
to recruit specific unit activity, which produces artificial sensations and perceptions. (2)
Selectively localized injuries of NSP deprive subjects of consciousness; this is in spite
of primary specific input to the cortex remaining intact. (3) The only clear-cut common
site of effect of many different anesthetic substances that eliminates awareness of the
environment is NSP thalamus. (4) The first sign of waking from sleep and becoming aware of
surroundings is activation of NSP; partly these signs are present during REM sleep dreaming
episodes when fragmentary and endogenous sentience is present. (5) When subjects are not
conscious (in sleep, in pericomatose states, in anesthesia), their brains respond to external
stimulation by the early, fast components of EP, but the later EP components associated
with conscious perception are absent. (6) Pretrial artificial stimulation of subcortical NSP
by microelectrodes in patients modifies typical backward-masking functions so that the
first presented brief stimulus (usually masked by the second stimulus) becomes unusually
dominant in explicit perception as if its upgrading to conscious status has been prepared
ahead in time. (7) Damage of NSP or other means of inhibition of its activity leads
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to loss of connectivity and coherence of cortical global neuronal activity, the latter being
typically the signature of conscious states. (8) In animal studies, synchronous gamma-range
oscillations of cortical sensory neurons’ activity that correlate with obviously conscious
discrimination of the stimuli that drive these neurons is modulated by impulses from NSP.
(9) Neurotransmitters that are associated with awareness, arousal, and attention such as
acetylcholine and noradrenaline are released substantially by the afferents from NSP as a
result of activity of subcortical neurons that are nonspecific to perceptual stimulus content.
(10) When subcortical NSP of anesthetized animals is stimulated, EEG desynchronization
pattern similar to the waking state is induced. (11) The number of active visual cortical
neurons that respond to their specific retino-cortical afferents increases when proper sites
of NSP in subcortex are stimulated. (12) Subjective aspects of perception such as timing of
visual experiences and level of target visibility in masking conditions better correlate with
the late, NSP-related components of ERP compared to earlier, specific driving afference-
related components. In recovery from coma, emergence of first fragments of consciousness
is accompanied by the emergence of late ERP components. (13) Depolarization of apical
dendrites of the cortical pyramidal nerve cells caused by presynaptic influence from NSP
has the dynamic pattern of decay quite similar to the decay of subjective visible persistence.
(14) Damage of the nonspecific thalamus at par with intact cortical sensory areas produces
disturbances in visual conscious-level perception. (15) Temporal discrimination thresholds
of visual stimuli in awareness correlate with minimum intercycle intervals in the oscillatory
activity of NSP units.

The whole body of facts listed above provides converging evidence for the necessarily
decisive role NSP modulation has in upgrading specific activity in cortex to the level
associated with sensory–perceptual awareness.

In terms of retouch theory (Bachmann 1984, 1994, 1997), the temporally delayed and
spatially diffuse modulation from the NSP targeted at the specific cortical neurons that
carry preconscious information about the specific stimulation content serves to “retouch”
that content for visual awareness (explicit representation). It is an open question whether it
is sufficient to exert just a feedforward type of (delayed) modulation onto driver neurons to
obtain awareness of the driver contents, or is the repetitive re-entrant shipment of activity
from the specific cortical neurons back to NSP neurons (and up again) necessary. For our
present purposes, the retouch effects through NSP can be implemented in either way or
both together.

Initially, at the onset of stimulation where there has not been any locally preceding visual
input, such as with flashed reference or the beginning of the stream, the modulation through
NSP (or the change in the dynamic characteristics of this modulation) takes considerable
time to become effective. Consequently, the latency of sampling of the specific signals
for explicit representation is slow (e.g., 150 msec). With the passage of time, the already
presented input has had progressively more time for initiating and setting the effective
nonspecific modulation. Each new set of specific signals sent via the fast afferent path-
ways to the cortical driver units that carry stimulus-specific information (including precise
spatial position) will therefore be upgraded for explicit representation with progressively
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smaller visual latency until 150 msec from onset have passed. There is acceleration of the
speed of conscious perception online with accumulating perceptual stimulation. After the
time interval that is typical for the duration of the whole effective cycle of specific plus
modulatory afferent activity has passed (i.e., about 100–200 msec), the acceleration stage
is over. From now on, the information-sampling speed for explicit representation stays at
a more or less stable level, but higher than it was initially (e.g., about 80–100 msec now).
This explains why a moving target within stream comes to awareness more quickly than a
flashed object not within a stream.

What about the puzzling problem that the flash-lag effect is present in flash-initiated
conditions? Precisely the same mechanism of NSP’s interaction with specific cortical units
having the same temporal and spatial parameters of action as before can be used here as
well. In these conditions, as ever, it takes considerable time until the boost in modulation
(the wave of “retouch”) will have had its effect to upgrade the stimulus-specific information
up to visibility. Because NSP neurons have large receptive fields, the target of retouch (Sn),
if retouch cycle has been initiated by S1 earlier, can be spatially and featurally different
from S1, but nevertheless benefit from the retouch cycle initiated by S1. At the moment
when the first wave of this boost of modulation arrives at specific cortical sites, the contents
of specific representation have changed in the case of a moving (or otherwise featurally
changing) target stimulus. The specific object is represented at its new spatial coordinates
(or by some other changed feature value[s]). Specific preconscious visual processing is
not slowed and conveys specific environmental information fast, but consciousness-related
activity is still on the “waiting, soon to be serviced list.” (Also, the decaying trace that carries
previous coordinates of the target object is actively inhibited by a well-known process in the
specific sensory system that helps to erase the trailing edge of the moving stimulus signals,
the process typically implemented by Reichardt (1961) motion detectors. The newly arriving
input, however, is not inhibited.) For the stationary reference flash, just the sensory trace
featuring unchanged previous spatial coordinates (or unchanged previous feature value of
the nonmoving reference-stimulus’ token) is upgraded by modulation at a later moment in
time. (See also Krekelberg 2001, about robust sensory persistence of position.) The feature
values of the streamed stimulation and flashed stimulation will be different at the moment
when the delayed nonspecific modulation arrives so as to “retouch” the contents of the
specific feature level for consciousness. A change in the feature representation during the
delay of retouch is not a problem because NSP’s receptive fields are relatively large and
cover several of the changing stimuli instances.

The attractive property of the retouch model is that it is capable of explaining some
effects that many other models cannot. For example, the existence of the FLE in the con-
ditions where stream items do not move in space and do not change feature values in
feature space (Bachmann & Põder 2001) cannot be explained by the extrapolation model
(Nijhawan 1994), the model proposing latency differences for moving and stationary stim-
uli (motion detected faster; e.g., Whitney et al. 2000), the positional averaging/integration
model (Krekelberg & Lappe 1999), or the resetting positional averaging and postdiction
model (Eagleman & Sejnowski 2000). However, the retouch model nicely explains this
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because modulation set by stream onset and the subsequent new stream items is delayed in
time but becomes applied to specific signals with ever-shorter delays between the arrival of
these specific signals to cortex; the arrival of impulses of the “boost” of NSP modulation
does not require motion or position change (see Bachmann et al. 2003). It applies equally
well to the situation where stimulus is in random motion (Murakami 2001). Perceptual
retouch is automatic and spatially dispersed around its epicenter without any “intelligent”
predictive capability. It also accommodates intermodal FLE and prior entry in intermodal
PLP (Alais & Burr 2003; Zampini et al. 2005) because the NSP source in the retouch model
is unspecific to stimulation contents and modality, reacting primarily to environmental nov-
elty of sensory input and to coarse, general spatial direction (Bachmann 1994). Similarly,
Llinás and his associates and Tononi and Edelman accept that the consciousness-generating
system builds up an intermodal, integrated consciousness, absorbing the workings of the
specific representational neurons into the synchronized activity of the generalized modula-
tor, which itself is unspecific in terms of contents.

In recent work, some important findings about the timing of specific cortical processing
in the context of visual latencies and FLE have come to be known (Arrighi et al. 2005;
McDonald et al. 2005). It appears that latencies of specific cortical responses explain neither
FLE nor audiovisual TOJ under attentional prior entry conditions. What matters is not neural
response onset latencies, but (1) the amplitude of the cortical response to a transient, and
(2) neural integration times. This is encourageing, because in the perceptual retouch model
what counts is how fast the specific responses are integrated for consciousness and the
strength of the facilitatory modulation from NSP that has its effect only later, after the
first components of the specific cortical response characterized by its latency according
to the first arriving input are already over (Bachmann 1984, 1994). This means that not
the early specific cortical activity, but the later, modulated activity is associated with
explicitly perceptible contents of stimulation. Just this type of information forms the basis
of psychophysical estimations and judgments that exemplify PLP and FLE. Moreover, if
NSP impulses that modulate specific activity need a certain minimum time for execution
of effective integration through oscillating synchrony, then latencies of the initial cortical
input – from the specific system or NSP alike – are not suitable predictors of timing of
awareness.

Yet, the retouch theory has its difficulties. In some experimental setups of the FLE
displays the flashed object is presented within the continuously moving object, but FLE
is nevertheless obtained (e.g., Nijhawan & Khurana 2000; Nijhawan 2001). Particularly
problematic is when a stationary disc is flashed centered exactly within the moving annulus,
but perceived as displaced out of it (creating an illusory crescent-like image formed from
the inner edge of the annulus on the side in the direction of motion and the outer edge of
the flashed disc, which is apparently half-visible within the annulus as if lagging behind
it in space). The retouch theory in its original form meets difficulty in explaining this
because the flashed object is presented from within the area that is within an object that has
already received preprocessing during its preceding exposure before the flash. Therefore,
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perceptual retouch from NSP should have been prepared well ahead in time and the flashed
disc should not be seen lagging behind the continuously moving annulus.

Another related problem emerges from findings (e.g., Cai & Schlag 2001) concerning
the illusory spatial dissociation of different properties of a gradually changing object. Thus,
when an object in motion changes its size and at one particular instant of size change its color
also changes, perceivers misalign the locations of shape and color change so that a wrong
color will be misbound with a wrong-sized object from the later instances of the presented
shape. (Similarly, Moutoussis and Zeki 1997, showed illusory dissociation of color and
motion direction information in awareness when a set of colored squares moving back
and forth changed motion direction at about 3 Hz frequency and synchronously with color
change. For the change of these two features to appear subjectively simultaneously, color
had to change 60–100 msec later than motion direction.) Due to the nonspecific nature of
presynaptic modulation of the specific neurons, delayed perceptual retouch should upgrade
the whole specific set of object attributes as they were in actuality, although from a later
instance in space and time. In order to keep the explanatory viability of perceptual retouch
theory, it has been modified to accommodate these feature-dissociation effects.

30.5 The revised perceptual retouch account

The above-mentioned difficulties for the perceptual retouch theory of in-stream perception
(and concomitant perceptual illusions) are in one way or another related to some effects
of dissociation in representing the various specific perceptual information pertaining to
the one and the same, physically integrated, object. In other words, why is it that the
putative modulation sent from NSP to the cortex “finds” the object-specific information in
a dissociated state? A disarmingly simple answer would be that retouch impulses arrive
when specific cortical processing of the different specific properties of the changing object
has reached different stages of completion. Although the size and location of the changing
shape at the moment of color-changing flash in Cai and Schlag (2001) experiment may
be registered fast, the change in color may take longer to register, and therefore the new
value of the color of the shape will be misbound to the new-sized shape that was presented
later than the shape where the actual color change took place. Analogously, the change in
motion direction and color in Moutoussis and Zeki study (1997) may take different time
to register in the specific system, and the “traveling moment” of the retouch activity finds
dissociated specific features.

There are two possibilities, not necessarily mutually exclusive, why change in color
may take longer to register. First, color processing may be generally slower compared to
motion processing. Second, in the described experiments, motion and shape are attributes
with continuously changing spatial values, but color change is discontinuous and therefore
feeds the NSP system less persistently. In light of the preceding assumptions it is obvious
that nonspecific modulation in the model should be made more closely related to the
feature-binding functions. In its original form (Bachmann 1984, 1997) it was not.
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Fortunately, there are thorough studies in which the consciousness-generating and
feature-binding functions of the nonspecific thalamus (the NSP) are made to coexist (e.g.,
Llinás et al. 1998; Singer 1998; Steriade 2000; Llinás & Ribary 2001; Llinás et al. 2005).
The specific classical afferent pathways transmit specific environmental information and
establish a gamma-frequency synchronized activity within the neuronal ensembles that
stand for the actual sensory input (including objects). For this information to become
integrated into a conscious perceptual image, the respective activity should be synchro-
nized with another gamma-band synchronous oscillatory activity generated by the NSP
(e.g., intralaminar nuclei). As the set of specific neurons participating in the oscillatory
ensemble may be recruiting different neuronal pools (that represent different objects and/or
their different features) at different epochs of time, illusory dissociations in the specific
characteristics of actually coherent and integrated objects can be expected.

If at the moment when nonspecific synchronizing activity arrives, only part of the spe-
cific information pertaining to the target object has been encoded by the specific neurons,
only that part will be integrated into conscious representation at that moment. Specific
information that is slower in being established as a specific representation “enters” the
integrated dynamic core at a later moment. Synchronization by and with NSP modula-
tion need not be localized in time at one narrow instant. It is a continuous, temporally
extended process. Thereby, dissociation in time of separate features of an object can be
possible. But to obtain this, special artificial conditions have to be used where the natu-
ral speed of specific-plus-nonspecific integration through gamma-range synchrony cannot
cope with the spatiotemporal properties of experimental stimulation. The objective, physi-
cal change of featured objects in space–time should violate natural brain-process constraints
of spatiotemporal processing for consciousness. Visual masking, the Cai and Schlag effect,
PLP, and FLE achieve this. It is important to stress that the binding problem relates not
only to binding within specific cortical representational systems but also to binding for
conscious representation. For conscious-level perceptual representation, two coordinated
binding activities are necessary.

Hence, the revised perceptual retouch model assumes that NSP modulation is expressed
not only as the increased excitatory postsynaptic potentials of the specific driver neu-
rons and a related increase in firing frequency (and decrease in the latency with which
the drivers begin to discharge; see Bachmann 1997), but that the crucial effect of this
modulation consists in (re)setting the synchrony between gamma-range oscillations in the
activity of the specific representational neurons and nonspecific thalamic neurons. For
this purpose, temporal binding mechanisms based on local cortical circuits of coincidence
detection may be used (Llinás et al. 2002). Coincidence detection by coactivation of the
specific cortical and nonspecific thalamic nuclei that results in synchronized (or coherent)
gamma-band frequency of the cortical pyramidal neurons (that represent selected specific
perceptual information) is the essence of the mechanism of cognitive binding. (GABA-
ergic mechanisms seem to be important in forming restricted but continuously chang-
ing cortical areas NSP modulated up to consciousness, with the current actual content –
Llinás et al. 2005.)
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Because the newly presented sensory input activates specific neurons (drivers and higher
cortical nodes) sooner than the nonspecific counterpart of the oscillatory activity arrives
at the cortex, the later-arriving signals from the delayed specific input are what determine
the contents of perceptual awareness. When the stimulus item remains invariant, it is
represented veridically and by its specific trace at the end of or after its presentation;
for instance, in terms of its initial location of the unchanging feature values. When the
stimulus undergoes change while the nonspecific “retouch” is being generated, then what
comes to the conscious experience at first corresponds to the changed specific contents
of stimulation. The new set of specific neurons representing the updated environmental
stimulation will be integrated by the already functional nonspecific oscillatory system.
This means that the changing stimulation (i.e., the streamed stimulation after the flash)
will be represented in consciousness with a smaller latency than the unchanging reference
stimulation (which essentially is FLE) and that presentation of a priming stimulus speeds
up visual latency to awareness for the succeeding primed stimulus (PLP). Formally, this is
similar to any abstract model assuming (i) “some form of neural facilitation applied along
the inferred trajectory of [changing] objects” (Khurana & Nijhawan 1995, p. 566), and
(ii) the absence of explicit perception for some critical time such as 100 msec (Khurana
& Nijhawan 1995). From the neurobiological point of view, however, the retouch model
uniquely relates “neural facilitation” and perceptual delay to the NSP processes originating
from subcortical nuclei and constituting the core of the system dedicated to upgrading
consciousness. Yet more “inferred motion” and other similar semi-intelligent concepts are
not necessary. Furthermore, extrapolation cannot explain FLE in invariant-item streams
without motion (Bachmann & Põder 2001) and in unpredictable motion change conditions
(Whitney et al. 2000). NSP is nonspecific, extrapolation is specific to the vector of change.
Perceptual retouch trails what has happened by default; extrapolation “foresees” future
feature values.

Some new research findings are consistent with this picture. Taylor et al. (2005) showed
that sustained attention to a morphing shape (monkeys were monitoring continuous change
of an object they should have held in consciousness) was accompanied by the gamma-
range oscillatory synchronized activity in V4. When the successive objects underwent
abrupt changes, each new appearance of a different object was accompanied by a burst of
synchronized gamma activity that decayed afterward. Summerfield et al. (2002) showed that
if certain masked stimuli entered awareness, they induced a burst of gamma activity. Some
computational models of how the background gamma rhythms in cortical local circuits may
mediate attentive/conscious perception have been also developed (Börgers et al. 2005).

In some of the studies conducted by my research group, we have found that FLE is largest
and release from backward masking strongest when the target is presented within the initial
epoch stream of about 50–150 msec after stream onset (Bachmann & Oja 2003; Bachmann
& Sikka 2005). It is logical to assume that the gamma-frequency modulation generated
after stimulation onset should also be most conspicuous exactly at that time epoch. Indeed,
as shown by Herrmann and Mecklinger (2001), this is the case. Taylor et al. (2005) find
similarly delayed gamma bursts in response to presented stimulus items. (At the same time
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it should be noted that in the conditions where targets are presented in the very first epoch
of a stream and less than 50 msec after its onset, backward masking of the target by stream
items prevails over facilitation that emerges only later. Thus when the stream is very short
and stimuli can have masking effects, in-stream facilitation may be outweighed by masking
effects. This is the likely reason why in auditory streaming studies when using very short
streams, in-stream decrement has been found (e.g., Bregman & Rudnicky 1975).

Yet, why is it that in experiments by Nijhawan (2001) and Nijhawan and Khurana
(2000) the disc flashed within a continuously moving annulus appears spatially offset? The
annulus information has been on for some time and both its feature binding in the specific
system that formed the corresponding object Gestalt and NSP-binding oscillations have
been completed. The only relatively simple task is to update spatial position of the already
visible integrated object. This is all fast now. For the flashed reference disc, however, many
operations within the specific representational system have to begin anew, and its specific
microgenesis is relatively slow. Moreover, among its specific features is the cue that it is
spatially invariant. Therefore, an apparent conflict between specific spatial attributes of
the moving annulus and the flashed disc is represented by the retouching activity because
retouch “finds” these objects at different stages of completion and with different spatial
coordinates because of the relatively more accelerated conscious microgenesis for the
annulus. In addition, the masking-like inhibitory effect of the annulus on the disc within
the specific processing system could be considered (Kirschfeld 2006). The part of the
annulus that arrives at the critical spatial location of the disc later in time should have
stronger masking effect because backward masking is typically stronger than forward or
simultaneous masking.

30.6 General discussion

The description of the revised perceptual-retouch model has kept the main foundations of
the original version. Let me relate this general approach to the theoretical disputes persistent
in the current research on microgenetic issues pertinent to space–time problems.

30.6.1 Well-known unsolved controversies in the context of the retouch model

Visible representations of static and dynamic stimulation are formed with a delay and timed
according to how quickly the NSP modulation arrives at cortex. As the conscious-perception
timing is anchored to NSP modulation that comes late in time, there is no mystique
in Benjamin Libet’s results showing long latencies of sensory awareness after stimulus
application (Libet 2004). In vision, the latency should be measured by the time it takes for
NSP to have caused the modulation by gamma-range synchronization of the specific active
representations in cortical specific cells. This is about 150–200 msec. The controversial
reports by Libet about the apparent subjective antedating of sensory stimulation in time
require, however, extra commentary. In the key experiment, the cortical train of stimulation
in the somatosensory area took about 500 msec to elicit conscious sensation. If during
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this “consciously silent” time a stimulus was applied to the skin, the subject reported that
the sensation generated at the skin appeared before the cortically induced sensation. The
stimulus that was presented later was perceived as being presented before the one that was
onset earlier. It was also apparent that the skin stimulus elicited both the fast cortical ERP
components and the slower ones. The cortical stimulus had no distinct and typical ERP
responses. My interpretation is that the “normal” skin stimulus elicited the natural train of
afferent impulses both through specific and nonspecific pathways and instigated the retouch
activity, which is necessary for conscious sensations. Direct cortical stimulation had only
indirect influence on NSP, and therefore it was more difficult to elicit fast enough conscious
responses. There is no need for the mysterious antedating. Simply in one case the normal
NSP modulation necessary for sensory awareness of stimulation was evoked, and in the
other case this modulation was much delayed. This is why subjective latency difference
was found. (Another possibility is related to the effect that less distinct sensory stimuli
appear to be presented earlier than more distinct stimuli, although actually the order is
just the other way around – Bachmann et al. 2004. Because in Libet’s experiment the skin
pulse was near threshold, its weakness may have created the temporal order illusion that it
has been presented earlier than the more strongly felt skin sensation created artificially by
cortical stimulation.)

Eagleman (e.g., this volume) suggests that due to the temporal variability (about 80 msec)
of sensory latencies for different visual characteristics of stimuli, the brain has to wait for this
time before committing to an integrated percept, otherwise no spatiotemporally coherent
objects could be experienced. This idea is not at odds with the retouch account. If retouch
is slow (however necessary for consciousness, as has been proved by neurobiological
research), it arrives no sooner than preconscious integrations in the specific sensory areas
have been completed. We could hypothesize that the gamma-range oscillations within the
set of cortically specific neurons complete their job at interfeatural integration, and only then
the nonspecific gamma-range oscillations will be resonated onto them. The consciousness
process is late because awareness is functionally and adaptively more apt at representing a
coherent and comprehensible environment and not noise dispersed in space–time.

30.6.2 Preconscious processing and the retouch model

Although NSP-mediated conscious experience comes slowly, this does not mean that spe-
cific brain areas are not processing specific sensory information in the meantime. Beau-
tiful experiments by Mitroff and Scholl (2004, 2005) demonstrate that even if sensory
objects are not represented in consciousness (for instance, by motion-induced blindness; see
Bonneh et al. 2001), their specific characteristics continue to be processed preconsciously.
Thus, when a bar gradually changes its orientation while out of awareness and is switched
off abruptly, it re-enters conscious perception after this off-transient. Importantly, it does
this with the feature value (orientation) it acquired during the preconscious time of pro-
cessing and not the last value of when it was consciously perceived before disappearing
from awareness. Updating functions can be well and veridically performed by the specific
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system preconsciously. Perceptual retouch is applied to updated, not old, specific contents
even if updating itself proceeds out of awareness. But as psychophysical judgments and
evaluations in PLP and FLE are based on conscious percepts, the object-updating model of
FLE and PLP without invoking the NSP processes seems to be insufficient.

30.6.3 Does perceptual retouch operate like a periodic sampler?

It is possible that the NSP-based modulation for consciousness does not work steadily, but
produces semidiscrete sampling in a repetitive snapshot-like manner (Crick & Koch 2003;
John 2005; VanRullen, Reddy & Koch, this volume). Thus, the wagon-wheel illusion with
continuous exposure can be maximized at about 10-Hz luminous stimulation. This could be
a temporal measure of the frequency with which nonspecific gamma-frequency modulation
is itself cyclically amplified. Consequently, perceptual-awareness functions would also vary
with the same rhythm. Technically, a wavelet analysis of 10-Hz gamma bursts of neuronal
cortical activity could be envisaged. Consider a combined use of 40-Hz and 10-Hz wavelets.

To conclude, the description provided on the preceding pages (1) emphasizes the need to
accept that there is a specialized but “nonspecific” mechanism for perceptual consciousness
apart from selective attention; (2) shows how the perceptual retouch mechanism featuring
coordinated interplay between (fast-responding) specific representational neurons in cortex
and (slowly responding) nonspecific modulatory systems in subcortex explains most of the
experimental findings concerning FLE and PLP; (3) stresses the need to accept the revision
of the old retouch model by virtue of emphasizing the role of gamma-frequency modulation,
which does accomplish feature binding for consciousness and thus overcomes some of the
theoretical difficulties posed by the new data about perceptual feature dissociations. Specific
objects in the shape of their cortical representations are embraced by nonspecific waves of
gamma rhythm, thus enabling them to be consciously seen.
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and Frölich effect, 321–334

and representational momentum, 366–376

flash-misalignment effect (FME), 379–388, 391

flash-terminated condition, 437

flicker, 5, 33, 78, 106, 282, 283, 301, 306, 311–313, 315, 326,

418, 529

forward displacement, 338, 341–343, 346–348, 351–357, 359,

397, 434, 435, 491

forward model, 124, 172, 350

forward motion, 6, 326, 367, 369, 370, 372, 374–376, 441,

442, 444, 445, 448–450, 452, 459

forward movement, 444, 445, 448, 449, 452, 456

fourier

analysis, 525

model, 521, 525

motion, 525

Fourier, 523, 526, 527

fovea, 9, 12, 28, 66, 71, 96, 97, 329, 331, 351, 465, 477,

481

Freyd, J. J., 5, 338–343, 345–348, 350, 352, 366, 367, 370,

371, 373, 374, 376, 403, 422, 433

Frith, C. D., 177, 529, 531
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