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In Memory of Niky Molho (1938–1993)

The training course held in Milan on November 2008 on Radiation Physics in
Nuclear Medicine, on which basis this book is conceived, was dedicated to mem-
ory of Niky Molho, on the occasion of the fifteenth anniversary of his death. Niky
Molho was Professor of Medical Physics at the Università degli Studi di Milano
(State University of Milan), Faculty of Medicine, and leader of the Research Unit
on Medical Physics at the Department of Physics of the same University.

It was February 21, 1993 when a sudden death took Niky away from his dedicated
and passionate teaching and research activities at the age of 55.

After receiving the University degree in Physics in 1962, he started to direct his
research interests in the field of experimental nuclear physics, with particular atten-
tion for studies concerning reaction mechanisms, models of interpretation, gamma
spectroscopy and instrumentation. From 1970 when he started to teach physics to
the medical students of the Faculty of Medicine in Milan, he started also to focus
his research activity toward the medical field, by making full use of his accumu-
lated experiences and knowledge in nuclear physics. He started the development
of a new methodology, based on nuclear activation by mean of proton beams for
the quantitative analysis of trace elements in biological samples. Such methodol-
ogy was used with great success for the determination of oligo-elements in human
blood. On these premises he started a very close cooperation with the Institute of
Biophysical Radiation Research of the GSF in Frankfurt am Main, Germany. This
collaboration has been kept alive by his former students and collaborators until
these days, although the German counterpart has now changed its name (Helmholtz
Zentrum München, German Research Center for Environmental Health, Department
of Radiation Sciences) and location (Munich).

Also as a result of this cooperation, he then oriented his efforts to the inves-
tigation of the metabolism of oligo-elements by using stable isotopes as tracers,
opening a new field of research of fundamental importance for potential appli-
cations in various medical fields, including radiation protection. The result of the
biokinetic studies that were initiated by Niky more than 25 years ago are actually
currently employed for the validation and the revision of the biokinetic models for
selected radionuclides presented by the International Commission on Radiological
Protection, ICRP.
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vi In Memory of Niky Molho (1938–1993)

Beyond his scientific contributions, Niky has to be remembered as a passionate
teacher at the Faculty of Medicine in Milan, where he became full professor in 1987.
Over the years he also supervised a significant number of diploma theses in physics
and master theses in medical physics at the University of Milan with dedication and
contagious enthusiasm.

In parallel with his research and teaching activities, he dedicated a great deal
of time and efforts to the promotion of the Medical Physics at all levels, since he
was really convinced of the importance of this interdisciplinary branch of Physics.
He has been actively involved in the most important initiatives in this field in Italy
and in Europe. An example of this activity is the organization of the first course of
EFOMP Advanced School of Medical Physics in Como, Italy, May 1992, dealing
with ‘Metabolism Studies using Magnetic Resonance Spectroscopy and Positron
Emission Tomography’, with participants and students from all over Europe.

As colleagues and students of those days, now active in various positions in Italy
and in Europe, we all remember very well how Niky was constantly available and
attentive to our concerns, questions and needs. In particular, he was able to establish
an open mind dialogue with young students in physics, even on difficult and contro-
versial matters, as only, an enthusiastic and passionate teacher can do. Many of us
will always look respectfully at his rigor him as a precious “second father”.

Marie Claire Cantone
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12 Algorithms for Image Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .211
Christoph Hoeschen, Magdalena Rafecas,
and Timo Aspelmeier

13 Biokinetic Models for Radiopharmaceuticals . . . . . . . . . . . . . . . . . . . . . . . . . . . . .233
Augusto Giussani and Helena Uusijärvi

14 Voxel Phantoms for Internal Dosimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .257
Maria Zankl, Helmut Schlattl, Nina Petoussi-Henss,
and Christoph Hoeschen

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .281





Part I
Introduction





Chapter 1
The Role of Radiation Physics
in Nuclear Medicine

Marie Claire Cantone and Christoph Hoeschen

Nuclear medicine is a fast-growing and dynamic specialty; in recent years with the
widespread use of positron emission tomography (PET), PET combined with com-
puted tomography (CT), single-photon emission computed tomography (SPECT)-
CT, and new applications in radionuclide therapy, this discipline asks for continuous
updating of nuclear medicine professionals on various aspects of the changing
trends. Nuclear medicine has grown from the initial in vitro tests to advanced
methods, allowing the imaging of organ function and thus becoming an important
diagnostic tool. In fact, until now no other method than scintigraphy has been avail-
able to evaluate myocardial blood flow in stress and rest conditions or to evidence
bone metastases.

Just by looking at the historical timeline of nuclear medicine, it can be seen that
a number of important key improvements are related to the approaches for proper
radionuclide production technologies; to the radiation detection methodologies and
improved detector performances with respect to specific requirements in medicine;
and to the use of more specific biokinetic models. Moreover, the main reason behind
the constant increase in reliability of nuclear medicine is the continuous research
and improvements in the field of image reconstruction. Nuclear medicine is a great
area where knowledge and research not only in physics but also in chemistry and
pharmacology meet knowledge and research in medicine resulting in a unique and
expanding field of knowledge thanks to these synergies.

It is worth remembering that with the development of reactors and accelera-
tors by physicists in the 1940s, artificial radionuclides were produced and prepared.
Tc-99m, which is still one of the most used radionuclides in nuclear medicine, was
discovered by the Italian physicist Emilio Segre in 1938. I-131 became the prototype
for tissue-specific radiotherapy, and the treatment of hyperthyroidism is considered
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4 M.C. Cantone and C. Hoeschen

to be the beginning of nuclear medicine. As more knowledge was gained about
basic biochemical processes, the use of radioactive tracers in diagnostic medicine
became dramatically attractive. Scintillation counters such as NaI(Tl) and CsI(Tl)
crystals were developed by the late 1940s to allow highly efficient photon detection,
and in some cases solid-state detectors such as Si(Li) and Ge(Li) were developed
by physicists to allow smaller detectors with better counting statistics. Originally,
a single probe was set up over the patient’s body or organ site using cylindrical
collimation. Between 1952 and 1958, the scintillation camera, known as the anger
camera, was gradually developed; through the imaging of the gamma rays emitted
by the radionuclides used, it contributes to the medical diagnoses of tumours and
other pathologies. The introduction of this easy-to-use imaging device, which is
still the main instrument used all over the world, has brought a considerable focus
on diagnostics by imaging.

During the 1960s, the growth of nuclear medicine was phenomenal. Its novel-
ties and advances were strictly correlated to the improvement in technology and
instrumentation based on the fundamental processes of radiation physics.

One of the most remarkable steps in the evolution of nuclear medicine has been
the improvement in tomographic imaging. By starting from the mathematical anal-
yses by the Austrian mathematician Johann Radon and physicist Allan McLeod
Cormack and from the applied research of radiologist David Kuhl, the commercial
practical application for the prototype of a CT scanner was patented in the early
1970s by Godfrey Hounsfield. The Nobel Prize in Medicine and Physiology was
shared in 1979 by physicists Cormack and Hounsfield.

By the 1970s, most of the body organs could be visualized by nuclear medicine
procedures, including brain tumour localization, liver and spleen scanning, and stud-
ies of the gastrointestinal tract. Moreover, the accelerator production of 18F and of
other positron emitted radionuclides enabled the growth of PET imaging. By 1971,
nuclear medicine was recognised as a medical specialty by the American Medical
Association, and toward the end of the 1980s, Rb-82 was approved as the first radio-
pharmaceutical for myocardial perfusion by PET. By the 1990s, PET was becoming
one of the most important diagnostic tools for detailed images. The recent history
of PET is characterised by continuous improvements in terms of resolution and
sensitivity of the devices.

In the present environment, in which the latest results of research are becoming
immediately available, this book presents the most recent advancements in nuclear
medicine. It starts with the fundamental processes related to the interaction of radia-
tion with matter; it describes the research and development in radiopharmaceuticals
and in detection areas, and it introduces the new frontiers in nuclear medicine.

The book is developed in five sections. The introduction includes the contribution
by Fridtjof Nüsslin, which focuses on the molecular imaging pathway with regard
to biomedical physics.

In Part II “Fundamental Processes of Radiation Physics,” the principles and con-
cepts that are the building blocks of this discipline are discussed. The interaction
between radiation and matter is addressed with special attention towards critical or
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complex aspects with regard to the interaction of charged particles and the Monte
Carlo method, as used in simulation codes for radiation transport.

In Part III “Radiation Sources and Radiopharmaceutical Productions,” the physics
of isotope production, including radioisotope isolation and purification, manufactur-
ing, and quality control of radiopharmaceuticals, is presented. Moreover, research
and development of new radiopharmaceuticals and related special aspects of clinical
development are considered.

In Part IV “Radiation Detectors for Medical Applications,” the basic principles
of detection for ionizing radiation used in medical imaging and the statistical and
electronic treatment of the measurements are introduced. The characteristics of the
most common semiconductors and scintillators currently used in medical imag-
ing systems are described, and an overview of the main research areas in detector
development and novel techniques currently investigated is presented.

In Part V “New Frontiers in Nuclear Medicine,” the concept of the PET magni-
fier probe as well as the latest advancements in the fields of algorithms for image
reconstruction, biokinetic models, and voxel phantoms is introduced.





Chapter 2
The Molecular Imaging Pathway
to Biomedical Physics

Fridtjof Nüsslin

2.1 Introduction

According to Policy Statement 1 issued by the International Organization for Med-
ical Physics (IOMP) [1], “Medical physics is a branch of physics that is concerned
with the application of physics concepts and techniques to the diagnosis and treat-
ment of human diseases.” Although including the many areas in which medical
physicists are not dealing with ionizing radiation (e.g. physiology, neurology, audi-
ology), the well-known domains of medical physicists are radiotherapy, radiological
diagnostics, and nuclear medicine. Traditional medical physics as a branch of
applied physics has been driven mainly by the physical roots, that is, development of
instrumentation and measurement techniques, specifically in the radiological fields
concerning quality assurance, optimization of radiation applications, modelling, and
simulation. With the rapid progress of biology and its ever-increasing role in all
medical sciences, medical physics also is challenged to incorporate more and more
biological knowledge, particularly what is designated with the buzz terms molec-
ular biology or molecular medicine. In fact, nuclear medicine has been per se a
“molecular” science since its beginnings, with radioisotopes used to bind to specific
biomolecules either as biomarkers or as therapeutic weapons to attack malignant
cancer cells, for instance. However, in radiotherapy and radiodiagnostics, the clin-
ical impact of molecular biology is still limited; during the last decade, this has
significantly increased. In particular, the potential use of molecular biology for the
entire radiation treatment process can hardly be overestimated. Accordingly, also
the medical physicist cannot ignore the current trend of integrating more biology
knowledge in daily work, particularly when including molecular imaging data in
the treatment optimization process. Actually, medical physics is expanding towards
biomedical physics, as shown by the increasing number of departments and insti-
tutions with “biomedical physics” included in their name. It is molecular imaging
that has an impact on radiotherapy and hence challenges the medical physicist to
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8 F. Nüsslin

appreciate the new face of traditional medical physics, more appropriately termed
biomedical physics.

As an example of the closer entanglement of medical physics and biology,
this chapter illustrates some obvious opportunities and promises of the molecular
approach of radiotherapy and its impact on medical physics or, better, biomedical
physics.

2.2 Fundamentals of Molecular Imaging

Molecules are the building blocks of all life. Any failures within the molecular and
cellular processes may lead to disorders of organs, organ systems, and normal tissue.
Still a major life threat, cancer may originate from just a single aberrant molecule
of a single cell. Medical interventions at the earliest stage therefore present a chal-
lenge detection of such molecular aberrations. Prevention, diagnosis, and therapy of
cancer are hoped to be most effectively performed at the molecular level.

The term molecular imaging was coined by Weissleder and Mahmood [2].
Accordingly, molecular imaging aims to investigate the molecular signature of dis-
eases through “in-vivo characterization and measurement of biologic processes at
the cellular and molecular level.” Molecular imaging addresses any molecular mod-
ification at the genomic, transcriptomic, proteomic, metabolomic levels, ranging
from subcellular and cellular structures to the tissue and finally the organ.

Some biological processes accessible via imaging and relevant in cancer diag-
nosis and therapy are glycolysis, DNA synthesis, amino acid and lipid metabolism,
apoptosis, tumour angiogenesis, and hypoxia.

Molecular imaging is based on the selection of an adequate technique combined
with a suitable contrast agent. The most appealing imaging techniques are by far
positron emission tomography (PET) and magnetic resonance (MR). Remarkable
progress has been observed in ultrasound and optical imaging technologies, such as
fluorescence absorption, reflectance, and luminescence. The characteristics of some
imaging systems with particular relevance for clinical application are summarized
in Table 2.1.

To increase efficiency, hybrid imagers have been developed, such as PET com-
bined with computed tomography (CT), which combines high-resolution CT
anatomical imaging and high-specificity and -sensitivity PET biological imaging
in the same system. In the clinical environment, PET-CT imagers are invaluable in
localization, treatment planning, and treatment monitoring for cancer. Further clin-
ical hybrid scanners are single-photon emission computed tomography (SPECT)
combined with CT and, most recently, MR-PET systems.

The visualization of aberrant molecules or molecules that are an integral part of a
certain biological process needs essentially imaging methods with a high degree of
specificity and sensitivity. Therefore, it is the target that defines the selection of the
contrast agent. Thus, the specificity of molecular imaging is to a great deal depen-
dent on the imaging agents, which in turn depend on the imaging system. Widely
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Table 2.1 Characteristics of some molecular imaging systems with direct impact on clinical
application

Feature Ultrasound CT MRI SPECT PET

Image
acquisition
method

Reflexion at
interfaces

X-ray
attenuation

Electromagnetic
excitation of
nuclei;
relaxation

Single-
photon
emission of
radioiso-
topes

“C-Decay
of radioiso-
topes,
annihilation
radiation

Spatial
resolution

1–3 mm 30 �m <30 �m �
1 mm

0.3–1.5 mm 1–4 mm

Acquisition
time

10–30 s 1 s per scan 1–10 min 10–60 min 10–80 min

Sensitivity Good Low Low/medium High Very high
Specificity Low Low Medium High Very high
CT computed tomography, MRI magnetic resonance imaging, PET positron emission tomography,
SPECT single-photon emission computed tomography.

used molecular imaging agents are radiopharmaceuticals, paramagnetic materi-
als, fluorescent/luminescent materials, and microbubbles. Reporter gene imaging,
which provides data on the location, duration, and extent of gene expression, is
rapidly progressing, particularly in biomedical research. More recent molecular
imaging modalities are based on nanoparticle vehicles, smart contrast agents, and
target-specific optical or radiolabelled agents.

2.3 Application of Biological Imaging in the Radiotherapy
Process

There is clinical evidence that small cancers that have not yet metastasized can be
cured by local treatment (i.e., surgery or radiotherapy or combined modalities). In
this regard, the potential of molecular imaging is early detection of cancer. A suc-
cessful cancer treatment requires elimination of all stem cells of a particular tumour
whilst minimizing the radiation damage to the surrounding normal tissue. Hence,
the strategy of radiation therapy is to modulate the delivered dose distribution corre-
spondingly. Combining anatomical and biological imaging (multimodal imaging)
is essential in all four phases of the radiotherapy treatment process: (1) tumour
staging, (2) target volume definition, (3) treatment delivery and monitoring, and
(4) treatment response. This sequence may be considered as a feedback loop in
which tumour staging is the prerequisite for the choice of the most efficient therapy
scheme, and the response to the selected treatment allows assessment of the prog-
nosis of the disease. In clinical practice, contouring of target volumes benefits most
from combining, for instance, CT and PET data sets. A second area in which only
molecular imaging provides the essential information is biological tumour hetero-
geneity. Modern linear accelerators equipped with multileaf collimators are capable
of applying intensity-modulated radiation therapy (IMRT) beams.
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Ling [3] pioneered the concept of biological adapted therapy, that is, to modulate
the dose distribution in the target corresponding to the profile of varying radia-
tion sensitivity throughout the tumour. The essential steps of this concept, often
called dose painting or dose sculpting, are (1) selecting appropriate biomarkers,
(2) imaging the biological tumour subvolumes, (3) transforming the image data
sets into a dose prescription, (4) optimizing the dose distribution and finally (5)
delivering the modulated dose distribution. Hypoxia is well established, causing
resistance in radiation therapy. In many malignancies, hypoxia has been identified
as a major negative prognostic factor for tumour progression. Therefore, enhanc-
ing the dose locally at hypoxic tumour subvolumes is expected to lead to better
treatment results. As surrogate markers for tumour hypoxia, PET imaging 18F-
Misonidazole (Miso), 18F-labeled azomycin-arabinoside (AZA), and 60Cu-labeled
diacetyl-bis (N4-methylthiosemicarbazone) (ATSM) are used, and the first clini-
cal studies have been just initiated. Dose prescription is difficult, but by applying
the linear-quadratic model, an assessment can be made. The last step, transform-
ing activity to dose distribution, is typically based on biological models. In general,
there is rather poor information about the dynamics of the temporal variation of
the tracer distribution. According to our own measurements on patients with head
and neck tumours, there are significant changes during the initial phase immediately
after injection of the tracer that require at least about 5 min to achieve some balanc-
ing. Translation of the concept of biological-driven dose modulation into clinics is
not a common standard yet.

Treatment monitoring and response assessment are some of the most promising
features of molecular imaging. The benefits for clinical outcome are the adaption
of the treatment to the response, to indicate earlier whether a tumour responds to
treatment, to monitor receptor expression with specifically labelled receptor ligands,
and to monitor tumour response by labelling cell metabolites. Traditionally, standard
CT anatomic evaluation of a tumour treatment needs several months to identify
morphological changes. In contrast, when measuring the 18F-fluorodeoxyglucose
uptake it is possible to detect tumour regression or recurrence in just a few hours.

2.4 Conclusion

Molecular imaging as the hallmark of individualized therapy becomes more and
more important in radiotherapy, ranging from early tumour detection via biologi-
cally and physically optimized treatment planning, image-guided treatment delivery,
and early response assessment of the treatment. Accordingly, this trend challenges
the medical physicist to incorporate more biological knowledge into his or her
clinical work. Traditional medical physics is slowly mutating towards biomedical
physics. Current education and training schemes for medical physicists should be
adapted properly to include more biology and imaging technology.
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Chapter 3
Mechanisms of the Interactions Between
Radiation and Matter

Giuseppe Battistoni

3.1 Energy Loss of Charged Particles

In principle, electromagnetic interactions are exactly calculable by quantum electro-
dynamics. However, atomic and molecular physics introduce complexities that often
eliminate the attempts of achieving an exact analytical formulation and require the
introduction of approximantions or numerical approaches.

The most important atomic processes (bremsstrahlung excluded) undergone by
charged particles when traversing media are related to Coulomb scattering of both
atomic electrons and nuclei. Even though the basic process is always the same
(i.e., the Coulomb scattering), because of the very different masses of electrons and
nuclei, the effect is very different: the cross section is proportional to Z2, and when
expressed as a function of the transferred four-momentum q, it is approximately
independent of mass. This means that for a given projectile the energy transfer is
inversely proportional to the target mass. Therefore, interactions with electrons are
by far the dominant source of charged particle energy losses, while they give a con-
tribution proportional to the atomic number Z (that is, like Z independent point
unit charges) to the angular deflection. Collisions with atomic nuclei result in negli-
gible energy losses, but the angular deflection is roughly that of a single particle of
chargeZ; thus, it is proportional to Z2. The angular deflection is associated mostly
with atomic nuclei except for the lightest elements, for which the two contributions
become comparable. A detailed discussion of all these topics can be found in the
references.

Let us discuss separately the case of eCe� and of heavier charged particles, start-
ing from these. The formula for the energy loss (dE/dx or “stopping power,” i.e.,
energy loss per unit path length) of heavy particles is customarily derived using the
distinction between “distant” and “close” collisions; these terms refer to the magni-
tude of the momentum transfer and hence to the collision impact parameter (even
though in a quantum mechanical sense). In distant collisions, the particle interacts

G. Battistoni
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with the atom as a whole; for close collisions, the interaction can be considered to
be with free electrons, and atomic properties are not involved. Usually, the two con-
tributions are computed considering all energy transfer Te to atomic electrons below
a given threshold �:

Te < �! distant collisions
Te > �! close collisions

The dE/dx related to distant collisions is computed according to the Bethe–Bloch
approach, making use of the Born approximation and assuming the velocity of the
incident projectile to be much larger than the velocity of atomic electrons. A full
discussion can be found in Fano’s 1963 review and other fundamental references
[1–3].

The cross section for producing an electron of energy Te for an incident particle
of kinetic energy T0 D .� � 1/Mc2 depends on the spin and is given by

�
d�

dTe

�
0

D 2�z2r2
e

ˇ2

mec
2

T 2
e

�
1 � ˇ2 Te

Tmax

�
(3.1)

for spin 0 particles and by

�
d�

dTe

�
1
2

D 2�z2r2
e

ˇ2

mec
2

T 2
e

"
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C 1

2

�
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T0 CMc2

�2
#

(3.2)

for spin 1/2 particles; re is the classical electron radius.
The maximum energy transfer Tmax to the electron is dictated by kinematics and

given by

Tmax D 2mec
2ˇ2�2

1C 2� me

M
C �me

M

�2 (3.3)

It is important to note that, apart from the extreme tail where T � Tmax, the depen-
dence on the energy of the secondary electron is essentially given by the 1=T 2

term. It is therefore clear from such formulas that low-energy transfers are much
more likely than large ones.

Let us recall the relations that link the four-momentum transfer to the targeteq
to the energy transferred to a stationary target (the electron in this case) and to the
scattering angle �cms in the center-of-mass system:

Te D eq 2

2mec2

pcms D plab c
mec

2

p
s
D

vuut
h
s � .Mc2 Cmec2/
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4 CM 2c4 C 2�Mmec
4
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and hence
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Then, the cross section for transferring Qq to an electron for an incident particle of
mass Mc2, spin 0, and center-of-mass energy

p
s can be transformed into

�
d�

dq2

�
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D 4�z2r2
e
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ec

4

q4
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1 � ˇ2 q2

q2
max

�
(3.8)

and into

�
d�
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ec
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T0 CMc2

�2
#

(3.9)

for spin 1/2 particles.
To obtain the distant collision contribution, one should sum over all possible

atomic excitations with proper cross sections. To understand the problem, the inci-
dent projectile field can be assumed to “illuminate” the atom for a time t D b=v,
where b is the impact parameter, therefore including all frequencies up to 1=t . The
contribution coming from distant collisions for energy transfers Te such that Te < �,
where � is such that

� � > Ii , for whichever atomic level i.i D K;L;M; : : :/
� � such that =h=� > ratom ! the incident particle can be considered as a point one

(3.1)
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can express the stopping power as

�
dE

dx

�
Te<�

D 2�z2r2
e

ˇ2
mec

2ne

�
ln
2meˇ

2c2�

.1 � ˇ2/ I 2
� ˇ2

�
; (3.10)

where re is the classical electron radius, ne is the number of electrons per cubic
centimeter in the medium, ne D NAZ�=A; NA D Avogadro’s number, where use
has been made of the Born approximation and of the assumption that the velocity of
the incident projectile is much larger than the velocity of atomic electrons.
I is the mean excitation energy, and it is the main parameter characterizing the

material properties. It is a suitable (logarithmic) average over all possible atomic
levels:

ln I D
X

i

fi ln I
X

i

fi D 1; (3.11)

where fi are the so-called oscillator strengths.
A possible practical and simple fit to the experimental values of I is given by

I

Z
D 12C 7

Z
eV; I < 163 eV

I

Z
D 9:76C 58:8Z�1:19 eV; I � 163 eV:

(3.12)

The contribution coming from close collisions can be (approximately) computed
assuming collisions on free electrons and integrating the cross section from � to a
maximum energy Tı :
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for spin 0 particles and
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(3.14)

for spin 1/2 particles.
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Summarizing, the formula for the average energy loss of particles much heavier
than electrons and charge z can be expressed by
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Z
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(3.15)

for spin 0 particles and by
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(3.16)

for spin 1/2 particles.
The quantity ı is the so-called density correction, extensively discussed in the

literature and connected with medium polarization, and C is the shell correction,
which takes into account the effect of atomic bounds when the projectile velocity is
no longer much larger than that of atomic electrons and hence the approximations
under which the Bethe–Bloch formula has been derived break down. This correc-
tion becomes important at low energies. Let us examine in more detail these two
corrections in the following section.

3.1.1 The Density Effect

The density effect is the reduction of the energy losses due to the polarization of the
medium [4]. It has been systematically evaluated, and the results can be approxi-
mated by a fit as a function of � and introducing the variable X D ln �= ln 10:

0 < X < X0 ı .�/ D 0
X0 < X < X1 ı .�/ D ln �2 C C C a .X1 � X0/

m

X > X1 ı .�/ D ln �2 C C:
(3.17)

The parameters C; X0; X1; a, andm depend on the material and on its physical
state (density, etc.). It is important to stress that for large energies,

ı .�/! ln �2 (3.18)

partially suppressing the relativistic rise of dE/dx. Therefore, the most significant
consequence of the density effect is a reduction of the stopping power of high-energy
projectiles. This has been studied in detail by Sternheimer [5, 6].
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3.1.2 Shell Corrections

The quantity C is the sum of the corrections for each electron shell of the atom to
the Bethe–Bloch expression [3, 7]:

C D CK C CL C CM C � � � (3.19)

The variation of Ci s with velocity and atomic number can be computed. Each term
is large and negative at very low velocities, but as the velocity increases, the sign
changes. Each Ci passes through a maximum and then goes down. Furthermore,
eachCi should approach zero as ��2 for large �. Ci s also vary rapidly with the mean
ionization energy I . A practical fit for C , valid for � > 0:13 can be expressed by

C.I; �/ D .0:422377 ��2C 0:0304043 ��4 � 0:00038106 ��6/ � 10�6 � I 2

C .3:858019 ��2 � 0:166798��4 C 0:00157955 ��6/ � 10�9 � I 3

(3.20)
where I is given in electron volts.

3.1.3 General Properties of Energy Loss

For most practical purposes, dE/dx in a given material depends only on the particle
velocity ˇ and charge z; thus, particles of the same velocity and charge have roughly
the same energy loss. Moreover, if one measures distances in units of � dx .g=cm2/,
the energy loss is weakly dependent on the material as it proceeds likeZ=A plus the
logarithmic dependence on I . The proportionality to z2 is evident.

The energy loss, when plotted as a function of ˇ� D pc=M , has a broad min-
imum at ˇ� � 3–3:5. This minimum is almost constant up to very high energies
if the restricted energy loss (i.e., the energy loss due to energy transfers smaller
than some suitable threshold) is considered. In practice, most relativistic particles
have energy losses in active detectors close to the minimum and are called minimum
ionizing particles (MIPs).

3.1.4 Restricted Energy Loss

We can introduce the concept of restricted energy loss, considering the average
energy loss of particles much heavier than electrons and charge z, with energy
transfers to atomic electrons restricted at Tı . This is given by

�
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�
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2
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�
ln

�
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2ˇ2Tı
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� 2C

Z
� ı

�

(3.21)
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for spin 0 particles and by
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(3.22)

for spin 1/2 particles.
When the density effect comes into play, ı ! ln

�
ˇ2=

�
1 � ˇ2

�	
and, for a given

Tı , the energy loss becomes constant.

3.1.5 Energy Loss of eCe�

As far as dE/dx for eC and e� is concerned, there is no major difference with respect
to the case of “heavy” particles, but for the differences in the “energetic” collisions
with atomic electrons. The formulas for elastic Coulomb scattering for producing an
electron of energy Te D "T0 on free electrons by e� and eC (Möller [8] and Bhabha
[9] scattering) are given respectively by
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After integration on the proper kinematical limits (T0 for positrons and T0=2 for
electrons), the resulting dE/dx is given by .z2 D 1/
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(3.25)



22 G. Battistoni

for electrons and
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for positrons.

3.1.6 The Case of Mixture and Compounds:
The Bragg Additivity Rule

The expressions in the preceding section are all defined for a given element spec-
ified by the values of Z, A, and �. When a material is a mixture (compound) of
several elements, in a first approximation the average energy loss can be computed
according to the Bragg additivity approximation as

�
dE

d�x

�
tot
D
P

i �
�

dE
d�x


i

�tot
(3.27)

In the case of compounds, this approximation is justified by the fact that aggregation
(molecular binding) effects are usually negligible when the wavelength of the radia-
tion is smaller than typical interatomic distances. Then, a molecule can be modeled
as a set of individual, noninteracting atoms with uncorrelated positions. As a con-
sequence of the Bragg additivity approximation, a “global” mean ionization energy
<I> can be defined according to

ln hI i D
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P
i
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Ai
�i ln Ii˝
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˛ I
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In a similar way, shell corrections can be approximately averaged as

ln
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1
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�i

Ci

Zi˝
Z
A

˛ (3.29)

It has to be stressed again that both relations hold in an approximate manner only
since chemical bounds, material state (solid, liquid, gas), general valence electron
properties (metals, semiconductors, etc.), all affect both the mean ionization energy
and the shell corrections with respect to the constituent elements. The determination
of the actual I values to be used in compounds is a critical issue for precise calcula-
tions. A direct measurement is far from trivial. Of relevance for medical physics is
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the value for liquid water: International Commission on Radiation Units and Mea-
surements (ICRU) report 49 [7] recommends the value I D 75˙3 eV, but there exist
now suggestions that higher values (in the range 80–85 eV) should be considered
(see for instance [10]).

3.1.7 Other Corrections

For very low values of ˇ, the Bethe–Bloch formula necessarily breaks down: the
1=ˇ2 behavior cannot be extrapolated for ˇ ! 0 easily. Actually, a number of com-
plicated effects come into play when the velocity of the incident particle becomes
comparable to that of atomic electrons. The most important effect is that the particle
can pick up an atomic electron for part of the time; consequently the energy loss
reaches a maximum and drops sharply. At present, the projectile charge distribu-
tions that cover a more or less noticeable range of ions, targets, and velocities are
not available. Therefore, one can deal with various empirical and semiempirical fit-
ting expressions for the average or, in other words, effective charge zeff. The effective
charge is to replace the bare projectile charge in all the relevant expressions. For pro-
tons and other single charged particles, the effective charge is assumed to be equal to
the bare charge down to about 100 keV/A. For ’s, a special fit by Ziegler [11] inde-
pendent of the target material is used at all particle energies. For all the other ions,
more elaborate fitting expressions that include a dependence on the target material
are used.

In addition to this argument, at low energies the Born approximation is no more
sufficient, and corrections terms proportional to z3 must be considered (commonly
known as Barkas corrections [12]). Notice that the addition of a term proportional
introduces a (small) dependence on the sign of the charge (e.g., it gives rise to a
small difference between protons and antiprotons). All these corrections must be
considered for precise calculations at low velocity, in particular for particles close
to the end of range, where the energy deposition reaches the maximum, known as
the Bragg peak. Precise and detailed calculation of energy deposition as a function
of penetration depth around the region of the Bragg peak can be achieved only with
numerical or Monte Carlo calculations, and the reference values have been tabulated
by ICRU [3, 7]. Examples of precise dE/dx calculations are given in Fig. 3.1 (Stop-
ping and Range of Ions in Matter code [13]) and Fig. 3.2 (FLUKA Monte Carlo
code [14]), where a 1=ˇ2 functions are also superimposed to appreciate the devi-
ation from the pure Bethe–Bloch function (Eq. 3.10). The examples of measured
average stopping power for the case of heavy ions (argon and uranium) at different
energies in different materials [15] as compared to Monte Carlo calculations using
the FLUKA code [14] are shown in Fig. 3.3.

Figures 3.1 to 3.3 concern the average values of dE/dx, but the treatment of
energy loss fluctuations is fundamental as well. This is addressed after a short
discussion on the concept of range.
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Fig. 3.1 Stopping power as a function of energy for protons in liquid water as calculated with the
SRIM code [13]
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Fig. 3.2 Stopping power as a function of energy for protons in graphite as calculated with the
FLUKA code [14]. The dotted line represents the back extrapolaton of the 1=ˇ2 behavior of the
Bethe–Bloch expression (Eq. 3.10)

3.1.8 Range of Particles

The total path traversed by a particle before coming at rest can be expressed by

Rtrue D
0Z

E0

�
dE

dx

��1

dE (3.30)

where Rtrue is a random variable characterized by its average value, variance, and
so on.
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Fig. 3.3 Measured average stopping power as a function of energy/nucleon for argon ions in Au
and Al [15] (left) and uranium ions in C and Pd (right), as compared to FLUKA [14] calculations

It is customary to introduce the so-called open “continuous slowing down approx-
imation” (CSDA) range Rcsda, or simply R, through

Rcsda D
0Z

E0

�
dE

dx

��1

mean
dE (3.31)

Rcsda is the total amount of matter traversed by a particle of initial energy E0

whenever the energy losses are equal to the average ones.
Since dE/dx is in a first approximation only a function of the particle velocity ˇ

and of its (squared) charge z, the following scaling properties hold:

Rb .Mb; zb; pb/ D
"
Mb=Ma

z2
b
=z2

a

#
Ra .Ma; za; pa D pbMa=Mb/ : (3.32)

For example, the scaling relation predicts that the range of an ’ particle of momen-
tum pb is approximately equal to the range of a proton of momentum pb=4, that is,
of energy Tp D Ta=4 in the nonrelativistic regime and again Tp � Ta=4 in the rel-
ativistic one. Figure 3.4 shows the values of the CDSA range of electrons, protons,
and ˛ particles in liquid water as tabulated from information in [3, 7].

The range of particles is subject to important statistical fluctuations (straggling).
Indeed, a precise prediction of the Bragg peak region requires a correct and complete
treatment of the stochastic nature of the energy loss in the interactions with atoms. In
practice, this can be accomplished by Monte Carlo calculations. As an introduction
to this topic, we now summarize the few basic facts about statistical fluctuations
in dE/dx.
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3.1.9 •-Ray Production

The energy lost by particles in atomic interactions results in excitation or ioniza-
tion of the atoms. In case of ionizations, electrons are extracted; these are called
ı rays. The productions of • rays can be described by a cross section, which can be
expressed in the following simplified form:

d�

dT
� 2�z2r2

emec
2

ˇ2

1

T 2
(3.33)

Formula 3.33 is approximately valid for all particles.
The (average) number of • rays with energy between Tmin and Tmax produced in

a path length t such that the resulting energy loss is negligible compared with the
initial particle energy is given by
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and the corresponding (average) energy loss by

h�Eıi D hTıi hnı i D net

TmaxZ
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T
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e nemec
2

ˇ2
t ln

Tmax
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: (3.35)

The production of • rays is the source of large fluctuations in the energy loss process.
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The straggling in the • energy loss distribution can be evaluated making use of a
very general property of Poisson distributed variables. Given a Poisson distributed
number of events n, each described by a variable x, with given <n>; <x> and
<x2>, the following relations hold for the statistical variable y DPn

iD0 xi :

hyi D hni hxi I �2
y �

˝
y2
˛ � hyi2 D hni ˝x2

˛
: (3.36)

Therefore,

�2
�Eı
D ˝T 2

ı

˛ hnıi D net

TmaxZ
Tmin
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2

ˇ2
t .Tmax � Tmin/ :

(3.37)

3.1.10 The Landau Fluctuations

It is useful to introduce the energy 	 such that the probability of emitting one • ray
with energy T � 	 along t is one (it is customary to assume Tmax 	 	 in the
definition):

	 D 2�z2r2
e nemec
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ˇ2
t (3.38)

Recalling that the maximum energy transfer to an atomic electron is given by
Eq. 3.3, a parameter that is indicative of the skewness of the�E distribution can be
built as
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The parameter 
 is governing the shape of the energy loss distribution. For 
 	 1,
the distribution is roughly Gaussian, while for 

 1 (or equivalently Tmax!1) the
distribution approaches the Landau one, which is defined by an integral of complex
variable. For numerical purposes, a convenient form of the integral is given by

f .�/ D 1

�	

1Z
0

e�u ln u��u sin�u du (3.40)

where � is defined in terms of the energy loss �E as

� � �E ��Emp

	
: (3.41)

Here, �Emp is the most probable energy loss value (i.e.s the peak value). This is
different from the average energy loss hEi � 	. The two values are linked by the
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following relation:

�Emp D 	
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� ˇ2 C 1 � �E

�
: (3.42)

Here, �E D 0:577 : : : is the Euler constant.
As stated, in the limit › 	 1, instead we get a Gaussian distribution, which can

be expressed as
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It is important to remember that • ray production is not sufficient to give a full
account of the dE/dx fluctuations. Also, atomic excitation (dominated by distant,
soft collisions) is subject to fluctuations. This further straggling component has
been added in the model of Blunk and Liesegang considering the convolution of
the Landau function with a normal distribution with a variance related to soft col-
lisions [16]. The inclusion of excitation straggling is customarily considered in
refined Monte Carlo calculations. Figure 3.5 shows the comparison of experimen-
tal measurements [17] of energy loss distributions for 2-GeV/c positrons (left) and
protons (right) traversing 100�m of Si as compared with detailed simulations using
the FLUKA Monte Carlo code [14], where a specific original model is adopted [18].
A pure Landau distribution would not fit the experimental data.
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Fig. 3.5 Comparison of experimental measurements of energy loss distributions for 2-GeV/c
positrons (left) and protons (right) traversing 100�m of Si as compared with detailed simulations
using the FLUKA Monte Carlo code [14, 18]
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Another approximation in the derivation of the Landau distribution is the replace-
ment of the actual value for the maximum energy loss in a single collision Tmax

with infinity. A more realistic description, using the actual value of Tmax, has been
obtained by Vavilov [19]. In the case of particles heavier than the electron, Vavilov’s
distribution provides a more realistic description of the energy loss fluctuations.
Among the other features exhibited by this formulation, it must be mentioned that
for Tmax 
 	 Vavilov’s distribution tends to the normal one, as expected from the
central-limit theorem.

3.1.11 Multiple Coulomb Scattering

Another important aspect in precision calculations of charged particle interaction
with matter is the deflection due to scattering processes with atoms. In practice, the
goal is to calculate the angular distribution (and lateral displacement) of particles
after traveling a certain path length in a given material (i.e., after many individual
scatterings); therefore, a model for “multiple scattering” is necessary. This is a basic
ingredient of all “condensed history” Monte Carlo algorithms.

As a starting point, we consider the Rutherford cross section for an incident
particle of massM and energyE against a nucleus of chargeZ; it can be written as
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: (3.44)

In general, the Rutherford cross section requires further corrections, particularly
when the condition �˛zZ 
 1 is not verified (˛ is the fine structure constant, i.e.,
e2==hc). These corrections are important at relatively large angles:
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The actual cross section for an atomic nucleus is given by

d�Coul nuc
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� �Fproj.q/=z

	2
(3.46)

where q is the momentum transfer, Fnuc.q/ is the target nucleus charge form factor,
and Fat.q/ is the target nucleus elastic atomic form factor. Fproj.q/ is the projectile
charge form factor (to be considered for ion projectiles). The target form factors are
defined in such a way that
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Fat.q/
q!0�������!Z

Fnuc.q/
q!0�������! z

Fat.q/
q>>=h=rat����������! 0

Fnuc.q/
q>>=h=rnuc����������! 0:

(3.47)

In the case of the scattering with an atomic electron .Z D 1/, Eq. 3.46 is replaced by
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where Sat.q/ is the inelastic atomic form factor:

Sat.q/
q!0�������! 0

Sat.q/
q>>=h=rat��������!Z:

(3.49)

For a generic value of q, an atomic model must be considered. This is the case in
the Molière theory [20], where the cross section is eventually given by
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where �a is a characteristic parameter, known as the screening angle, which in the
Molière’s computations is given by
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Here, �cc and bc are the only material-dependent quantities, given by

�cc D
�
4�nz2Z .Z C 	e/ r

2
em

2
ec

4
	 1

2 D
h
4�nz2Z .Z C 	e/ ˛

2
�
=hc
�2i 1

2

bc D 0:85524�nz2Z .Z C 	e/
�
=hc
�2

1:167m2
ec

4Z
2
3

�
1:13C 3:76˛2z2Z2

ˇ2

 (3.52)

where n is the number of atoms per unit volume; z and Z are the atomic num-
bers of projectile and target, respectively; 	e is a parameter taking into account the
scattering on atomic electrons; and ˛ is the fine structure constant.

In the small-angle approximation, the Molière cross section becomes
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Spin relativistic corrections should be taken into account; according to the second
Born approximation formula (for spin 1/2 particles):
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On the basis of this processes, different multiple-scattering models have been devel-
oped. The fundamental approaches start from a simplified situation in which fast
charged particles of a given kinetic energyE travel along a path length short enough
so that their average energy loss is negligible compared to E . Here, we summarize
the theories of Goudsmit and Saunderson [21] and Molière [20].

In the model of Goudsmit and Saunderson, the probability of scattering through
an angle � after traveling a total step length t (in g=cm2) is expressed as an
expansion of Legendre polynomials Pl .cos �/:
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1X
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2
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where Gl (transport coefficients) are obtained from the integration of the single
scattering cross section d�=d:
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NA and PA are the Avogadro’s number and the atomic weight respectively. G0D 0
and Gl increases monotonically with l and tends to the value of the collision prob-
ability per unit path length when l goes to infinity. The Goudsmit–Saunderson
expansion is exact, and the number of terms needed to get convergence of the series
increases as the path length decreases. In practice, the problem is to calculate the
Gl coefficients; in general, this requires a numerical approach. Because of the fast
oscillations of Legendre polynomials, this is not a trivial calculation.

The approach of Goudsmit and Saunderson remains valid as long as the energy
loss along the path t is neglected; therefore, it cannot be used for arbitrary values
of the path length. The Molière approach to multiple scattering is instead based on
approximate analytic expression, which results in a distribution that can be evaluated
for arbitrary path lengths (larger than a few mean free paths). The Molière distri-
bution can be easily sampled and therefore is used in several Monte Carlo codes
because it is convenient in the simulations for which the path length t fluctuates
randomly.
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In the Molière model, the probability of scattering through an angle � after
traveling a total step length t is given by
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where � is a scaled variable defined as
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�cc has been introduced (Eq. 3.52), and B is the solution of the following transcen-
dental equations:

B � lnB D ln0I 0 D bct

ˇ2
: (3.59)

Also, the parameter bc was defined in Eq. 3.52.
The functions fn.�/ are defined by the following integral expression containing

the Bessel function J0:
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An example of a Monte Carlo calculation using the Molière model is given in
Fig. 3.6, which shows the calculated distribution of the scattering angle, projected
onto a plane, for 100-MeV protons crossing a depth t D 0:1 g=cm2 of CaCO3
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Fig. 3.6 Distribution of the scattering angle, projected on a plane, for 100-MeV protons cross-
ing a depth t D 0:1 g=cm2 of CaCO3 as calculated with the FLUKA code [14]. The dotted line
represents, for reference, a simple Gaussian distribution
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(FLUKA code). For reference, a pure Gaussian shape has been superimposed; notice
in fact that the first term in the series of Eq. 3.57 is Gaussian. From the figure, we
appreciate how multiple scattering exhibits tails that are much larger with respect to
the Gaussian approximation.

A more elaborate theory of multiple scattering, accounting for the effects of
energy loss, has been developed by Lewis [22], making use of the CDSA approach.
However, for practical purposes, the Molière model remains convenient, provided
that careful sampling of the step length is performed.

Correct modeling of multiple scattering is of great importance in calculations for
medical physics. In particular, as far has hadron therapy is concerned, it must be
noticed that the largest scattering angles and integrated displacements occur in the
region of the Bragg peak, therefore potentially affecting the tissues surrounding the
tumor target.
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8. Möller, C., Zur Theorie des Durchgangs schneller Elektronen durch Materie, Ann. Physik. 14,
531–585 (1932).

9. Bhabha, H. J., The scattering of positrons by electrons with exchange on Dirac’s theory of
electrons, Proc. Phys. Soc. A. 154, 195–196 (1965).

10. Emfietzoglou, D., Pathak, A., Papamichael, G., Kostarelos, K., Dhamodaran, S., Sathish, N.,
and Moskovitch, M., A study on the electronic stopping of protons in soft biological mat-
ter, Nucl. Instr. Meth. B242, 55–60 (2006); Paul, H., The ratio of stopping powers of water
and air for dosimetry application in tumor therapy, Nucl. Instr. Meth. Phys. Res. B 256,
561–564 (2007).

11. Ziegler, J. F., Biersack, J. P., and Littmark, U., The Stopping and Range of Ions in Solids,
Pergamon Press, Oxford (UK) (1985).

12. Jackson, J. D. and McCarthy, R. L., z3 corrections to energy loss and range, Phys. Rev. B6,
4131–4141 (1972).

13. Ziegler, J. F., Biersack, J. P., and Ziegler, M. D., SRIM the Stopping and Range of Ions in
Matter (2008): see http://www.srim.org.

14. Ferrari, A., Sala, P. R., Fasso, A., and Ranft, J., FLUKA: a multi-particle transport code,
CERN 2005–10, INFN/TC 05/11, SLAC-R-773 (2005); Battistoni, G., Muraro, S., Sala, P. R.,

http://www.srim.org


34 G. Battistoni

Cerutti, F., Ferrari, A., Roesler, S., Fasso‘, A., and Ranft, J., The FLUKA code: Description
and benchmarking, Proceedings of the Hadronic Shower Simulation Workshop 2006, Fermilab
6–8 September 2006, M. Albrow, R. Raja eds., AIP Conference Proceeding 896, 31–49 (2007).

15. Bimbot, R., Compilation, measurements and tabulation of heavy ion stopping data, Nucl. Instr.
Meth. B69, 1–9 (1992).

16. Blunk, O. and Leisegang, S., Zum Energieverlust schneller Elektronen in dunnen Schichten,
Z. Pjysick 128, 500–505 (1950).

17. Bak, J. F., Bureknov, A., Petersen, J. B. B., Uggerhǿj, E., Mǿller, S. P., and Siffert, P., Large
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Chapter 4
Principles of Monte Carlo Calculations
and Codes

Alberto Fassò, Alfredo Ferrari, and Paola R. Sala

4.1 Introduction

The Monte Carlo method was invented by John von Neumann, Stanislaw Ulam, and
Nicholas Metropolis (who gave it its name) and independently by Enrico Fermi.
Originally, it was not a simulation method but a mathematical approach aimed at
solving a multidimensional integro-differential equation by means of a stochastic
process. The equation itself did not necessarily refer to a stochastic process.

When the method is applied to a physical stochastic process, such as neutron
diffusion, the model (in this case a random walk) could be identified with the process
itself. Under those circumstances, the Monte Carlo method represents a simulation
technique since every step of the model is aimed at mimicking an identical step in
the physical process.

Particle transport and interaction represent a typical stochastic process and is
therefore perfectly suitable for Monte Carlo simulation. Many applications, espe-
cially in high-energy physics and medicine, are based on simulations in which the
history of each particle (trajectory, interactions) is reproduced in detail. However, in
other types of application, typically energy deposition studies, or shielding design,
the user is interested only in the expectation values of some quantities (fluence
and dose) at some space point or region, which are calculated as solutions of a
mathematical equation.

In many practical problems, it is more efficient to substitute the actual process
with a modified one, resulting in the same average values, by sampling from suitably
modified distributions. Such a biased process, if based on mathematically correct
variance reduction techniques, converges to the same expectation values as the
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unbiased one, albeit at a faster pace. The drawback is that it cannot provide infor-
mation about fluctuations and correlations of statistical distributions. In addition,
the faster convergence in some regions of phase space is compensated by slower
convergence elsewhere.

Thanks to the availability of faster and cheaper computers and of computer
codes of improved quality, an increasing number of particle transport calculations
in scientific and applied fields are carried out by Monte Carlo programs. The main
advantage is mainly their capability to handle problems of practically any degree of
complexity.

While before the 1990s the typical Monte Carlo approach was to simplify prob-
lems as much as possible, the modern Monte Carlo codes instead require fewer
approximations (an exception are the condensed histories, described in a further
section) and provide more accurate solutions. The possibility to cope with prob-
lems that before could not be solved has opened the way to a large number of new
applications.

4.2 Phase Space

The concept of phase space is central to the understanding of the Monte Carlo
method. Phase space is a concept of classical statistical mechanics. Each phase
space dimension corresponds to a particle degree of freedom: Three dimensions
correspond to the position in (real) space .x; y; z/, and three other dimensions cor-
respond to the momentum: px; py ; pz (or to energy and direction: E; �; �). More
dimensions may correspond to other possible degrees of freedom: quantum numbers
(e.g., spin), particle type, and so on. Each particle is represented by a point in phase
space. Time can also be considered a coordinate, or it can be considered an inde-
pendent variable: The variation of the other phase space coordinates as a function
of time (the trajectory of a phase space point) constitutes a particle “history.”

4.2.1 Phase Space Density

The basic quantity describing a population of particles is the phase space density
n.t; x; y; z; px ; py ; pz/, which is the number of particles in an infinitesimal volume
of phase space. However, from the point of view of particle transport, the product
nEv of the space phase density and the particle velocity is more important because
it represents the rate of the path length density and therefore relates to the particle
interaction rate with matter. The quantity ‰ D nEv is called angular flux and is the
most general radiometric quantity.
‰ can also be defined as the derivative of the fluence ˆ with respect to all phase

space coordinates: time, energy, and solid angle (direction vector):

‰ D @ˆ

@t @E @
!
�
D P̂

E E� : (4.1)
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The angular flux is a fully differential quantity, but most Monte Carlo solutions
are integrals of ‰ over one or more (or all) phase space dimensions: coordinates,
time, energy, angle. Fluence ˆ, on the other hand, is the most integral radiometric
quantity:

ˆ D
Z

E

Z
E�

Z
t

P̂
E E�dEd E�dt : (4.2)

Often in Monte Carlo calculations, the time dependence is not explicitly followed,
and the fluence differential with respect to energy ˆ.E/ D dˆ

dE
is the quantity of

interest.

4.2.2 The Boltzmann Equation

The Boltzmann equation is a balance equation in phase space: At any phase space
point, the increment of particle density n in an infinitesimal phase space volume is
equal to the sum of all “production terms” minus the sum of all “destruction terms.”
The same balance equation can be written in terms of angular flux ‰ D nv:

1

v
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@t
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D
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�
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E

‰.x/†s.x
0 ! x/dx0

(4.3)

where x represents all phase space coordinates: Er; E�;E; t .
The various elements of the Boltzmann equation have the following physical

meaning:

� The 1
v

@ ‰.x/
@t

term represents the time-dependent change of angular flux, for
instance, due to particle decay.

� !� �r‰.x/ is the change due to translational movement without change of energy
and direction.

� †t‰.x/, where †t is the total macroscopic cross section (inverse of the mean
free path), is a term representing absorption.

� S.x/ represents the particle sources.
� The double integral, where†s is the macroscopic scattering cross section, refers

to scattering: change in angular flux due to direction (and possibly energy)
change without a change of particle position.

All Monte Carlo particle transport calculations are attempts to solve the Boltzmann
equation in its integral form, that is, carrying out the integration over all possible
particle histories.

To solve the Boltzmann equation, and hence for all Monte Carlo simulations, it
is required to define one or more sources and one or more detectors.

In the most general case, a source consists of one or more particle types arbitrarily
distributed in space, energy, angle, and time. In the simplest case, a source is simply
a monoenergetic, monodirectional point source, that is, a “pencil beam.”
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A detector also is a region of phase space in which to look for the solution of
the Boltzmann equation. Solutions can be of different type: at a number of (real or
phase) space points, averaged over (real or phase) space regions, time-dependent or
stationary, and so on. More generally, a detector is defined by distributions of ‰ in
some of the phase space coordinates and integrated over others. It is interesting to
notice the symmetry between sources and detectors, and indeed in some low-energy
Monte Carlo codes they can be exchanged (adjoint mode).

The user must define a detector for each solution requested.

4.3 The Mathematical Basis of the Monte Carlo method

Most of the theoretical and mathematical foundations of the Monte Carlo method, as
well as most basic textbooks on that technique [1–5], were historically centered on
low-energy neutron and photon transport. However, several modern programs have
extended the same mathematical concepts to the transport of charged particles and to
interactions at higher energies, with some necessary additions mentioned in further
sections (condensed histories, decay, transport in electric and magnetic fields).

4.3.1 Mean of a Distribution

Given a variable x distributed according to a function f .x/, the mean or average of
another function of the same variable A.x/ over an interval Œa; b� is given by

NA D
R b

a A.x/f .x/dxR b

a
f .x/dx

(4.4)

Or, introducing the normalized probability density function (pdf) f 0.x/:

f 0 .x/ D f .x/R b

a f .x/dx
(4.5)

A D
Z b

a

A.x/f 0.x/dx (4.6)

A special case is that of A.x/ D x:

x D
Z b

a

xf 0.x/dx (4.7)

The concept of the mean of a distribution can be easily generalized to many dimen-
sions. Given n variables x; y; : : : ; distributed according to the pdfs f 0.x/; g0.y/;
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h0.z/; : : : ; the mean or average of a function of those variables A.x; y; z; : : :) over
an n-dimensional domain is given by

A D
Z
x

Z
y

Z
z

� � �
Z
A.x; y; z; : : :/f 0.x/g0.y/h0.z/ : : : dxdyd z : : : (4.8)

An n-dimensional integral is often impossible to calculate with traditional meth-
ods, but we can sample N values, Ai .xi ; yi ; zi ; : : :/, of A with probability
f 0.xi /g

0.yi /h
0.zi / : : : and divide the sum of the sampled values by N :

SN D

NP
1

Ai .xi ; yi ; zi ; : : :/

N
: (4.9)

Since each term of the sum is distributed like A, in this case the integration is also a
simulation (analog Monte Carlo).

4.3.2 Central Limit Theorem

The central limit theorem [6] says that for large values of N , the distribution of
the averages (normalized sums SN ) of N independent random variables identically
distributed (according to any distribution with mean NA and variance �2 ¤1) tends
to a normal distribution with mean NA and variance �2

A=N :

lim
N !1SN D lim
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NP
1
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N
D A (4.10)
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e
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2�2
A
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The central limit theorem is the mathematical foundation of the Monte Carlo
method. Given any observable A, that can be expressed as the result of a convo-
lution of random processes, the average value of A can be obtained by sampling
many values of A according to the probability density of the random processes.

The Monte Carlo method is indeed an integration technique that allows to solve
multidimensional integrals by sampling from suitable stochastic distributions [7].

As a consequence, the accuracy of the Monte Carlo estimator depends on the
number of samples:

� / 1p
N

(4.12)
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4.3.3 Analog Monte Carlo

In an analog Monte Carlo calculation, not only the mean of the contributions con-
verges to the mean of the actual distribution but also the variance and all moments
of higher order; that is, fluctuations and correlations are preserved in principle like
in the actual physical process. In this case (and in this case only), we have a real
simulation.

4.4 Integration by Monte Carlo

4.4.1 Integration Efficiency

Traditional numerical integration methods (e.g., the Simpson rule) converge to the
true value as N�1=n, where N is the number of integration points or intervals and
n is the number of dimensions. Integration by Monte Carlo converges as N�1=2,
independent of the number of dimensions. Therefore, depending on the problem
dimensionality n,

� n D 1: Monte Carlo is not convenient.
� n D 2: Monte Carlo is about equivalent to traditional methods.
� n > 2: Monte Carlo converges faster (and increasingly so the greater the dimen-

sions).

The dimensions of the integro-differential Boltzmann equation are the seven
dimensions of phase space.

4.4.2 Random Sampling

The use of random-sampling techniques is the distinctive feature of Monte Carlo.
The central problem of the Monte Carlo technique is as follows: Given a probability
density function (pdf) of the x variable, f .x/, generate a sample of x’s distributed
according to f .x/ (x can be multidimensional).

Solving the integral Boltzmann transport equation by Monte Carlo consists of
two essential parts: describing the geometry and materials of the problem and
sampling randomly the outcome of physical events from probability distributions.

4.4.2.1 Random and Pseudorandom Numbers

The basis of all Monte Carlo integrations is random values of a variable distributed
according to a pdf. In the real physical world, an experiment samples a large num-
ber of random outcomes of physical processes; these correspond, in a computer
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calculation, to pseudorandom numbers (PRNs) sampled from pdf distributions. The
basic pdf is the uniform distribution f .�/ D 1, with 0 � � < 1.

PRNs are sequences that reproduce the uniform distribution and are constructed
from mathematical algorithms (PRN generators). A PRN sequence looks random,
but it is not; it can be successfully tested for statistical randomness although it is
generated deterministically. A pseudorandom process is easier to produce than a
true random one and has the advantage that it can be reproduced exactly.

PRN generators have a period, after which the sequence is repeated. The length
of the sequence must be much longer than the number of random numbers required
in any calculation. The period of the generator by Marsaglia and Tsang [8] is more
than 1061, and that of the “Mersenne twister” by Matsumoto and Nishimura [9] is
longer than 106;000.

4.4.2.2 Sampling from a Discrete Distribution

Consider a discrete random variable x that can assume values x1; x2; : : : ; xn; : : :

with respective probabilities p1; p2; : : : ; pn; : : :. Assume†ipi D 1 or normalize it.
Let us divide the interval [0, 1) in n subintervals, with limits y0 D 0; y1 D

p1; y2 D p1 C p2; : : : ; yn DPn
1 yn; : : : :

Generate a uniform PRN �.
Find the i th y interval such that yi�1 � � < yi and selectX D xi as the sampled

value. Let P.X/ be the corresponding probability.
Since � is uniformly random,

P.X/ D P.yi�1 � � < yi / D yi � yi�1 D pi (4.13)

4.4.2.3 Sampling from a Generic Continuous Distribution

Consider a generic continuous pdf f .x/.
Integrate the probability density function f .x/ analytically or numerically and

normalize it to 1 to obtain the normalized cumulative distribution:

F.t/ D
R t

xmin
f .x/dxR xmax

xmin
f .x/dx

: (4.14)

Generate a uniform PRN �.
Get a sample of f .x/ by solving � D F.X/; that is, find the inverse value

X D F�1.�/ analytically or most often numerically by using look-up tables and
interpolation. Let P.X/ be the correspondent probability.

Since � is uniformly random,

P.a � X < b/ D P ŒF.a/ � � < F.b/� D F.b/� F.a/ D
Z b

a

f .x/dx: (4.15)
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Sampling from an exponential distribution is described in the following as a typ-
ical application. This is frequently needed in particle transport to find the point of
the next interaction or the distance to decay.

f 0.x/ D e�x=�

�
; x 2 Œ0;1/: (4.16)

The cumulative distribution is

F 0.t/ D
Z t

0

e�x=�

�
dx D 1 � e�t=�: (4.17)

Generate a uniform PRN �. We will have � D F 0.X/ D 1 � e�X=�, and X can be
sampled by inverting:X D �� ln.1 � �/.

4.4.2.4 The Rejection Technique

Most pdfs cannot be easily sampled by integration and inversion. An effective
technique, the rejection technique, can be schematized as follows:

1. Let f 0.x/ be a pdf that we want to sample.
2. Let g0.x/ be another pdf that can be sampled, such that Cg0.x/ � f 0.x/ for all
x 2 Œxmin; xmax�.

3. Sample X from g0.x/ (i.e., generating a uniform PRN �1 to sample like in the
previous example).

4. Generate a second PRN �2.
5. Accept X as a sample of f 0.x/ if �2 < f

0.X/=ŒCg0.X/�; otherwise, resample X
and �2 and repeat.

The probability of X to be sampled from g0.x/ is g0.X/, while the probability that
it passes the test is f 0.X/=ŒCg0.X/�; therefore, the probability to have X sampled
and accepted is the product of probabilities g0.X/f 0.X/=ŒCg0.X/� D f 0.X/=C .

Since f 0.x/ is normalized, the overall efficiency (probability accepted/rejected)
is given by

" D
Z
f 0.x/
C

dx D 1

C
: (4.18)

To prove that the sampling is unbiased, that is, that X is a correct sample from
f 0.x/, we observe that the probability P.X/dx of sampling X is given by

P.X/dx D 1

"
g0.X/dx

f 0.X/
Cg0.X/

D f 0.X/dx: (4.19)

The g0.x/ distribution can be as simple as a uniform (rectangular) distribution or as
a normalized sum of uniform distributions (i.e., a piecewise constant function). In
most cases, or when the x range is infinite, more complex choices are required.
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Example 1. Let be f 0.x/ D 3
8
.1C x2/; x 2 Œ�1; 1�.

We choose Cg0 .x/ D max .f 0 .x// D 3
4
; g0.x/ D 1

2
, and C D 3

2
.

Generate two uniform PRNs �1; �2 2 Œ0; 1/. Sample X D 2�1 � 1.
Test: If 3

8

�
1CX2

�
=
�
Cg0 .x/

� D �
1CX2

�
=2 > �2, accept X ; otherwise,

resample �1 and �2.

4.4.2.5 Other Sampling Techniques

Most discrete distributions, for instance, the Poisson distribution, cannot be ex-
pressed by a simple enumeration of probabilities. In a similar way, many continuous
distributions cannot be integrated and inverted analytically and cannot be sampled
easily by a rejection technique. Although inversion of the cumulative distribu-
tion (discrete or continuous) and rejection are the two basic sampling techniques,
many other schemes have been found. Others are sometimes preferred because they
are faster or easier to implement; for instance, a pdf f .x/ D xn can be easily
sampled by taking the largest of nC 1 random numbers. A comprehensive collec-
tion of such “recipes” can be found in the Monte Carlo Sampler by Everett and
Cashwell [10].

4.5 Particle Transport Monte Carlo

A typical Monte Carlo particle transport code works as follows: Each particle is
followed on its path through matter. At each step, the occurrence and outcome of
interactions are decided by random selection from the appropriate probability dis-
tributions. All the secondaries issued from the same primary are stored in a “stack”
or “bank” and are transported before a new history is started.

Most Monte Carlo transport codes are based on a number of assumptions, not
always explicitly stated, which may limit their field of application or require some
approximation.

� Media and geometry are generally supposed to be static, homogeneous, isotropic,
and amorphous. A static geometry makes it difficult to handle problems with
moving targets, although some attempts have been made successfully [11, 12] to
overcome this limitation.

� Particle transport is considered to be a Markovian process; that is, the fate of
a particle depends only on its actual present properties and not on previous or
future events or histories.

� Particles do not interact with each other. This is a reasonable assumption in nor-
mal situations but not in extremely intense radiation fields as could be met in
a plasma or inside a star. Also, effects like space charge and some rare radi-
ation interactions occurring at high energies cannot be simulated, such as the
Chudakov effect [13].
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� Particles interact with individual electrons, atoms, nuclei, and molecules. This
limitation does not allow simulation of coherent effects such as channeling in
crystals or X-ray mirror reflection, which are important in synchrotron radiation
optics.

� Material properties are not affected by particle reactions. Most Monte Carlo
programs require a static material definition, but of course in these conditions it
is not possible to handle problems such as burnup in nuclear reactors, where an
intense neutron field modifies the isotope composition of a material.

The accuracy and reliability of a Monte Carlo depend on the models or data
on which the probability density functions are based. The statistical accuracy of
the results depends on the number of “histories.” Statistical convergence can be
accelerated by “biasing” techniques.

4.5.1 Monte Carlo Categories

4.5.1.1 Microscopic Analog Monte Carlo

The microscopic analog Monte Carlo type uses theoretical models to describe phys-
ical processes whenever it is possible, samples from actual physical phase space
distributions, and predicts average quantities as well as higher moments. Codes
belonging to this family, which preserve correlations and reproduce fluctuations in
the best way allowed by the physics models used, can really be considered sim-
ulation codes. They are reasonably safe and generally do not require particular
precautions by the user but are often inefficient and converge slowly. Since this
type of Monte Carlo samples from the actual modeled physical distributions, it can
fail to predict contributions due to rare but important events.

4.5.1.2 Macroscopic Monte Carlo

The macroscopic Monte Carlo type of particle transport, called also parameterized
Monte Carlo, instead of simulating interactions in detail, uses parameterizations
of the reaction product distributions obtained from fits to data and extrapola-
tions. It is faster than analog microscopic simulations, especially when there are
complex reactions, and can be more accurate if the theory contains uncertain-
ties or approximations. It reproduces the single probability density functions but
not the correlations among the products of the interactions. Of course, macro-
scopic Monte Carlo cannot be extended outside the range of the data used for the
parameterizations.
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4.5.1.3 Model-Based and Table-Based Codes

Originally, before 1980, there were three different types of Monte Carlo radiation
transport codes:

� Low-energy neutron–photon codes, developed mainly for nuclear reactor prob-
lems (criticality and shielding).

� High-energy hadron codes, designed for accelerator shielding or for high-energy
physics.

� Electron–photon codes.

Presently, some codes in the first category (i.e., MCNP [14]) and some belonging
to the second (e.g., FLUKA [15]) have been extended to cover the whole energy
range and to transport a large number of particles, including electrons.

4.5.1.4 Biased Monte Carlo

In biased Monte Carlo, one can sample from artificial distributions, applying a
weight to the particles to correct for the bias. This is the mathematical equivalent
of solving an integral by a change of the variable. This form of Monte Carlo pre-
dicts average quantities but not the higher moments; on the contrary, its goal is
to minimize the second moment. Indeed, getting the same mean with smaller vari-
ance results in faster convergence. Biasing, more properly called variance reduction,
techniques allow sometimes to obtain acceptable statistics when an analog Monte
Carlo would take years of CPU (central processing unit) time to converge but can-
not reproduce correlations and fluctuations. It must also be pointed out that biased
Monte Carlo makes only privileged observables converge faster (some regions of
phase space are sampled more at the expense of others).

4.6 Geometry

The algorithms to build a geometry and to track particles inside it differ from code to
code. In some codes, the geometry is built from basic solids, in others from surfaces,
and in some others from both. The user describes the geometry in question by input
“cards” (text lines) or, in some codes, by user-written routines. In some cases, it is
possible to define repeated structures obtained by translations or rotations of basic
prototypes. Complex geometries such as that of a human body can be described
in some Monte Carlo codes by “voxels” (small elementary parallelepipeds); this
feature is typically used to import computed tomographic scans.
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4.7 Monte Carlo Events

Particle histories are sequences of various events or processes. Some of them are
physical (e.g., a particle interaction with an atom or with a nucleus); others are
related to the transport or, better, to the geometry description, for instance, crossing
a boundary between two materials. Events belong to two categories: discrete (or
point-like) and continuous. Actual physical events are essentially discrete, but for
convenience certain sequences of many similar, microscopic events are described as
a continuous macroscopic one, sampled from a suitable distribution.

4.7.1 Discrete Processes

Discrete physics processes include atomic interactions by photons (Compton, pho-
toelectric effect, pair production, coherent scattering) and by charged particles
(bremsstrahlung, ı-ray emission, large-angle Coulomb scattering). Each of these
processes is sampled only when the energy of a particle is higher than given thresh-
olds, whether built in or set by the user. Nuclear interactions include absorption and
nuclear scattering (elastic and nonelastic). Decays are also a type of discrete physics
processes.

Point-like transport processes are boundary crossing and escape from the prob-
lem geometry.

4.7.2 Continuous Processes

Charged particles loose energy and change direction as a result of thousands of dis-
crete collisions with atomic electrons. To simulate in detail each collision would
require prohibitive computer times, except at very low particle energies. Therefore,
generally many discrete scatterings are replaced by a straight continuous step, and
the corresponding energy losses and changes of direction are “condensed” into a
sum of losses (stopping power) and an overall scattering angle. This approach, com-
mon to most Monte Carlo particle transport programs, is known as the condensed
history technique [16]. Some programs, however, provide a user option to simulate
in detail the single scatterings in particular situations (very low energies, boundary
crossing, conditions required by a multiple-scattering theory not satisfied).

Ionization energy losses belong to this type of continuous physical processes;
all losses lower than a preset threshold are continuously distributed along a particle
step. Any loss larger than the threshold is simulated as a discrete energy imparted
to an electron, which is then transported separately (•-ray). Energy loss fluctuations
can be simulated for the losses below the threshold.

Multiple Coulomb scattering is another aspect of the same continuous process; a
deflection angle, sampled from a theoretical distribution, is applied to each particle



4 Principles of Monte Carlo Calculations and Codes 47

step. Some corrections are needed to account for the ratio between the length of the
straight step and the actual path length (path length correction, PLC), for the lateral
displacement, and so on [17].

When magnetic or electric fields are present, charged particle steps must be sub-
divided into smaller steps to follow the curvature of the trajectory while keeping
dE/dx and the multiple scattering approximations.

4.7.3 Thresholds and Cutoffs

Transport and production thresholds are needed because of the limits of validity of
the physics models and to reduce computer time.

4.7.3.1 Transport Thresholds

When the energy of a particle becomes lower than a specified transport threshold,
the transport of that particle is terminated, and its remaining energy is deposited at
that point or, better, in the case of a charged particle it is distributed along its resid-
ual range. The user’s choice of a threshold will depend on the “granularity” of the
geometry or of the scoring mesh and on the interest in a given region. To reproduce
faithfully electronic equilibrium, neighboring regions should have the same discrete
electron (•-rays) energy threshold and not the same range threshold. Because pho-
tons travel longer paths than electrons of the same energy, photon thresholds should
be lower than electron thresholds.

4.7.3.2 Production Thresholds

Energy thresholds need to be set also for explicit production of secondaries by pho-
tons and electrons. A •-ray threshold sets the limit between discrete and continuous
ionization energy losses. In a similar way, an energy threshold can be set for explicit
production of bremsstrahlung photons; below that threshold, the electron radiative
energy loss will be included in the continuous stopping power.

4.8 Biasing

Biased sampling, namely, sampling from nonnatural probability distributions, accel-
erates statistical convergence. This can be used for two different, and often comple-
mentary aspects: reducing the variance of a detector score for the same computer
time or reducing the computer time needed to attain the same variance. To evaluate
the effectiveness of a biasing technique, it is customary to define a figure of merit
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for an estimator called “computer cost” [18]:

F D �2t (4.20)

where �2 is the variance of a detector estimator, and t is the CPU time per primary
particle.

Some biasing techniques aim to reduce �2, others to reduce t , but all are gener-
ally referred to as variance reduction techniques. The variance �2 converges like
1=N (where N D number of particle histories), while the computer time t is
obviously proportional to N ; therefore, minimizing �2t means reducing �2 at a
faster rate than t increases or vice versa. The choice depends on the problems, and
sometimes the combination of several techniques is the most effective.

4.8.1 The Two Basic Rules of Biasing

In the Boltzmann equation, there are two main ingredients: the particle angular flux
‰.x/ (where x stands for all phase space coordinates) and various operators acting
on ‰.x/ŒS.x/; ˇ.x/; †s�. The operators are based on pdfs. The angular flux and
the pdfs can both be biased, assigning to each particle a statistical weight.

The particle angular flux ‰.x/ can be replaced by a fictitious angular flux
‰0.x/. The particle weight w.x/ must be replaced by a new weight w0.x/ such
that w.x/‰.x/ D w0.x/‰0.x/. For instance, one particle can be replaced by two
identical particles with half its weight and with the same position, energy, and
direction.

First rule of biasing:

Weight � angular flux must be conserved

The pdf-based operators appearing in the Boltzmann equation are

� Source S : space–energy–angular probability distribution.
� e�ˇ : probability distribution of distance to interaction.
� Scattering cross section†s: double-differential probability distribution in energy

and angle.

A pdfP.x/ can be replaced by a fictitious pdfP 0.x/. The particle weight w.x/must
be replaced by a new weight w0.x/ such that w.x/P.x/ D w0.x/P 0.x/.

Second rule of biasing:

Weight � probability must be conserved

In the following, a few common biasing techniques are briefly described.
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4.8.2 Importance Biasing

Importance biasing acts on the particle fluence. The goal is to achieve a situation in
which the number of contributions to fluence sampled in a given phase space region
is proportional to its share of the score by a detector of interest. The most common
form of importance biasing combines two techniques: surface splitting (also called
geometry splitting), which reduces �2 but increases t , and Russian roulette (RR),
which does the opposite. This kind of importance biasing is the simplest and easiest
to use of all variance reduction techniques. If used alone, it is also safe since it
introduces only small or zero weight fluctuations.

The user assigns a relative importance to each geometry region or cell (the actual
absolute value does not matter) based on one or both of the following criteria:

1. The expected fluence attenuation in that region with respect to other regions.
2. The expected probability of contribution to score by particles entering that region.

Importance biasing is commonly used to keep the particle population constant, com-
pensating for attenuation due to absorption or distance (first criterion), or to reduce
sampling in space regions that are not likely to contribute to the result (second
criterion).

4.8.2.1 Surface Splitting

If a particle crosses the boundary of a region, coming from a region of importance
I1 and entering a region of higher importance I2 > I1, the particle is replaced
on average by n D I2=I1 identical particles with the same phase space coordi-
nates (type, position, energy, direction). The weight of each “daughter” is that of the
parent particle multiplied by 1=n D I1=I2.

4.8.2.2 Russian Roulette

Russian Roulette (RR) acts in the opposite direction of splitting. If a particle crosses
a boundary of importance I1 to one of lower importance I2 < I1, the particle is
submitted to a random survival test: With probability I2=I1, the particle survives
with its weight increased by a factor I1=I2, and with probability .1 � I2=I1/ the
particle is killed (its weight is set to zero).

4.8.3 Weight Window

The weight window technique is also a combination of splitting and RR, but it is
based on the absolute value of the weight of each individual particle rather than
on relative region importance. The user sets an upper and a lower weight limit,
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generally as a function of the region, energy, and particle. Particles having a weight
larger than the upper limit are split so that the weight of their daughters will get
a value between the limits (i.e., it will be brought “inside the window”). Particles
having a weight smaller than the lower limit are submitted to RR: They are killed
or have their weight increased to bring them “inside the window,” depending on a
random choice. The new weight is calculated so that average weight is conserved.
The weight window is a more powerful biasing tool than simple RR or splitting
based on region importance, but it requires more experience and patience to set up
correctly since the expected absolute weights are not known a priori. It has often
been said that “it is more an art than a science,” but a “weight window generator”
has been implemented in the MCNP program [14], which helps the user in this
task [19], although it requires some experience to generate useful results and entails
some additional CPU cost.

The effect of a weight window can be understood as follows: Killing a particle
with a very low weight (with respect to the average for a given phase space region)
decreases the computer time per history but has little effect on the score (and there-
fore on the variance of the score). On the other hand, splitting a particle with a large
weight increases the computer time per history in proportion to the number of addi-
tional particles to be tracked, but at the same time reduces the variance by avoiding
large fluctuations in the contributions to scoring. The global effect is to reduce the
figure of merit �2t .

4.8.4 Time Reduction: Leading Particle Biasing

Leading particle biasing (LPB) is used to avoid the geometrical increase with energy
of the number of particles in a electromagnetic and hadronic shower [20]. In every
electromagnetic interaction, two particles are present in the final state (at least for
pair production and bremsstrahlung in the approximations made by most Monte
Carlo codes). With LPB, only one of the two particles is randomly kept, and its
weight is adjusted to conserve weight � probability. The most energetic particle
is kept with higher probability, proportional to its energy, as the one that is more
efficient in propagating the shower, and its weight is adjusted to account for the bias.

Let us assume that a particle with weight w produces two particles P1 and P2

with energy respectively E1 and E2, with E1 > E2. Their total unbiased weight,
inherited from the parent, will be 2w.

� Particle P1, chosen with probability E1=.E1 C E2/, will be assigned a weight
w � .E1 C E2/=E1.

� Particle P2, with probability 1 � E1=.E1 C E2/ D E2=.E1 C E2/, will have a
weight w � .E1 C E2/=E2.

Weight conservation is ensured:

w D E1

E1 C E2

E1 C E2

E1

C w
E2

E1 C E2

E1 C E2

E2

D 2w: (4.21)
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LPB is effective at reducing the CPU time per history t but increases the score vari-
ance �2 by introducing large weight fluctuations since a few low-energy particles
end up carrying a high weight, while many energetic particles will have a small
weight.

Therefore, LPB should be always backed up by a weight window. A similar
scheme can be applied to hadronic nuclear interactions as well, by which several
particles are routinely produced. In this more general case, a predetermined frac-
tion of the particles generated is kept rather than keeping one particle only. They are
selected using a probability proportional to their energy, and their weight is adjusted
accordingly.

There is an important warning: With LPB, as with many biasing schemes, the
energy is conserved only on average.

4.8.5 Nonanalog Absorption

Nonanalog absorption, also called survival biasing, is usually applied to low-energy
neutron transport. There are three possibilities to handle neutron scattering and
absorption (we indicate with �s the scattering cross section and with �t the total
cross section):

1. Analog: At each collision, scattering and absorption are sampled with the actual
physical probability: �s=�t and .1��s=�t /, respectively. If scattering is selected,
the weight is unchanged; if absorption, the weight becomes zero.

2. Biased without absorption: systematic survival, weight reduced by a factor
�s=�t .

3. Biased with user-defined absorption probability u. Scattering has probability
1�u. The weight is reduced by a factor �s

�t .1�u/
.

Possibility 2 is a special case of the third possibility with u D 0. The third option
is available in the FLUKA code [15]. Note the exchanges between probabilities and
weights, such that the product Probability �Weight will remain unchanged.

Biased survival without absorption makes a neutron remain alive forever, except
for escaping from the geometry. After many collisions, the neutron will have a very
small weight. In codes where this option is chosen, RR or a weight window tech-
nique are needed at each collision to avoid tracking neutrons with a weight too small
to make a significant contribution to the score.

4.8.6 Biasing Mean Free Paths

4.8.6.1 Decay Length

The mean life or the average decay length of unstable particles can be artificially
shortened to increase the generation rate of decay products. This technique is
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typically used to enhance statistics of muon or neutrino production. The kinemat-
ics of decay (decay angle) can also be biased to enhance sampling in a preferred
direction.

4.8.6.2 Interaction Length

In a similar way, the hadron or photon mean free path for nuclear inelastic interac-
tions can be artificially decreased by a predefined particle- or material-dependent
factor. This option is useful, for instance, to increase the probability of beam
interaction in a thin target or in a material of low density.

Mean free path biasing, for decay or inelastic interactions, can be done in
two ways:

1. The parent particle does not disappear; the weight of the particle and of its sec-
ondaries is modified to take into account the ratio between biased and physical
survival probability.

2. The survival of the parent particle is decided by RR by comparing a random
number to the ratio between biased and physical survival probability; if the par-
ticle survives, its weight is not modified. The secondaries are created in any
case, whether the parent survives or not, and their weight is modified to take
into account the ratio between biased and physical survival probability.

Interaction length biasing is also necessary to sample photonuclear reactions with
acceptable statistics since the photonuclear cross sections are much smaller than
those for electromagnetic processes.

4.8.6.3 Sampling from a Biased Distribution

The sampling technique based on the cumulative pdf can be extended to bias the
sampling probability in different parts of the interval (importance sampling).

Assume that f .x/ is replaced by g.x/ D f .x/h.x/, where h.x/ is any appropri-
ate weight function. We normalize f .x/ and g.x/:

f 0.x/ D f .x/R xmax
xmin

f .x/dx
D f .x/

A
(4.22)

g0.x/ D g.x/R xmax
xmin

g.x/dx
D g.x/

B
(4.23)

and consider the biased cumulative normalized distributionG.x/:

G.t/ D
R t

xmin
g.x/dx

B
(4.24)

Now, let us sample from the biased cumulative normalized distributionG instead of
the original unbiased F ; let us take a uniform random number � and get the sampled
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value X by invertingG.x/:
X D G�1.�/ (4.25)

The particle weight must be multiplied by the ratio of the unbiased to the biased
normalized pdf at x D X :

w0 D w
f .X/

g.X/
D w

B

A

1

h.X/
(4.26)

A special case occurs when the biasing function chosen is the inverse of the
unbiased pdf:

h.x/ D 1

f .x/
g.x/ D f .x/h.x/ D 1 (4.27)

G.x/ D
R x

xmin
g.x/dxR xmax

xmin
g.x/dx

D x � xmin

B

D x � xmin

xmax � xmin
:

(4.28)

In this case, X D G�1.�/ D xmin C �.xmax � xmin/ and the weight of the sampled
particle is multiplied by

B

A

1

h.X/
D xmax � xmin

A
f .X/: (4.29)

Because X is sampled with the same probability over all possible values of x, inde-
pendently of the value f .X/ of the function, this technique is used to ensure that
sampling is done uniformly over the whole interval, even though f .x/ might have
small values in some x range. For instance, it may be important to avoid undersam-
pling in the high-energy tail of a spectrum, steeply falling with the energy but more
penetrating at high energies, such as that of cosmic rays or synchrotron radiation.

4.9 Monte Carlo Results

It is often said that a Monte Carlo calculation is a “mathematical experiment” [4,21].
Each aspect of a real experiment indeed has its Monte Carlo equivalent:

Experimental technique ) Estimator
Instrument ) Detector
Measurement ) Score or tally
Result of an experiment )Monte Carlo result

Just like a real measurement, a score is obtained by sampling from a statisti-
cal distribution. As an experimental result consists of an average of measurement
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values, a statistical error, and a systematic error, a Monte Carlo result is an average
of scores, a statistical error, and a systematic error generally unknown.

4.9.1 Estimators

There are often several different techniques to measure the same physical quan-
tity; in the same way, the same quantity can be calculated with different kinds of
estimators.

4.9.1.1 Estimator Types

There are various types of estimators, depending on the quantity to be estimated and
on its topology (phase space region over which the quantity is integrated).

� The boundary crossing estimator is used to estimate the fluence or the current of
particles at a physical boundary between two space regions. Possible results are
mono- or multidifferential fluence spectra as a function of energy, angle, particle
type, and so on.

� The track length estimator calculates the fluence of particles in a region of real
space. The results are fluence spectra as a function of particle energy and type
based on their path lengths within the region volume.

� A pulse height estimator is used to simulate the response of a spectrometer (i.e.,
a Ge detector). The quantity estimated is the energy deposited in a region of
real space, and the result is the spectrum of deposited energy within the region
volume.

� Scalar integral estimators are used to predict scalar quantities, or their densities,
such as deposited energy, inelastic interactions (“stars”), induced activity, and so
on in a region of real space.

� A mesh (or binning) estimator is a special case of scalar estimator, providing a
two- or three-dimensional space distribution of a scalar quantity (scalar fluence,
energy deposition, star density) over a regular subdivision of a portion of real
space in subvolumes, generally independent from the tracking geometry.

4.9.2 Detectors

While an estimator is a technique to “measure” a certain quantity, a detector is an
instantiation (a concrete application) of an estimator in a particular region of phase
space. For instance, a track length estimator of fluence can be concretely applied
as a particular detector consisting of a sphere of given radius centered at specified
coordinates. Often, a Monte Carlo user wants to get a result at one or more detectors
and has no interest in what happens elsewhere. In this case, biasing can be used to
accelerate convergence in the neighborhood of a detector at the expense of other
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parts of phase space (but if biasing is done correctly, for N ! 1, the integration
will converge to the true value everywhere, although at a different speed). Thanks to
modern fast computers, however, it is often possible to obtain a good result with a
multiple detector (a mesh detector) covering a large region of real space. This kind
of detector can be useful for identifying shielding weaknesses in unexpected places,
as revealed, for instance, by color plots.

4.9.3 Statistical Errors

The variance of the mean of an estimated quantity x (e.g., fluence), calculated in N
batches, is given by

�2
<x> D

1

N � 1

2
4
PN

1 nix
2
i

n
�
 PN

1 nixi

n

!2
3
5 (4.30)

where ni is the number of histories in the i th batch, n D †ni D total number of
histories in the N batches, and xi is the average of x in the i th batch. The variance
can be calculated for single histories (in the limit N D n; ni D 1) or for batches of
several histories each (not necessarily the same identical number).

The distribution of scoring contributions by single histories can be asymmetric
since many histories contribute little or zero. Scoring distributions from batches tend
to be Gaussian for N !1, provided �2 ¤1 (central limit theorem).

The standard deviation of an estimator calculated from batches or from single
histories is an estimate of the standard deviation of the actual distribution (“error of
the mean”). The precision of such an estimate depends on the type of estimator and
on the particular problem, but the sample average converges to the actual distribution
average for N !1.

4.9.3.1 Effect of Sampling Inefficiency on Statistical Errors

The following table, adapted from the MCNP manual [14], suggests that the actual
meaning of a calculated statistical error may be different in Monte Carlo from that
expected based on the statistics of experiments:

Relative error Quality of tally
50–100% Garbage
20–50% Factor of a few
10–20% Questionable
<10% Generally reliable
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Why does a 30% calculated error mean in fact an uncertainty of a “factor of a
few”? This is because the actual error corresponds to the sum (in quadrature) of two
uncertainties: one due to the fraction of histories that give a zero contribution and
one that reflects the spread of the nonzero contributions. Often, this results in a dis-
tribution of “hits” in the detector of interest is far from Gaussian. Furthermore, by
definition, the error computed according to 4.30 can never exceeds 100% if at least
two hits have been recorded. Finally, in many situations the score is dominated by
few, large-weight, events, which can be undersampled and result in a sudden jump
in the result as soon as one of them is recorded. The MCNP guideline is empiri-
cally based on experience, not on a mathematical proof, but it has been generally
confirmed also in other codes.

4.9.4 Other Errors

Just as in experimental measurements, in addition to statistical errors Monte Carlo
results can be affected by systematic errors and in some unfortunate cases even
by mistakes. Systematic errors arise from code weaknesses (e.g., in the physics
models), lack of information (e.g., in material composition, particularly when
trace elements are an issue), and problem simplification (e.g., in the geometry
description).

4.10 Quality Assurance

Many enforcing authorities require that quality assurance (QA) must be applied to
design procedures. But, imposing it on Monte Carlo calculations can only be done
in a limited way. Monte Carlo is not a “black box,” and different users are likely
to choose different approaches, equally valid, to the same problem. Among other
difficulties, a strict QA would probably require forbidding to write user code and
would be incompatible with the use of most variance reduction techniques (“they
are more an art than a science,” as reminded here). However, QA can be required for
keeping proper documentation about code version, input, outputs, applied biasing,
possible user code, assumptions, normalization, and so on. Other recommended QA
features are that critical calculations have to be submitted to peer reviews and to
audits made by independent experts.
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Chapter 5
Sealed Radionuclide and X-Ray Sources
in Nuclear Medicine

Sören Mattsson and Arne Skretting

5.1 Introduction

Apart from the radiopharmaceuticals that are administered to the patient as part of
an examination or treatment [1], nuclear medicine uses different radiation sources,
both as part of the examination procedures and for quality control of the equipment
involved. In connection with the examination, radiation sources are used as markers
and for measurements of transmission of radiation through the body as a basis for
attenuation correction. The performance of activity meters, scintillation cameras,
and positron emission tomographic (PET) scanners are all monitored by the use of
solid radiation sources. It is preferable that these sources have long half-lives to
simplify constancy checks and to avoid frequent costly replacements.

Today, an increasing number of nuclear medicine procedures are carried out using
“hybrid imaging” [2]. Images that show different aspects of anatomy and physiol-
ogy are acquired by different – mainly three-dimensional – techniques and shown on
one screen with all image sets geometrically aligned and often displayed on top of
one another. Thus, one finds combined single-photon emission computed tomogra-
phy and computed tomography (SPECT/CT), PET/CT, SPECT/PET, and PET/MR
(magnetic resonance). This development has brought CT and thereby X-ray sources
into the practice of nuclear medicine. Here, CT images are used not only for iden-
tification of anatomical details but also as a basis for attenuation correction. Older
techniques for attenuation correction (i.e., measurement of the transmission through
the body using radiation from a radionuclide source) are now being increasingly
substituted by CT scanners incorporated in the equipment.
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5.2 Sources

5.2.1 Sealed Sources for Constancy Control of Activity Meters

Sources for calibration and constancy control of activity meters should have long
physical half-lives, a range of photon energies, and a range of activities and be
activity calibrated within˙5% or better [3] (Table 5.1).

“Mock sources” are sources (often long lived) used to simulate the real, clinically
used sources, such as mock 99mTc made from 57Co or 141Ce, mock 131I of 137Cs
or 133Ba, mock 125I of 129I, and so on. 60Co and 226Ra are used for checking
the long-term stability of the activity meters and surface monitors. If there is no
calibration source, an approximate calibration can be obtained from information
about the specific gamma-ray dose constant � for the radionuclide in question by
interpolation between radionuclides of nearby photon energies (refer to Fig. 5.1) for
which calibrations exist.

Table 5.1 Sources used for constancy control of activity meters (and gamma counters for in vitro
measurements)

Radionuclide Photon energy (keV) Half-life Typical activity (MBq)
57Co 122; 136 271 days �40
141Ce 145 32.5 days �40
133Ba 81; 356 10.7 years �10
137Cs 662 30 years �4
129I 30 1:6 � 107 years �4
60Co 1,173; 1,332 5.27 years �2
226Ra (in equilibrium with

its decay products)
186; 242; 295; 352; 609 1,600 years �2

3
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Fig. 5.1 Example of sensitivity variation with photon energy for a cylindrical activity meter
(erroneously often still called “dose calibrator”)
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5.2.2 Sealed Sources Used for Marking of Anatomical
Locations in Images

Sealed sources of 57Co are commonly used in pencils, rulers, or flexible lines to
mark anatomical structures so that these can be shown superimposed on the diag-
nostic images. Such sources have an activity of 1–8 MBq at purchase and are used
for a period of around 2 years. Another radionuclide that is used for this purpose is
241Am (59 keV). The photon energies of these sources are different from that of the
photons emitted from the actual radionuclide inside the body, and this means that the
energy window has to be shifted for imaging the markers. It is therefore important
that the positional energy linearity of the scintillation camera is acceptable. In some
older models of cameras (working mainly with analog electronics), one could expe-
rience erroneous positioning of the marker image relative to the diagnostic image.
As an example, photons from 131I and 57Co emitted from the same position on
the camera surface would in case of such errors show up in different positions in
the image.

5.2.3 Sources for the Control of Gamma Cameras

To regularly control uniformity, sensitivity, spatial resolution, spatial linearity,
energy resolution, and “peaking” of gamma cameras, there is a need for a number
of point, line, collimated line, planar, and flood sources. The performance param-
eters are checked without the collimator (“intrinsic” tests) and with the collimator
mounted (“extrinsic” tests).

For uniformity correction, an image of a uniform source is obtained with a high
number of counts. This procedure requires tenfold activity compared to that used
for the regular flood source (uniformity) measurements.

The intrinsic uniformity is measured using a point source of around 20 MBq
at a distance of about five times the field-of-view (FOV) diameter of the camera to
ensure uniform irradiation of the detector. Intrinsic spatial resolution can be assessed
with a four-quadrant bar phantom placed on the detector and a similar point source
arrangement.

Measurements of extrinsic uniformity can be performed using either a solid disk
of 57Co (T1=2 D 270 days; 122 keV) with an activity of 400–600 MBq at the time of
purchase or a refillable plastic source containing a mixture of 400–600 MBq 99mTc
(99mTc W T1=2 D 6 h.; 140 keV) (or any other radionuclide of interest) and water. As
with the intrinsic test, uniformity correction procedures require ten times the activity
used for the regular acquisition with a uniform source.

Besides the difference in photon energy between 57Co and 99mTc; 57Co disk
sources have two major drawbacks. They are expensive and need to be replaced
every 1–2 years. In addition, new 57Co sheet sources usually contain small amounts
of 56Co and 58Co. These radionuclide contaminants have a shorter half-life
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(70–80 days) than 57Co and emit high-energy gamma rays .>500 keV/. Visual
inspection of the energy spectrum from a recently manufactured 57Co sheet source
will often show a significant amount of high-energy contamination. During the first
few months of use, this contamination may adversely affect the results of the tests
unless measurements of uniformity are performed with a medium- or high-energy
collimator. The disadvantages of a 99mTc flood source are the time taken in prepar-
ing the source and the unavoidable radiation exposure to the personnel. In addition,
refillable sources are prone to a number of other problems. These include geometric
distortion of the walls of the container, presence of air bubbles inside the source
(which can be avoided by bubble traps), poor mixing of the radionuclide within
the source, and clumping or adhesion of the radionuclide to the walls of the plastic
container.

For SPECT, the overall system performance may be evaluated using some of
the commercially available liquid-fillable tomographic phantoms. These are usually
circular phantoms containing a variety of rods or spheres (nonradioactive or radioac-
tive inserts of different sizes) that can be filled with a mixture of water and 99mTc.
Image quality is then evaluated by visual inspection. The spatial resolution can also
be measured with a point source (made by immersing a small seed or gel ball of
99mTc), the image of which can be fitted to a Gaussian function to determine the
full width at half maximum (FWHM).

The position of the rotational axis relative to the image matrix (center of rotation,
COR) can be measured by acquisition of projection images of a point source of
99mTc viewing from angles that span 360ı. Opposite views enable determination of
the true position of the rotational axis and calculation of the offsets relative to the
midpoint of the image matrix. These offsets are then stored and used for subsequent
real-time corrections of the x (positional) signal before the actual count is assigned
to a picture element.

5.2.4 Sources for Attenuation Correction of SPECT
Measurements Through Transmission Measurements

5.2.4.1 Radionuclide Sources

Several SPECT systems currently use a transmission source of a radionuclide that
is mounted opposite to the detector in different configurations [4]. An approach
to attenuation correction for 99mTc imaging that has been used in the past used
sealed line sources of 153Gd (T1=2 D 242 days) and 57Co (T1=2 D 270 days).
These sources provide beams of around 100-keV photons (153Gd photon energies
of 97 keV in 29% of the decays and 103 keV in 21%; 57Co photon energies 122 keV
in 86% and 136 keV in 11%) and are scanned in the longitudinal direction at each
step of the SPECT acquisition to provide transmission maps of the region under
investigation (Fig. 5.2). The typical activity of a 25 cm long 153Gd line source,
encapsulated and collimated, is 30–800 MBq. For 201Tl (70 keV in 59%, 80 keV
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Fig. 5.2 Line sources are scanned over the gamma camera field of view to get transmission maps
for different directions. These data are used for the reconstruction of � maps

Fig. 5.3 Two alternative setups for the acquisition of transmission maps to be used for the
reconstruction of � maps

in 13%, 167 keV in 10%) imaging, 241Am (59 keV in 36%) and 153Gd (97 keV in
29%, 103 keV in 21%) are used in different configurations. Different other geomet-
rical arrangements for measurement of transmitted radiation with sealed sources are
illustrated in Fig. 5.3. Correction of images for attenuation effects is complicated by
the broad range of tissue types (lung, soft tissue, muscle, and bone) that are present
in the body volumes of interest. The goal of attenuation correction is to create a
matrix of correction factors (refer to the next paragraph), with each matrix element
corresponding to a voxel in the SPECT image. The basis for the calculation of such
correction factors is an image set that contains in each voxel the value of the linear
attenuation coefficient (a � map) for photons from the actual radiopharmaceutical
(see also the next section).
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5.2.4.2 CT

A better alternative for attenuation correction in SPECT is the application of a built-
in CT, which has the advantage of fast data collection. CT images are also useful for
diagnostic purposes and for anatomic localization of a SPECT finding (by aligned
superposition of the image sets, “fusion”). The CT attenuation map reconstructed
from measurements with an effective CT photon energy of, say, 70 keV can easily
be converted (using mass attenuation ratios for 70 and 141 keV in tissue) to form
the � maps corresponding to the SPECT photon energy of 141 keV. This combined
modality is today the most sold alternative for attenuation correction.

Correction factors are derived for each voxel as the inverse of the mean atten-
uation factors for photons that are emitted from the actual voxel [4]. The mean
attenuation factor can be determined from calculated attenuation factors (based on
the � map) along the paths in the directions of the different viewing angles. The cor-
rection factors are subsequently applied to the reconstructed SPECT images voxel
by voxel.

Current technology using multidetector arrays (typically 64 detector rows) and
helical (spiral) scanning permits acquisition of several hundred CT slices while the
patient holds his or her breath. The X-ray tube may move around the patient in as
little as 0.35 s, and the slice thickness can be as low as 0.6 mm.

The integration of an emission tomography system (SPECT or PET) and CT
scanning with a common patient-handling system (bed) provides a significant
advance in technology (Figs. 5.4 and 5.5). The two scanners are mechanically
aligned. These combinations permit the acquisition of emission and transmission
data sequentially in a single study with the patient in an ideally fixed position. Thus,
the two data sets can be acquired in a registered format by appropriate calibrations,
permitting the acquisition of corresponding slices from the two modalities.

Metal case
Glass envelope

X-ray quanta
Rotating anode

Rotor

Cathode block
Filament Collimator

Stator of
induction motor

Fig. 5.4 A single-photon emission computed tomographic/computed tomographic (SPECT/CT)
system with dual-head scintillation cameras and a low-output fan-beam CT scanner. A separate
figure showing the principles of an X-ray tube is included to the right



5 Sealed Radionuclide and X-Ray Sources in Nuclear Medicine 67

SPECT

CT

Fig. 5.5 An integrated dual-head scintillation camera single-photon emission computed tomo-
graphic (SPECT) system and a commercially available computed tomographic (CT) scanner

Since the CT images are acquired with smaller pixels than the emission data, it is
necessary to decrease the resolution of the CT data (rebin to a smaller matrix size) to
provide attenuation correction matrices for the emission study. Because of reduced
noise in the rebinned images, adequate attenuation correction can be obtained even
with a “low-dose” CT study.

Another advantage related to the high photon fluence rate of CT scanners is
that attenuation measurements can be made in the presence of radionuclide dis-
tributions with negligible contributions from photons emitted by the radionuclides,
which means that postinjection CT measurements can be performed. The use of CT
also eliminates the need for additional hardware and transmission sources that often
must be replaced on a regular basis.

5.2.4.3 Clinical SPECT/CT Systems

The clinical SPECT/CT systems currently used typically have dual-head scintilla-
tion cameras and a CT sharing a common imaging table. There are two approaches
to clinical SPECT/CT applications. The first is the use of a low-output fan-beam
CT scanner (Fig. 5.4) using an X-ray tube (with low tube current,�2:5 mA). It can
acquire four 5-mm anatomical slices in 13.6 s (e.g., General Electric Hawkeye). The
CT images acquired with this system are not of sufficient quality for diagnostic pro-
cedures but are adequate for attenuation corrections and anatomical correlation with
emission images. The slow scan speed is actually an advantage in regions where
there is physiological motion since the CT image blurring from the motion is com-
parable to that of the emission scans, resulting in a good match in the fused images.
The effective dose from this system is typically around 3 mSv, which is much higher
than for applications using radioisotope transmission sources (0.1 mSv).

The second approach is to integrate commercially available CT scanners with
dual-head scintillation cameras (Fig 5.5). Typically, tube currents of 20–500 mA are
used, facilitating slice thicknesses of 0.6–10 mm and rotation times of 0.5–1.5 s.
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These systems give approximately four to five times the patient radiation dose of
that from a fan-beam CT system. Since the CT scanners in these systems are com-
mercially available diagnostic systems, the images produced are of sufficient quality
to be used for diagnostic purposes in addition to their obvious use for attenuation
correction and anatomical correlation. Effective doses to the patient from examina-
tions with these systems are on the order of 10–15 mSv when images of diagnostic
quality are produced. Operated in a lower radiation dose mode (about 3 mSv) by
reducing the X-ray tube current, these systems are still acceptable for attenuation
correction and anatomical correlation applications.

5.2.5 Sources for Constancy Check and Attenuation Correction
of PET Measurements Through Transmission
Measurements

Different radiation sources are used in PET to calibrate detector efficiency (to cali-
brate for detector nonuniformities) and to assess attenuation in the patient. Examples
of radionuclide sources are 68Ge (T1=2 D 271 days), 137Cs (30 years), and 22Na
(2.6 years). 68Ge (or more correctly its daughter, 68Ga) and 22Na are positron emit-
ters, and 137Cs emits a single 662-keV photon. In PET/CT equipment, the CT is
also used for attenuation correction.

All manufacturers have a standard procedure for the acquisition of PET “normal-
ization” data.

Depending on the system and the acquisition mode (two and three dimen-
sional), the normalization procedure can be accomplished using different sources
and phantoms. The most widely used ones are as follows:

1. A rotating 68Ge line source
2. A uniform cylindrical 68Ge phantom centered horizontally and vertically in the

FOV of the PET
3. A rotating 137Cs point source

5.2.5.1 Clinical PET/CT Systems

Clinical PET/CT systems have CTs equipped with 4, 8, 16, 64, or even more detector
rows and provide images of sufficient diagnostic quality to be used for diagnos-
tic procedures. As with SPECT/CT systems, the CT scanners can be operated at
reduced tube current if the scans are only to be used for attenuation correction and
anatomical correlation.

For attenuation correction, earlier generations of PET scanners used rod sources
of 68Ge=68Ga or 137Cs that rotated slowly around the patient to measure transmis-
sion through the body at detector elements on the opposite side of the body. Matrices
of attenuation coefficients were then calculated by basically the same algorithms that
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are used in modern CT scanners. Today, far more than 90% of the PET scanners that
are purchased come with a CT scanner that is mounted on the same gantry as the
PET scanner, and the patient can be transferred under computer control between
PET scanner and a helical CT scanner. Again, corrections need to be carried out to
take into account the differences in photon energies of 511 keV and the effective
energy of the CT scanner (around 70–90 keV). Such corrections may be difficult to
perform when iodine contrast is present in the body.

Attenuation correction is simpler in PET than in SPECT because both anni-
hilation photons need to reach detectors on the opposite sides of the body. The
probability of this outcome depends on the sum of attenuation coefficients along
the line that connects the two detectors where the two photons hit. This means
that the acquired activity projections (sinograms) can be corrected for attenuation
before the reconstruction routine is run.

5.2.5.2 Radiation Dosimetry Considerations for SPECT/CT and PET/CT

The replacement of conventional transmission sources with CT increases the con-
cern regarding radiation dose to the patient. In the past, the radiation dose from
transmission sources such as 153Gd used in SPECT and 68Ge used in PET was gen-
erally ignored due to the small contributions associated with their use in comparison
to the dose from the radionuclide studies. For example, the effective dose for a PET
transmission scan with 68Ge sources is on the order of 0.1 mSv. However, when CT
is used, the dose associated with this procedure is of such magnitude that it must
be taken into consideration. The effective dose for a diagnostic CT of the chest,
abdomen, pelvis is on the order of 10 mSv. For purposes of comparison, the effec-
tive dose from a PET scan with 370 MBq of 18FDG (18F-fluoro-deoxy-glucose)
is 11 mSv and from a SPECT scan with 900 MBq of 99mTc-labeled white cells is
18 mSv. If the CT scan is only to be used for attenuation correction, the tube current
(mA) can be reduced by a factor of four or more, reducing the effective dose to no
more than 3 mSv.
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Chapter 6
Radiopharmaceutical Production

Uwe Holzwarth

6.1 Introduction

Radiopharmaceuticals are medicinal formulations containing one or more radionu-
clides. The emissions of the radionuclide are used either in diagnostics to trace and
visualise the biodistribution of a substance or in therapy to deliver a high radia-
tion dose to a target tissue. The particularity of radiopharmaceuticals consists of
their capability to retrieve information on a molecular level and to address sys-
tems with very low densities of receptor molecules in vivo and in a noninvasive
way [1, 2].

In diagnostic applications, a tiny concentration of molecules, which are detectable
due to the emissions from their radioactive labels, is added to the biological system
as a radiotracer to examine the metabolism, biokinetics, and biodistribution of these
molecules. The concentration of the radiolabelled tracer added to the biological sys-
tem is small enough not to alter the properties of the process under investigation.
This presumes that the radiolabelling of a molecule does not alter its physiological
and biochemical properties since the radiotracer must behave in the system exactly
as does the native nonlabelled molecule. The only additional property of the tracer is
that it simultaneously broadcasts information, which allows a mapping of the phys-
iological function and metabolism of a tissue and from this mapping conclusions on
tissue function or dysfunction can be drawn [1–4].

The widespread utilisation and growing demand for these techniques can be
attributed to the development and availability of a rapidly increasing number of
specific radiopharmaceuticals (currently more than 100) [3] and the availability
of suitable radionuclides produced in research reactors [5, 6] or with accelerators
[7, 8]. Whereas the number of research reactors is in slight decrease and facilities
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are increasingly ageing, with booming positron emission tomography (PET)1 there
has been a surge in the technical development and production of small-size, low-
cost cyclotrons (with proton energies below 20 MeV) for the local production of
short-lived PET radionuclides like 11C; 13N; 15O, and 18F [3, 7]. Most of the more
than 350 cyclotrons worldwide are involved in the production of 18F for PET trac-
ers like Œ18F�-FDG (2-Œ18F�-2-desoxy-D-glucose). 18F can substitute an OH group
in a biomolecule without significantly changing its biochemical physiological prop-
erties. With a physical half-life of about 110 min, 18F-labelled molecules can even
be distributed from a central radiopharmacy equipped with a cyclotron to satellite
PET centres that can be reached within typically one half-life. Thus, today about
10% of all imaging procedures in nuclear medicine are performed with 18F-labelled
molecules [3].

For scintigraphy and single-photon emission computed tomography (SPECT),
99mTc is the most used radionuclide since it can be eluted at the hospital from a
99Mo=99mTc generator [10].

The convenience of having a radionuclide generator that can be used for 1 week
promoted the development of 99mTc radiochemistry and of cold kits, so called
because they do not contain radioactivity. Cold kits are an efficient way to formu-
late 99mTc-labelled radiopharmaceuticals from sodium pertechnetate solution eluted
from a 99mTc-generator. Cold kits are prepared on large scale by companies or lab-
oratories in such a manner that they have long shelf lives of at least several months.
Usually, they can be transported at room temperature and are then stored under
refrigeration to ensure stability [3]. Dozens of different labelling kits are available
that allow using 99mTc for a wide variety of diagnostic applications. Therefore,
99mTc is used in about 80% of the about 30 million imaging procedures per year
worldwide [11].

Radioiodine .131I/ was first used in the treatment of metastasized thyroid can-
cer in 1943 [12] and remained the most efficient treatment of hyperthyroidism
and thyroid cancer until today [3]; further optimizations in terms of increased
response rate [13] and reduced risk of secondary primary malignancies [14] can
still be expected. Also, the palliative treatment of pain from skeletal metastasis with

1 PET radiopharmaceuticals use as labels radionuclides that undergo a positron .“C/-decay. After
the decay event the positron looses its kinetic energy by collisions with atoms and molecules.
Together with an electron the now thermalized positron forms positronium, i.e., an unstable
hydrogen-like state. After at maximum a few �s, electron and positron become annihilated and
the annihilation converts the masses of both particles into two ”-quanta with an energy of 511 keV
each. Due to conservation of both energy and momentum these ” quanta are emitted at an angle of
about 180ı . As these ”-rays have sufficiently high energy they penetrate the body with low prob-
ability of interaction and can be imaged externally by means of coincidence measurements in two
detectors (of a ring of detectors around the patient) located on the opposite site of the patient. This
coincidence measurement gives PET an advantage over SPECT because collimators are no longer
required, yielding a 10 to 100 times higher sensitivity than SPECT, which is moreover independent
of the desired resolution that depends mainly on the size of the individual detector elements. Since
positron emitting PET radionuclides like C, 13N; 15O and 18F do not significantly alter the proper-
ties of the tracer molecules their metabolism remains essentially unchanged and a quantification of
their biodistribution requires only an input function that can be obtained from a blood sample [4,9].
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radiopharmaceuticals such as 89SrCl; 153Sm-EDTMP (ethylenediamine tetra(meth-
ylene phosphonic acid)), 186Re-HEDP (hydroxyethylidene diphosphonate), or
188Re-HEDP is practiced clinically, and response rates of up to 80% are reported
[15]. Advances in tumour biology and radiobiology, in the technology of anti-
body production and engineering [16], in peptide synthesis, and in radiochemistry
[17] have enabled vast research on the development of targeted cancer therapies
with radiopharmaceuticals [18]. Such radiopharmaceuticals should associate exclu-
sively with tumour cells regardless of their location and kill or inactivate them.
At the same time, the dose to healthy tissue should be kept to acceptably low
levels [19]. This research has brought about the first two (approved by the Food
and Drug Administration [FDA]), commercially available radiolabelled, antibody-

guided pharmaceuticals (Zevalin
TM

and Bexxar
TM

) for the treatment of B-cell
lymphoma [20–23]; these are supplied as a kit to be labelled with 90Y or as a final
product labelled with 131I, respectively.

After a lot of effort has been spent on the in vitro quantification of the expression
of somatostatine receptors in human neuroendocrine tumour tissues [24,25], notice-
able progress is made in the development of peptide receptor radionuclide therapies
(PRRTs) [26–28]. Not only 18F-FDOPA (fluorodihydroxyphenylalanine) has been
proposed for diagnosis and staging [29], but also diagnostic radiopharmaceuticals
are available to verify the receptor density in vivo for dosimetry and treatment
planning. These are mainly labelled with 111In [30]; recently, 68Ga [30, 31] was
introduced for this purpose, whereas 90Y and 177Lu are used in therapy (e.g.,
[2, 32]).

To improve the efficacy of antibody-guided radionuclide therapy, pretargeting
strategies are being developed [2, 33, 34] that use either bispecific antibodies [35]
or the avid interaction between avidin/streptavidin and biotin [36]. Bispecific anti-
bodies bind with high affinity on one side to the tumour-associated antigens and
on the other side to a radiolabelled hapten, which is administered in a later phase
when the superfluous antibody construct has cleared from the bloodstream. The
avidin/biotin approach usually applies a clearing agent in an intermediate step to
remove the excess pretargeting substance from the bloodstream. The radiolabelled
carrier is administered in a next step and binds with high affinity to the pretargeting
substance. Generally, the radiolabelled molecules can be much smaller than anti-
bodies and can therefore reach their targets faster. This allows a labelling with a
shorter-lived radionuclide that provides a higher dose rate in the target tissue. Biva-
lent haptens, binding to more than one target molecule, can improve the efficacy of
tumour targeting. Pretargeting molecules that provide more than one binding site
for the hapten can multiply the receptor density for the radiolabelled conjugate. In
this way, higher doses and dose rates can be achieved in the target tissues while
increasing the dose ratio of tumour to normal tissue (e.g. [2, 37]).

To increase the amount of radioactivity on the treatment site, the emerging field
of nanomedicine uses microspheres such as liposomes or polymeric micelles loaded
with radioactivity or radioactive nanoparticles [38–40]. One promising application
is the so-called radioembolic therapy of tumours in which the carriers are injected
in the tumour vascularisation [41, 42]. In case of ferromagnetic nanoparticles, the
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radiation effect may be enhanced by combining magnetic targeting in a strong
magnetic field gradient with mild local heating by applying an external alternating
magnetic field to increase the radiosensitivity of the targeted tissue (cf. [43, 44]).

In spite of all recent and future developments, the challenge in radiopharma-
ceutical development and production will remain finding the proper combination
of a carrier molecule or carrier system with a radionuclide that meets all medi-
cal and pharmacological requirements [1, 2, 16, 17]. The complete task is a highly
multidisciplinary project and requires knowledge in different fields such as radia-
tion physics, radiochemistry, biochemistry, biotechnology, immunology, oncology,
pathology, haematology, radiobiology and dosimetry, pharmacology, and nuclear
medicine [45, 46]. Especially, the radiochemical labelling procedure needs to take
into account a large variety of biological and pharmacological factors [45]. The final
result will be a compromise among the radiobiological properties of the radionu-
clide, the physiological and biochemical properties of the carrier or tracer molecule,
and the radiochemical and chemical feasibility to produce a pure, compound that
is stable in vivo and still exhibits the envisaged pharmacological properties and
medical effect.

6.2 Radionuclide Properties

More than 1,000 radionuclides can be produced in nuclear reactors or with acceler-
ators, but only a few of them offer physical and chemical properties that make them
suitable for medical applications. But, the radionuclide with the best-suited physical
properties cannot always be used for a specific tracer. Special attention has to be paid
to the chemical properties that substantially influence the selection of the labelling
method, which then decides on success or failure of the labelled compound.

6.2.1 Quality and Energy of the Emission

Nuclear medical imaging is based on the detection of emissions from a radionu-
clide that has been infiltrated in the metabolism of the body. Hence, one is seeking
”-ray emitters with a ”-ray energy of around 150 keV, for which the sensitivity and
resolution of currently used SPECT cameras has been optimised2 [47]. For PET,
the energy of the emitted positrons should be as small as possible to minimise the
distance between the emission and the annihilation sites of the positron. The travel
distance of the emitted positron contributes to the physical resolution limit of PET
imaging because it is the distance between the location of the radiotracer that is
supposed to be imaged and the origin of the detected 511-keV ”-quanta that are

2 This optimization is a consequence of the properties of 99mTc as the dominating radiolabel for
non-PET diagnostics.
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Table 6.1 Compilation of the most important PET radionuclides

Nuclide Half-life Average “C-energy Mean range in “C intensity (%)
(MeV) tissue (mm)

11C 20.385 min 0:386 0:3 99:75
13N 9.965 min 0:492 1:4 99:80
15O 2.037 min 0:735 1:5 99:90
18F 109.77 min 0:250 0:2 96:73
62Cu 9.673 min 1:314 2:3 97:43
64Cu 12.701 h 0:278 0:2 17:60
68Ga 67.71 min 0:830 1:9 89:14
82Rb 76.38 s 1:479 2:6 95:43
86Y 14.74 h 0:660 0:7 31:9
89Zr 78.41 h 0:396 0:3 22:74
124I 4.176 days 0:820 0:8 22:7

All nuclear data were taken from [49]. The average “C-energy is given because it is more sig-
nificant than the frequently cited maximum energy of the “C-spectrum for which the emission
probability tends to zero. The data for the mean range in tissue have been taken from [4, 50].

Table 6.2 Compilation of the most frequently used radionuclides for planar gamma camera and
single-photon emission computed tomography (SPECT) imaging and their most relevant physical
properties

Nuclide Half-life Preferentially imaged Intensity (%) Decay mode Source
”-energy (keV)

67Ca 78.28 h 93:3 38:81 EC Cyclotron
184:6 21:41

300:2 16:64
81mKr 13.10 s 190:5 64:9 IT Generator
99mTc 6.015 h 140:5 89:06 IT Generator
111In 67.31 h 171:3 90:7 EC Cyclotron

245:4 94:1
123I 13.22 h 159 83:3 EC Cyclotron
131I 8.025 days 364:5 81:5 “� Reactor
133Xe 5.243 days 81:0 38:0 “� Reactor
201Tl 73.01 h 167:4 10:0 EC Cyclotron

All nuclear data were taken from [49]. Only the most frequently imaged ”-rays are presented
with their energy and intensity. The decay modes EC, IT, IC indicate electron capture, isomeric
transition, and internal conversion, respectively.

imaged [4]; therefore, high positron energies will degrade spatial resolution [48].
The physical properties of the most important diagnostic radionuclides are compiled
in Tables 6.1 and 6.2.

Radionuclides emitting “�- and ’-radiation are avoided in diagnostic appli-
cations because they cause excessive radiation exposure without any benefit for
imaging. An exception to this rule are the so-called breath tests, which are per-
formed using either the stable carbon isotopes 13C (and less frequently 11C) or the
“�-emitter 14C. The common principle of these tests consists of the oral admin-
istration of a substance labelled with one of the mentioned carbon isotopes. The
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substance is then metabolised, and the stable or radioactive carbon labels are
incorporated in CO2 molecules that can be found in exhaled breath. Their concen-
tration is determined using a gas chromatograph isotope ratio mass spectrometer or
scintillation detection, respectively. This method allows a precise evaluation of the
presence or absence of etiologically significant changes in metabolism due to the
lack of a specific enzyme or due to a specific disease [51], such as the presence of
bacteria in the large or small bowel that metabolise the administered substance,
thereby producing 14C-CO2, which is then taken up by the blood and exhaled.
Among the various applications, mainly three tests are performed quite frequently:
fat absorption using 14C-trioleine, bile acid absorption using 14C-chologlycine, and
most commonly, the detection of Helicobacter pylori infection in the stomach using
14C-urea [52]. Breath tests usually require collection of multiple breath samples
over an extended time period, which creates difficulties in routine clinical practice
(see the editorial [51] and articles in this special issue).

On the other side, “- and ’-radiations are suitable for therapeutic applica-
tions in which a high radiation dose needs to be delivered to a limited target
volume. A coemission of low-energy ”-rays or positrons at low intensity for imag-
ing might be desired to assess the biodistribution of the radiopharmaceutical and
the corresponding dose distribution, whereas emissions of high-energy ”-rays are
undesired.

The emission of ’-particles with a typical range of a few cell diameters would be
ideal for the treatment of single tumour cells, residual disease, or micrometastasis
[46,53], whereas the emission of “-particles (whose range varies, depending on their
energy, typically between half a millimetre and a few millimetres) would be more
suitable for larger metastasis and small solid tumours. By the proper choice of the
“-energy, the absorbed dose delivered to the tumour can be optimised with respect
to tumour size [53–55]. Also, Auger emitters can be used for therapy provided that
the carrier molecules are internalised by the targeted cells and the radionuclide can
get sufficiently close to their DNA, inducing enough damage to inactivate them. The
biological effect of radiation is directly related to the linear energy transfer (LET),
which is the average energy deposited by a particle per unit track length .keV=�m/.
High-LET radiation like ’-particle radiation (25–230 keV=�m [56]) can destroy
cells even by single hits, whereas low “-radiation .LET � 1 keV=�m/ is much less
efficient. Auger emitters may reach the LET values of ’-particles but confined in a
range of about 10 nm, which explains why they should be targeted directly to DNA
[19,57]. “-Particle radiation, however, has an advantage in bulky tumours with poor
tumour penetration when the therapeutic compound remains mainly located on the
surface of the tumour. In such cases, also cells of the inner tumour area may be
killed by multiple hits from various directions due to “-cross fire emitted from the
compound on the tumour surface (e.g. [12]). To increase the therapeutic impact,
also the application of radionuclide cocktails is considered to better match dose
distribution with tumour size [55, 58].

Tables 6.3 and 6.4 compile the key properties of the most applied and frequently
discussed therapeutic radionuclides. Both tables are not comprehensive.
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Table 6.3 Compilation of “- and ’-particle emitting radionuclides for radionuclide therapy

Nuclide Half-life Average “- and ’-particle ”-Rays used Source
properties for imaging

Energy Range Intensity Energy (intensity)
(MeV)

76As 26.24 h 1.070 5.0 mm 100% 559 keV (45.0%) Reactor
90Y 64.00 h 0.934 3.9 mm 100% None Generator
188Re 17.00 h 0.763 3.5 mm 100% 155 keV (15.6%) Generator
166Ho 26.82 h 0.665 3.2 mm 100% 80.5 keV (6.7%) Reactor
32P 14.26 d 0.695 2.9 mm 100% None Reactor
89Sr 50.53 d 0.585 2.5 mm 100% None Reactor
186Re 89.24 h 0.345 1.8 mm 100% 137.1 keV (9.5%) Cyclotron
198Au 64.68 h 0.312 1.6 mm 100% 411.8 keV (95.6%) Reactor
77As 38.83 h 0.226 1.2 mm 100% None Reactor
153Sm 46.50 h 0.224 1.2 mm 100% 103.2 keV (29.3%) Reactor
131I 8.02 days 0.181 0.9 mm 81% 364 keV (82%) Reactor
161 Tb 6.90 days 0.154 0.8 mm 101% 74.6 keV (10.2%) Reactor
67Cu 61.83 h 0.141 0.7 mm 100% 184.6 keV (48.7%) Cyclotron
177Lu 6.647 days 0.134 0.7 mm 100% 208.4 keV (10.4%) Reactor
169Er 9.39 days 0.100 0.5 mm 100% None Reactor
199Au 75.34 h 0.082 0.4 mm 100% 158.4 keV (40%) Reactor
213Bi 45.6 min 8.320 85 �m 100% 440.5 keV (25.9%) Generator
212Bi 60.6 min 7.738 82 �m 100% None Generator
211At 7.21 h 6.746 65 �m 100% None Cyclotron
149 Tb 4.12 h 3.967 28 �m 16.7% 165 keV (26.4%) Cyclotron
226Th 30.6 min 6.917 70 �m 400% None Generator

(36.2 s)
225Ac 10.0 days 6.867 69 �m 400% 218.1 keV (11.4%/221Fr) 229Th or

(50.4 min) 440.5 keV (25.9%/213Bi) Cyclotron
224Ra 87.84 h 6.566 64 �m 400% 241 keV (4.1%) 227Th

(61.5 min) 238.6 keV (43.6%/212Pb)
223Ra 11.435 days 5.668 53 �m 400% 269.5 keV (13.9%) 227Th

(36.2 min) 351 keV (12.9%/211Bi)

The “-particle emitters are arranged in order of descending range in tissue (data from [1, 59]). The
range of ’-particles for the average energy given was interpolated from the data given in [59, 60].
All other nuclear data were taken from [49]. Intensities for “- and ’-emissions are normalised
to the decay of the specified radionuclide. Selection criteria for ”-emissions suitable for imaging
were (a) maximum energy not much higher than of 131I (364 keV) and (b) at least 5% intensity. The
’-particle emitters have complex decay schemes with cascades and branchings. The given energy
is the average over all ’-particles emitted until a stable nuclide is reached. Intensity 400% means
that the specified radionuclide provides a cascade of 4 ’-particles. The time given in brackets is
the sum of all half-lives following the first decay in the cascade and indicates in which time span
the ’-particles are emitted.

6.2.2 Physical Half-Life

The physical half-life T1=2 of the chosen radionuclide has to match the biokinetics
for a given application. In diagnostics, it should be just long enough to complete the
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Table 6.4 Compilation of Auger and conversion electron emitters in use or in discussion for
radionuclide therapy

Nuclide Half-life Average e� Decay ”-Rays used Source
properties mode for imaging

Energy e�/decay Energy Abundance (%)
51Cr 27.70 days 3.97 keV 4:68 EC 320 keV 10 Reactor
67Ga 78.28 h 7.07 keV 7:03 EC SPECT Cyclotron
77Br 57.04 h 4.13 keV 4:96 239 keV 23.1 Cyclotron
94Tc 4.883 h 5.17 keV 6:42 EC PET 10.5 Cyclotron
99mTc 6.01 h 0.96 keV 4:67 IT 141 keV 89 Generator
111In 2.82 days 6.51 keV 6:05 EC SPECT Cyclotron
114mIn 49.51 days 4.15 keV 7:74 EC 558 keV 3.2 Reactor
115mIn 4.49 h 2.85 keV 5:04 IT, “� 336 keV 45.8 Reactor
123I 13.20 h 7.33 keV 12:6 EC SPECT Cyclotron
124I 4.176 days 4.87 keV 8:6 EC, .“C/ PET Cyclotron
125I 59.40 days 11.9 keV 21:0 EC Not suitable Cyclotron
167Tm 9.25 days 13.6 keV 11:4 EC 207.8 keV 42 Cyclotron
193mPt 4.33 days 10.9 keV 20:3 IT None Reactor
195mPt 4.01 days 21.8 keV 31:5 IT 98.9 keV 11.7 Reactor
201Tl 73.01 h 15.27 keV 36:9 EC SPECT Cyclotron
203Pb 51.92 h 11.63 keV 23:3 EC 279.2 keV 80.9 Cyclotron

Data for the abundance and average energy of the electrons per decay were retrieved from [55] and
[19]. Other nuclear data and ”-emissions suitable for imaging and dosimetry have been collected
from [49].
The decay modes EC and IT indicate electron capture and isomeric transition, respectively. PET
positron emission tomography, SPECT single-photon emission computed tomography.

imaging procedure. For therapeutic applications, the T1=2 should be ideally about
two to three times longer than the time required for achieving maximum uptake of
the radiopharmaceutical in the target tissue [61]. On the other hand, the T1=2 must
be short enough to ensure a sufficiently high dose rate in the target cells to avoid
repair mechanisms becoming successful in targeted cells. Theoretical calculations
considering effects of cell proliferation indicate that even much longer living radio-
labels (e.g., 91Y [58.51 days] instead of 90Y [64.00 h]) could provide a therapeutic
advantage [62, 63].

Incorporated radionuclides are also characterised by their biological half-life
Tbio, which is given by the time required to excrete half of the substance. Tbio

depends also on the chemical form in which the radionuclide is present and that
affects the metabolic pathways of excretion. The combined effect is described by
the effective half-life, defined as

Teff D Tbio � T1=2

Tbio C T1=2

(6.1)

In other words, if the travelling time of the carrier molecules in the body is too long,
the molecules will reach their targets after the radionuclide has already decayed.
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This will cause an unspecific, unacceptable radiation dose to healthy tissues. If the
same carrier molecule would be labelled with a much longer-lived radionuclide,
practically all carriers would deliver their radioactive charge to the target cells, but
the dose rate might be too low for achieving a therapeutic effect.

From Table 6.3, it is evident that all ’-emitters unfortunately have very short half-
lives. Therefore, the concept of in vivo generators has been suggested, which means
using long-lived ’-emitters like 225Ac (T1=2 D 10 days) or 227Th .T1=2 D 18:7 h/

that decay in a sequence of short-lived ’-emitting daughter isotopes [64]. The
approach depends on the possibility to control the localization of all daughters, step
by step, since it is questionable whether the label will stay attached to its carrier due
to recoil effects and possible loss from the chelator. The shorter the time span in
which all ’-particles are emitted, the higher is the probability of achieving localiza-
tion control. From the data indicated in Table 6.3 (cf. [65–67]), it appears that this
goal might only be achievable for 226Th.

6.2.3 Specific Activity and Purity

Radionuclides for pharmaceutical applications must be available with high purity,
high activity concentration, and a high specific activity. The specific activity of the
radionuclide concerned As;i is defined as

As;i D Ai

mi C P
j ¤i

mj

(6.2)

that is, as its activity Ai divided by its mass mi plus the sum of the masses of all other
radioactive or stable isotopes of this element that are present in a chemical form
that makes them competitors in the synthesis process of the radiopharmaceutical
[68]. Molecules with improper labels will competitively bind to the receptor site
and may obscure the binding of the radiolabelled ligand, thereby compromising its
therapeutic efficacy, since the capacity of the targeted receptors on malignant cells
may be as low as a few nanomoles. Thus, specific activities �70–200 GBq=�g are
required [2].

The theoretical maximum specific activity can be calculated assuming that one
mole of the isotope consists completely of the desired radioactive species as

As;max;i D � i NA

mmol;i
(6.3)

where �i is the decay constant of the radionuclide, mmol;i denotes its molar mass,
and NA is the Avogadro number. This theoretical value is difficult and sometimes
even impossible to achieve for physical reasons [68, 69].
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The specific activity is often difficult to determine since also the content of nonra-
dioactive isotopes needs to be quantified either by methods of mass spectrometry or
by neutron activation analysis [69]. The coproduction of other stable or radioactive
isotopes of the same element that cannot be separated by chemical methods limits
the obtainable specific activity. Therefore, the chemical and isotopic composition of
the target and the choice of the production route require a lot of attention [7].

Also, the terms carrier free and no carrier added are frequently used. Carrier
free means that the preparation of the radionuclide is free of other stable or radioac-
tive isotopes of the element and should theoretically exhibit the maximum specific
activity. No carrier added is a more cautious term that indicates that during the
preparation attention was paid to avoid any contamination with the element in
question in the same chemical form enabling isotopic exchange reactions [68].

6.2.4 Availability of Radionuclides

Radionuclides for routine clinical use should be readily available and inexpensive.
Neutron-rich, “�-emitting radionuclides are mainly produced in reactors by neutron
capture reactions or as fission products and are usually cheaper than accelerator-
produced radionuclides. However, this production route is often related to a limited
specific activity since parent or target isotopes and the .n; ”/-reaction product are
chemically identical and cannot be separated [45, 69]. The probability of (n,p)- or
.n; ’/-reactions that result in chemically different reaction products is much lower;
hence, such radionuclides are more expensive, especially if isotopically enriched
target materials are required, which is the normal situation for accelerator-produced
radionuclides [45, 70].

Radionuclide generators are a convenient way for producing no-carrier-added
“- and ’-emitting radionuclides [10]. They employ a relatively long-lived parent
radionuclide that decays into a more short-lived daughter radionuclide. Due to the
different chemical properties of parent and daughter nuclide, the daughter can be
chemically separated [10, 45]. Most commonly, the parent nuclide is bound to a
chromatographic ion exchange column, and the daughter is eluted using a liquid
in which it is soluble [10]. Table 6.5 compiles the properties of some of the more
important radionuclide generators.

The most used generator system is the 99Mo=99mTc generator, in which molyb-
date

�
99MoO4

2�� is bound to an aluminium oxide column, which is then shipped in
a shielded container to hospitals, where it can be used for up to 6 days [71]. 99mTc
is extracted by elution with physiological saline solution. The radiopharmaceutical
is frequently prepared using cold kits. 99mTc decays by ”-ray emission into 99Tc,
which is a pure “�-emitter with a half-life of 2:1�105 years and does not much con-
tribute to radiation exposure [71]. 99Mo is produced as a fission product from highly
enriched (up to 97%) 235U targets with a fission yield of 6.11%. Typical irradiation
conditions are up to 6 days with a thermal neutron flux of 1014 cm�2 s�1 [71].
After 6 days of cooling, the targets are shipped for radiochemical processing. The
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Table 6.5 Compilation of important radionuclide generator systems and their properties

Generator system Half-life Daughter isotope Generator production
Parent Daughter Application Decay
isotope isotope mode

99Mo=99mTc 67 h 6.01 h SPECT IT Reactor
81Rb=81mKr 4.58 h 13.3 s SPECT ” Cyclotron
68Ge=68Ga 270.8 days 67.7 min PET “C Cyclotron
82Sr=82Rb 25 days 76.4 s PET “C Cyclotron
90Sr=90Y 28.5 year 64.0 h Therapy “� Reactor
188W=188Re 69.4 days 17.0 h Therapy “� Reactor
224Ra=212Bi 3.66 days 60.6 min Therapy “� 228Th
225Ac=213Bi 10.0 days 45.6 min Therapy ’ Cyclotron, reactor
230U=226Th 20.8 days 30.6 min Therapy ’ Cyclotron

Nuclear data from [49]. PET positron emission tomography, SPECT single-photon emission
computed tomography.

radiochemical separation of the dissolved uranium targets yields carrier-free 99Mo
of very high specific activity, which allows production of small-volume columns
and elution of 99mTc in a small volume [10].

Short-lived PET radionuclides such as 11C; 13N, and 15O require a cyclotron on
site. The only PET radionuclide that allows a pseudoisotopic labelling of biomol-
ecules, by replacing an OH� group, and that can be supplied within certain limits
from a central radiopharmacy is 18F. In addition, more long-lived ones like 89Zr
and 124I for antibody labelling are becoming more popular. Recent improvements
of the performance of 68Ge=68 Ga generators now enable the labelling of peptides
with specific activities of more than 50 MBq/nmol [72]. This has been achieved by
reducing the contents of metallic impurities [Zn(II), Ti(IV), Fe(III)] and gallium
in the wrong oxidation state [Ga(IV)] by orders of magnitude and by reducing the
eluate volume [72].

6.3 The Physics of Radionuclide Production

Radionuclides are produced by neutron reactions in a nuclear reactor, providing
neutron-rich radionuclides, or by interaction with charged particles, usually acceler-
ated with cyclotrons, which provides neutron-deficient isotopes. Important medical
radionuclides like 99Mo and 131I are radiochemically separated from neutron-
irradiated nuclear fuel. For more details on reactor-produced and accelerator-
produced radionuclides, refer to the TECDOC 1340 – Manual for Reactor Produced
Radioisotopes [5] and Technical Report Series No 465 – Cyclotron Produced
Radionuclides: Principles and Practice [7], respectively. Both documents were pub-
lished by the International Atomic Energy Agency (IAEA) and present an excellent
overview of physics, technology, and nuclear data.
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6.4 The Technology of Radionuclide Production

6.4.1 Reactor Versus Accelerator Production

The production of 99Mo in nuclear reactors for 99mTc generators is described in the
section “Availability of Radionuclides.” It has been stated that 99Tc, like the other
important fission product 131I, can be well separated chemically from the dissolved
uranium target, yielding a clean product with high specific activity. For the alter-
native 99Mo production by 98Mo.n; ”/99Mo, this advantage is lost [10]. Neutron
capture reactions have the disadvantage that target and product are chemically iden-
tical and cannot be separated, which limits the achievable specific activity. Only in
rare cases is it possible to produce a radionuclide by neutron capture that subse-
quently decays rapidly in the desired radionuclide, as in the case of 177Lu, which
can be produced via the reaction 176Lu.n; ”/177Lu on isotopically enriched 176Lu
targets [73] or by the process 176Yb.n; ”/177Yb! “� ! 176Lu [74, 75] as a way
to start with a chemically different target material.

Nuclear reactions with charged particles, such as protons, deuterons, ’-particles,
or 3He2C ions usually provide a product that is a different element from the tar-
get material and facilitates preparations with high specific activities. Moreover, the
coproduction of radionuclidic impurities can be controlled to a certain extend by the
proper choice of the particle energy window.

Nevertheless, the basic consideration that neutron-rich radionuclides are usually
obtained form nuclear reactors whereas neutron-deficient isotopes are produced
by accelerators shows that both sources complement each other rather than being
in competition for providing the whole range of medically interesting radionu-
clides [7].

6.4.2 Cyclotrons

Light ions are supplied by a plasma ion source placed in the centre of the cyclotron
(see Fig. 6.1). The ions are then accelerated along a spiral trajectory that is guided in
the easiest case inside two half-cylindrical hollow electrodes traditionally referred
to as dees due to their original shape. They are placed in a vacuum chamber, which
is itself placed between the pole pieces of a powerful electromagnet that creates a
static magnetic field perpendicular to the particle orbits. Inside the dees, the par-
ticles are only affected by the magnetic field; the electrical field that accelerates
them is only effective in the moment the particles are passing the gap between the
dees. In a constant magnetic field, the radius of the particle orbits increases with
energy, and the higher velocity of the particles just compensates for the longer dis-
tance per turn in a way to complete every turn always in the same time, independent
of the current particle energy. This is referred to as isochronous orbits. In this way,
the particles can be accelerated by applying an alternating high-voltage field with
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Fig. 6.1 Schematic presentation of the working principle of a cyclotron. In the centre between
the dees, a plasma ion source supplies the ions to be accelerated. In the gap between the dees, an
alternating high-voltage field is applied that accelerates the particles on every passage. A magnetic
field perpendicular to the orbit plane forces the particles on a circular orbit whose radius increases
after each acceleration step. An electrostatic extraction system helps to extract the particle beam
from the cyclotron. HV-RF: high-voltage radio frequency

constant frequency, and they will always see the proper polarity and magnitude of
the electrical field when passing the gap between the dees. Typical frequencies are in
the range between 10 and 30 MHz. This principle is working for classical particles,
that is, those whose total energy is increasing by an increase of kinetic energy and
not yet significantly affected by a relativistic mass increase. The maximum particle
energies required for most pharmaceutical radionuclide productions are sufficiently
low .�20 MeV/ not to be affected by significant relativistic effects. Some means
of focusing is requested; otherwise, particles that start from the ion source under
a small angle with the orbit plane will spread out into the dees and get lost. Ini-
tially, at low particle energies, the focussing is supplied by the accelerating electric
field, whereas after the particles have gained energy the focusing is achievable by a
slight weakening of the magnetic field towards the peripheries of the dees. However,
particles that experience a slight relativistic mass increase rather require a stronger
magnetic field. Thus, another focussing method is applied that uses an azimuthally
varying magnetic field by milling spiral segments in the iron of the electromagnet
that result in segments of a lower magnetic field where the distance between the iron
is larger (valleys), and of a higher field where the iron is closer (hills). In this way,
the magnetic field can even be increased slightly towards the periphery to compen-
sate for relativistic effects, and energies up to 500 MeV can be realised with such
cyclotrons [7].

To extract the particles from the cyclotron, on their last turn they pass an electro-
static deflector, which is a curved capacitor in which a high-voltage electrical field
is applied that partially compensates for the effect of the magnetic field and deflects
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them towards the periphery, where they enter into the beam line. More modern
cyclotrons accelerate particles as negative ions because it simplifies the extraction
technique. The electrons are stripped when the ions pass a thin mica foil. As a result
of the altered charge, the particles do not continue their trajectory in the magnetic
field and leave the cyclotron. This system is limited to particles that form stable
negative ions; helium nuclei cannot be accelerated in this way. Moreover, negative
ion cyclotrons require a better vacuum since collisions with residual gas molecules
may strip off the electrons.

The beam line is a system of tubes kept under vacuum; the beam is guided
along the beam line and shaped by a sequence of electromagnetic quadrupole lenses,
steering and bending magnets, and collimators until it reaches the target.

6.4.3 Targetry

The target is the place where the particle beam interacts with matter, thereby produc-
ing radionuclides. Whenever possible, the target is kept isolated from the vacuum of
the beam line and the cyclotron by thin metal foils called windows. This is manda-
tory for liquid and gaseous targets and desired for solid targets, especially when the
reaction products are volatile and could contaminate the beam line and cyclotron.
This separation is problematic for irradiations using helium nuclei due to their high
stopping power and the resulting energy loss in the window material.

Since the whole beam energy is dumped in the target, excellent cooling is
required. For example, a proton beam with an energy of 20 MeV and an intensity
of 50 �A has a power of 1 kW, which is usually distributed over a surface area of
only 1 cm in diameter. In liquid targets such as those for the production of 18F by
proton irradiation of H2

18O, the windows have to resist high pressure. To keep the
energy loss in the windows low, they have to be thin and need a high mechanical
strength at elevated temperatures. Windows under such working conditions are nor-
mally cooled by a helium jet from the beam side, which requires a second window
to keep the helium separated from the beam line vacuum.

The desired properties of solid targets are a high melting point and a high ther-
mal conductivity of the target material and a good thermal contact to a possible
substrate material. Water cooling from the rear side is indispensable, and a helium
jet cooling from the front side is required, especially if the reaction products are
volatile. Moreover, a target material should be easy to process for isotope recovery,
which is facilitated by a small volume. To increase the production yield, to avoid
the coproduction of impurities, and to achieve high specific activity, pure and iso-
topically enriched target materials should be preferred. In many cases, compromises
are required, for example, when oxide powders have to be used as target materials
that often exhibit high melting temperatures but poor thermal conductivity. Metal-
lurgical aspects may play a role if the product forms intermetallic phases with the
target material that may affect later target processing. Generally, the target temper-
ature should be kept reasonably low. In critical cases, a larger target surface can be
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irradiated with a diverging beam or the target being inclined under a small angle to
the beam to distribute the beam energy on a larger surface and to facilitate cooling.

A homogeneous distribution of the beam intensity over the surface to be irradi-
ated requires controlling the centricity of the beam on the target and of the beam
intensity profile, which should be of Gaussian type. Care has to be taken that the ion
beam does not unintentionally touch parts of the target system that are not supposed
to be exposed. Apart from unwanted activation of the system, material can be trans-
ferred from the target system to the material to be irradiated that can compromise
subsequent target processing and even radiolabelling.

Routine radionuclide production requires a type of remote handling of the tar-
get at least until it is placed in a shielded transport container. Liquid and gaseous
targets offer more comfort than solid-state targets since the target content can be
transferred to hot processing cells through properly shielded tubing systems. The
material in contact with the radioactive load needs to be selected carefully to avoid
contamination or retention.

An excellent compilation of target systems, the physics, engineering, and chem-
istry of targets is given in [7].

6.4.4 Radionuclide Isolation and Purification

The isolation and purification of the radionuclide from the irradiated target material
is considered the first manufacturing step of a radiopharmaceutical. The methods
applied vary with the target type and make use of different physical or chemical
properties of the mother and daughter element. Since high amounts of radioactivity
are handled corresponding to only tiny amounts of substance, precipitation tech-
niques cannot be applied since they would require adding a large amount of an
isotopic carrier, yielding a low specific activity of the desired radionuclide [76].

Distillation techniques can be applied if the vapour pressure of the target matrix
and the produced radionuclide are sufficiently different at a given temperature.
A special mode is thermal diffusion or dry distillation [7]. This method allows,
for example, the extraction of 211At from a Bi target produced by the reaction
209Bi.’; 2n/211At (e.g., [77, 78]) or of 72Se from a Ge target irradiated with
’-particles [79].

If the parent material can be prepared as a liquid and the daughter is a gas, it can
be separated by bubbling an insoluble carrier through the solution. An example in
clinical use is the 81Rb=81mKr generator [10].

A solvent extraction can be performed if parent and daughter are soluble in two
different solvents that are immiscible, like water and an organic solvent [80]. This
method can also be applied to extract 211At produced via the reaction 209Bi.’; 2n/211

At from a dissolved Bi target and clean the product from coproduced Po impuri-
ties [81].

Today, ion exchange is the dominating separation technology because it is easy
to handle and to shield. The desired radionuclide is absorbed on a chromatographic
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column. Such columns are mainly made from mineral column materials like Al2O3

that offer high resistance to radiation damage; also organic column materials are
used that can be applied in fast processes when the column can be disposed as waste
material following the processes (e.g. [82, 83]).

In some rare cases, the target material and the production route can be varied
to obtain the desired radionuclide in a different chemical form. For example, the
irradiation of 18O-enriched water by the reaction 18O.p; n/18F yields 18F in the
chemical form of fluoride [84], whereas 18F-F fluorine is obtained by the reaction
20Ne.d; ’/18F with neon gas to which traces of fluorine are added. If hydrogen gas
is added, H18F is obtained [9].

6.5 Manufacturing of Radiopharmaceuticals

6.5.1 The Selection of Carrier and Tracer Molecules

In diagnostic and therapeutic applications, a tracer or carrier molecule is selected
after having identified a molecular target that is uniquely related to the patholog-
ical dysfunction of the tissue to be imaged or eradicated. In this sense, FDG-PET
uses a rather unspecific tracer since energy consumption per se is not a disease-
related phenomenon. In spite of being successful in oncology, there is the desire
for more tumour-specific tracers that behave more distinctly different in healthy and
pathological tissue, such as tracers for hypoxic regions in cancer [85]. In therapy,
the main targets are antigens [2, 33, 86] or peptides, such as somatostatin recep-
tors [2, 28], gastrin-releasing peptide [28], or gastrin/cholecystokinin [28], that are
uniquely expressed on malignant cells of certain cancers or at least overexpressed
by orders of magnitude with respect to healthy tissue.

Once an adequate target and a carrier molecule that specifically recognises the
molecular target structure and binds to it with high affinity are identified, the next
step is to search for adequate radioactive labels that match the biokinetics of the car-
rier molecule. Biokinetics usually excludes labelling of antibodies with short-lived
radionuclides for systemic applications (i.e., the radiopharmaceutical is injected
intravenously) since the residence time of the antibody in the bloodstream may
range from many hours to some days. There are two exceptions. The first one is
target cells that also circulate in the bloodstream, as in haematological malignan-
cies [86], or infected cells [87], such as in the case of HIV [88]. Another exception
is locoregional administration, which means that the radiopharmaceutical is either
directly injected in the tumour or in its vicinity or if residual disease is treated by
injection in the cave created by surgical removal of the primary tumour (e.g., [1,89]).
Hence, the administration mode has to be considered when developing a radiola-
belled pharmaceutical. The choice of the radioactive label has of course to take into
account all aspects mentioned in the section on radionuclide properties.
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The next problem is to preserve the characteristics of the carrier molecule during
radiolabelling.

6.5.2 General Labelling Requirements

Independently of a special labelling strategy chosen for a given case, the following
aspects need to be considered (modified from [45]):

� The yield of the labelling procedure has to be maximised since the available
activity of the radionuclide may be limited, and it contributes to a significant part
to the overall price of the radiopharmaceutical.

� The procedure has to provide a radioconjugate of high purity. In general for a
therapeutic application, the purity must be significantly higher than what may
still be acceptable for a diagnostic conjugate.

� The specific activity should be as high as possible.
� The radiolabelled conjugate must exhibit sufficient in vivo stability and must not

dissociate or be catabolized before the desired uptake in the target tissue has been
achieved or before the imaging procedure has been completed.

� The labelling procedure must preserve the biochemical and physiological prop-
erties of the carrier molecule, especially its specificity and affinity to its target.

� The labelling method has to consider that linkers and chelators, as well as the
radiolabel itself, may appreciably increase the molecular weight of the conjugate,
which slows its biokinetics compared to the unlabelled carrier.

� In view of the high activities involved and the related dose rates, the labelling
reaction and the subsequent purifying steps should be carried out under remote
control in hot cells and if possible fully automatic under computer control.

� To facilitate its introduction into clinical practice, the labelling procedure should
use as much as possible cheap and readily available materials and consumables.
The number of processing steps should be reduced to a minimum and in that way
minimise the risk of human error.

� In spite of striving for the highest specific activity and minimum volumes
involved in processing, the risk of radiolysis has to be considered, especially in
therapy when high-LET radionuclides are labelled to sensitive carrier molecules
like peptides and antibodies.

6.5.3 Labelling Methods and Their Impact on Performance

Due to the exceedingly small quantities involved in radiochemistry, equilibrium
reactions are not applicable for radiolabelling procedures [9]. One needs to keep
in mind that, for example, the administration of a typical dose of 18F-FDG for a
whole-body scan of 370 MBq corresponds only to 1.1 ng of 18F. Hence, reactions
that have a complete turnover of the reactants are required.
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Three basic types of chemical bonding are involved in radiolabelling [76]: (1)
covalent bonding, in which each atom denotes one electron to the bond. Covalent
bonds are very stable and dissociate in solution only as a result of a chemical reac-
tion. Covalent bonding can be realised by isotopic labelling, for example, with the
light PET radionuclides 11C; 13N; 15O, and 18F. The synthesis of 18F-FDG makes
use of a nucleophilic substitution reaction of an OH�-group by fluoride that exhibits
high yields and good reproducibility. The majority of ligands used for non-PET
applications cannot be labelled isotopically and are hence labelled nonisotopically
by complexation of an isotope of a foreign element. In these cases, other bonding
strategies are required. (2) Coordinate covalent bonds are formed when one atom
donates both electrons to the bond, and (3) chelation occurs when more than one
atom donates electrons to a labelling atom, often a transition metal.

For the production of iodine-labelled conjugates, one distinguishes direct and
indirect radioiodination. Under proper control of the pH, the first method attaches
iodine to the aromatic group of tyrosine in a fast reaction with high labelling yield.
In case the molecule to be labelled does not contain tyrosine or the tyrosine is
involved in the antigen recognition or the molecule exhibits vulnerable disulphide
bonds, indirect labelling with intermediate linkers must be applied [45]. The indirect
labelling gives lower yield but allows modification of properties such as intracellu-
lar retention or the excretion pathway of the catabolites by an intelligent choice of
the linker molecule (for more details, see [45, 90, 91]).

A look at Tables 6.3 and 6.4 shows that most of the radionuclides used in ther-
apy have a metallic nature and do usually not form covalent bonds with those
elements that constitute the carrier molecule. Therefore, bifunctional chelators are
used that form a noncovalent bond (chelate) with the metallic radiolabel and that
can be bound covalently to the carrier or tracer molecule as schematically shown
in Fig. 6.2. Since the chelation is a reversible process, only those pairs with the
smallest dissociation constant

Kd D ŒM�ŒL�=ŒML� (6.4)

can be considered, where [M], [L], and [ML] denote the thermal equilibrium
concentrations of the free metal, the free chelator, and the chelate–metal com-
plex, respectively [45]. Moreover, the competition between chelating blood plasma

Tracer molecule M*

Linker Chelator

Metallic
radioisotope

Fig. 6.2 Principle of labelling a tracer (diagnostics) or carrier (therapy) molecule, which may be an
antibody, antibody fragment, a peptide, and so on with a radiometal incorporated in a bifunctional
chelator that is attached by a linker
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proteins that are present in much higher concentrations than the chelator in the con-
jugate ([L]C [ML]) requires chelators with Kd values that are orders of magnitude
lower than those of their in vivo competitors.

The more stable the chelators are, the longer are the reaction times required for
loading them with the radionuclide, which sometimes necessitates elevated tempera-
tures that might be a risk for sensitive carrier molecules. In such cases, labelling with
a preloaded chelator and subsequent purification might be a solution. Further atten-
tion must be paid to the effect the metal–chelate complex has on the kinetics and
uptake of the radiolabelled molecule since large variations of mass and geometry
may compromise the kinetics, the specificity, and the affinity of the molecule to the
target. Therefore, the determination of the biokinetics and biodistribution of a new
conjugate play an essential part in the radiopharmaceutical development process.

Figure 6.3 shows as an example for chelators of the DOTA (1,4,7,10-tetraaza-
cyclododecane-1,4,7,10-tetraacetic acid) molecule family that is widely used for
radiolabelling of short peptides [2, 27] since it offers high in vivo stability and
some variability of the molecular structure by varying the amino acids in positions
R1 and R2 as indicated in Table 6.6 [31]. In this example, it has been found that
even different kinds of radionuclides attached to the peptide via the same chela-
tor can affect the binding affinity to somatostatin receptors. Gallium radionuclides
provide a significantly higher binding affinity to somatostatin receptor subtype 2
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Fig. 6.3 Structural formula of the DOTA molecule family used for labelling of somatostatine
analogues. (From [31])

Table 6.6 Some members of the DOTA family with the groups R1 and R2 in Fig. 6.3 (From [31]).
Tyr and Thr denote the amino acids tyrosine and threonine, respectively

Compound R1 R2

DOTA-TOC [DOTA0 ,Tyr3]-octreotide Tyr Thr(ol)
DOTA-TATE [DOTA0 ,Tyr3 ,Tyr8]-octreotide Tyr Thr
DOTA-NOC DOTA-1-naphtyl-alanine Nal-1 Thr(ol)
DOTA-BOC DOTA-benzothienyl-alanine BzThi Thr(ol)
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(sst2) than the same molecular entity labelled with indium, yttrium, or lutetium
radionuclides [31]. 67Ga-DOTA peptides also showed a much higher internalisation
into sst2-expressing cells [31]. This means that the effect of the labelling method on
target affinity and internalisation needs to be carefully studied even for supposedly
minor changes in synthesis and labelling because it will decide on the sensitivity of
tumour detection in diagnostic applications and on the fraction of applied radioac-
tivity that really reaches its target. The effect on internalisation of the compound
into the cell moreover determines whether targeting with Auger emitters is feasible.

In the case of small radiolabelled molecules like peptides, the chelator and the
radiolabel make up a large part of the molecular mass and influence the physico-
chemical properties of the compound, such as overall charge, lipophilicity, or
hydrophilicity. For example, when the direct labelling of 131I to octreotide for
assessing the peptide receptor status was changed to an 111In label coupled via
DTPA (diethylene triamine pantaacetic acid), the compound became more hydrophil
and the excretion pathway changed from hepatobiliary to renal, which reduced inter-
fering radioactivity in the abdominal area and increased the diagnostic sensitivity of
radiolabelled octreotide [45, 92]. This example shows that the polarity of a com-
pound, and depending on it, its excretion pathway can be influenced by the labelling
method, especially by the intelligent use of chelators and linkers. This provides an
additional possibility to adjust the biodistribution of tumour targeting peptides [45].

Generally, the labelling method must avoid any chemical intervention (1) on
molecular groups that are critical for the three-dimensional structure of the molecule
and (2) of the amino acids that are critical for the molecular recognition and binding
to the target. The first is especially critical for labelling of antibodies. For exam-
ple, rhenium is a thiophilic element, and direct labelling of rhenium isotopes to
antibodies will preferentially interact with the disulphide bridges that stabilise the
molecule structure. As a result, the structure of the antibody might become distorted,
and its binding properties will be degenerated [45]. In many cases, the success of
labelling depends sensitively on the oxidation state of the radiometal and the reac-
tion medium, and the reaction conditions need to be selected and stabilised carefully
[45, 93].

Radionuclides for therapy should moreover possess good residualizing proper-
ties; this means that they should stay with their target until they decay. This can
be achieved with nondegradable linkers or chelators that remain trapped inside the
cell after the carrier molecule has been internalised and degraded. Trapping inside
the cells requires radiocatabolites that are not soluble in phospholipids and hence
cannot diffuse through the cell membrane, which allows only slow excretion by
exocytosis [45].

A radio conjugate can lose its functionality also by radiolysis (e.g., [94]); that is,
it is damaged by radiation during labelling or later during storage or transport. Pro-
tection against radiolysis is easier in the latter case, for which dilution or freezing of
radiolabelled antibodies might be sufficient [95]. However, during labelling a small
volume is required. It has been demonstrated that sensitive antibodies can success-
fully be protected even against damage by ’-radiation by adding ascorbic acid (e.g.,
[96, 97]), which is an approved drug and does not interfere with chelation [45].
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6.6 Quality Control of Radiopharmaceuticals

In contrast to conventional pharmaceuticals, radiopharmaceuticals have no or only a
very short shelf life. This means that they cannot undergo complete quality control
(QC) after production. The Pharmacopoeia [98] strongly recommends executing
all tests that can provide results in a reasonable time. But, especially short-lived
PET tracers have to be released before important QC tests, such as for sterility,
can provide their results. In such cases, alternative procedures have to be defined
and agreed on with the regulatory authorities to ensure that the product is always
supplied sterile. This requirement can be met by adequate closed production and
dispensing procedures in which the sterile pharmaceutical is produced from ster-
ile ingredients transferred in presterilised containers, thereby preserving sterility
by avoiding any contact with a nonsterile environment. Otherwise, a sterilisation
procedure is necessary that requires additional time and equipment.

In general, the quality of radiopharmaceuticals relies on a meticulously elabo-
rated quality assurance (QA) system rather than on postproduction QC. QA is based
on well-defined and validated production and test procedures that can guarantee
the purity and integrity of the dispensed manufactured product. If full QC is not
possible before product release, quick and convincing test procedures have to be
elaborated and validated that allow a decision regarding whether the radiopharma-
ceutical product complies with its specifications. If regulatory authorities agree, also
a release “in bond” can be arranged that becomes effective when the user gets a final
written release by fax. In such cases, the time available for QC can be extended by
the transport time.

The radiopharmaceutical QC concerns the following parameters (according
to [99]):

� The activity of the desired radionuclide has to be guaranteed within ˙10% for
the specified batch or dose. This requires an absolute measurement of the activity
with an accuracy of 2–5%. For this purpose, ionisation chambers are used that
require a calibration with certified standard sources of adequate activity, energy,
and geometry (shape and volume). The calibration must determine the calibration
factor, the sample geometry factor, and the dynamic range accuracy.

� The nuclide identity can be determined by ”-ray spectrometry and the determina-
tion of its half-life. The ”-ray spectrometry also gives information on radioactive
impurities. Such measurements are usually performed with high-purity Ge detec-
tors that are properly calibrated for specified measurement geometry in ”-ray
energy and detector efficiency.

� The radionuclidic purity is given as the ratio of the percentage of the radioac-
tivity of the radionuclide concerned to the total radioactivity of the source. It
is determined by ”-ray spectrometry. Standards are given in monographs on all
commercial radiopharmaceuticals. The value depends on the production method
and the production route of the radionuclide, as well as on the chemical purity
of the target material. If no chemical cleaning or separation procedure can be
performed, the radionuclidic purity can only be controlled using isotopically
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enriched target materials and the proper choice of the nuclear reaction. If the
half-lives of the impurities are longer than that of the radionuclide concerned, the
impurities gradually enrich in the product and may limit the time within which
the radiopharmaceutical can be administered.

� The radiochemical purity is the ratio expressed as a percentage of the radioactiv-
ity of the radionuclide concerned that is present in the chemical form declared
to the total activity of this radionuclide in the batch. Values above 95% are
desirable, although not always achievable because a different label will yield a
different biodistribution, resulting in a distortion of the image. The radiochemical
purity can be determined by planar chromatography or electrophoresis combined
with subsequent autoradiography. More popular are column chromatography
methods:

(a) Gel filtration of radiopharmaceuticals or size exclusion chromatography uses
a three-dimensional mesh of porous beads in which smaller molecules can
penetrate, whereas the large ones cannot. Hence, smaller molecules are retai-
ned longer, unlike for other forms of chromatography.

(b) High-pressure liquid chromatography (HPLC) uses small absorbent parti-
cles of 5–10 �m as a stationary phase, tightly packed in thin columns. The
large surface area for exchange and partitioning gives excellent resolution.
HPLC is popular because it allows the separation of practically all impurities
and degradation products and permits the development of stability-indicating
assays. A reservoir of the mobile phase is pumped through a sample injector,
and the chromatographic column passes in front of a ”-ray detector. Sam-
ple volumes of 10–50 �L are sufficient and help avoid nonlinear detector
responses and excessive detector dead time effects [99].

HPLC detection of radioactivity can be done simultaneously with ultravi-
olet (UV) absorption or refractive index (RI) measurements. This allows the
simultaneous determination of the amount of isotopic carrier provided that a
calibration of the UV absorption or the RI can initially be done with a sample
of the carrier material. Thus, the specific activity can also be determined by
such measurements [9].

(c) Electrophoretic methods use the different migration velocities of charged
solute species dissolved in an electrolyte under the influence of an electric
field gradient in a rigid medium like paper or cellulose acetate.

� Traces of residual solvents must be quantified, which is frequently done by gas
chromatography.

� Control of pH and osmolarity.
� Sterility can be ensured by conventional ultrafiltration techniques.
� Apyrogenicity can be confirmed by the Limulus amoebocyte lyase test. However,

pyrogens are soluble and heat resistant and cannot be eliminated by filtration
techniques or autoclave sterilisation. The only reliable technique is to ensure
that radiopharmaceutical production starts and finishes pyrogen free [100] since
pyrogens are products of microbial metabolism and degradation sterility is an
important factor.
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� Biodistribution tests are complex and time consuming but necessary in the
development of new radiopharmaceuticals.

The exact methods to be applied may differ from one radiopharmaceutical to
another, but the manufacturing and QC of radiopharmaceuticals has to follow the
processes described in corresponding monographs of the pharmacopoeia published
by the European Council [98] or of the national pharmacopoeias of the member
states of the European Council. Only if none of these documents is available is the
U.S. pharmacopoeia or a monograph of a third state acceptable. These documents
provide full specifications for official preparations. Exemptions can be made for
commercially available good manufacturing practice (GMP) labelling kits if they
are applied according to the GMP-approved prescriptions of the supplier.

6.7 Quality Assurance and Good Manufacturing Practice

Radiopharmaceuticals, like any other pharmaceutical and medicinal products, have
to be produced in compliance with GMP. The European Commission Directive
2003/94/EC [101] presented the principles and guidelines of GMP for medicinal
products for human use. This directive defines GMP as “the part of the quality assur-
ance system which ensures that products are consistently produced and controlled
in accordance with the quality standards appropriate for their intended use.” The
manufacturer of medicinal products is obliged to ensure that manufacturing opera-
tions are carried out in accordance with GMP and with the specifications that are
part of the authorizations for manufacturing and marketing. For this purpose, the
manufacturer has to implement and run a pharmaceutical QA system that comprises
all organised activities required to ensure that the product always fully meets the
quality standards required for its intended use. The directive also calls for regular
reviews of the manufacturing and QC procedures to incorporate if appropriate new
technical and scientific developments to increase the quality and safety of the prod-
uct. This means that GMP and QA are not static requirements but require continuous
review and improvement. Compliance with GMP comprises the radiopharmaceuti-
cal production facility and its equipment, the personnel involved in the production,
and all consumable and raw materials used in the production process.

The radiopharmaceutical production facility has to be properly designed, con-
structed, maintained, and monitored to suit the intended operations. Concerning
the handling of radioactivity, the main aim is to prevent the escape of radioactiv-
ity. Hence, the radiopharmaceutical production facility has to be in depression with
respect to the public environment. At the same time, the product has to be pro-
tected from the environment, which means that the production laboratory has to be
kept in slight overpressure with respect to the area in which it is embedded. This
necessitates keeping a complex cascade of pressure and depression in the facil-
ity. The air quality has to meet specific requirements in every compartment of
the production facility. Operation procedures have to be defined concerning the
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use of protective clothing and the monitoring of radioactive and bacteriological
contamination, and cleaning schedules have to be established.

The available personnel resources, like the number of staff and their educa-
tional background and professional experience, must ensure compliance with GMP.
Personal responsibilities of staff and hierarchical relationships must be clearly
documented. Training, especially on quality and safety-related issues, must be ongo-
ing, well planned, and documented, including its verification and its effectiveness.

In practice, the whole production process, the QC steps, the maintenance and
calibration of equipment, the training of personnel, as well as administrative pro-
cedures have to be fixed in standard operation procedures (SOPs). Clear records
must be kept that allow verification that predefined specifications are met in every
single step directly or indirectly relevant to the manufacture of the product in com-
pliance with the specifications that are part of the manufacturing and marketing
authorizations. All critical materials that enter the manufacturing process have to
have quality records that allow complete retraceability from the final product down
to all materials and substances used in its production. Moreover, the manufacturer is
obliged to follow up the market, to establish complaint procedures, and to document
non-conformity of the product or possible adverse effects in patients.

Guidelines for the implementation of GMP in the manufacture of radiopharma-
ceuticals can be found in EudraLex [102] (Vol. 4, Annex 3).

6.8 Regulatory Aspects

Radiopharmaceuticals have to be considered unsealed radioactive sources for use in
the human body. Therefore, they are among the most regulated products because
pharmaceutical legislation and legislation concerning the protection of patients,
workers, and the public against hazards of ionising radiation overlap in this area.

On the European level, the legal framework is set by a series of directives, reg-
ulations, and decisions. Directives define a result that has to be achieved in each
member state, but the member state may implement these directives by applying
different combinations of primary legislation, statutory regulation, or administra-
tive arrangements as long as the objectives can be fully met. Regulations are legally
binding and directly applicable in all member states after they have been published
in the Official Journal of the European Community. In many cases, guidelines define
how the requirements of the legal framework can be met best. They are usually not
legally binding, but they can be considered as representing a harmonised community
position that, if followed, will facilitate obtaining authorisations for manufacturing
or marketing of medicinal products.

Council Directive 97/43/Euratom [103] lays down basic measures for the radi-
ation protection of persons undergoing medical examination or treatment, and
Council Directive 96/29/Euratom [104] and amending directives set the basic safety
standards for the health protection of the general public and workers against the
dangers of ionising radiation. These directives require authorisations for production,
purchase, handling, medical use, and administration of radioactive substances. Any
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exposure of a patient to ionising radiation must be duly justified, ensuring an
acceptable risk-benefit balance. In addition, the health and safety of the personnel
involved in the manufacturing, distribution, and transport as well as of the medical
personnel handling the substance in a clinical setup have to be safeguarded. More-
over, the exposure of the public to chemical and radiation hazards must be kept
within the legal limits, and all measures serving this purpose have to be reviewed
from time to time concerning their appropriateness in the light of new technical
and medical developments. These reviews have to include as well aspects of envi-
ronmental protection and waste management. An environmental risk assessment
(ERA) in accordance with Directive 2001/18/EC is mandatory [105]. Also, com-
pliance with national and international regulations on the transport of dangerous
materials is mandatory (cf. [106, 107]).

An overview of EU pharmaceutical legislation can be found on the home page
of the European Commission, Directorate General Enterprise and Industry (see
EudraLex) [102]. One of the key documents is Directive 2001/83/EC on the commu-
nity code relating to medicinal products for human use [108]. This directive (and the
earlier ones it replaced) obliges member states to operate a system of authorizations
for the manufacture and marketing of medicinal products. According to Article 6
of Directive 2001/83/EC, a marketing authorization in accordance with regulations
EC/726/2004 [109] and EC/1394/2007 [110] is obligatory for radionuclide genera-
tors, labelling kits, and radionuclide precursors as well as for radiopharmaceuticals.
Regulation EEC 2309/93 [111] established a centralised EU-wide marketing autho-
rization and the European Medicines Agency (EMEA), which releases centralised
marketing authorizations. The assessment of the submissions to EMEA is under-
taken by teams of experts drawn from national authorities coordinated by two
members of the EU Committee for Human Medicinal Products (CHMP).

Directive 2001/83/EC specifies that a marketing authorisation is required prior to
placing any medicinal product on the market and specifies content and structure of
the dossier to be submitted when applying for marketing authorisation concerning
the product characteristics, its manufacture, and medical indication. In this directive,
procedures for obtaining a marketing authorisation and for the mutual recognition
of national marketing authorisations in other member states are defined. Also, man-
ufacture and processing of medicinal products are subject to prior authorisation
specifying the medicinal products and pharmaceutical forms that are to be manu-
factured or imported and the place where they are to be manufactured or controlled.
For obtaining a manufacturing authorisation for a specified medicinal product, the
applicant has to prove that the facilities and technical equipment and the number
and qualification of personnel are sufficient for the applicant to meet the required
safety and quality standards. Article 48 obliges the holder of a manufacturing
license to have at the holder’s disposal, permanently and continuously, the service
of at least one qualified person whose qualifications, responsibilities, and duties are
specified explicitly. Article 47 obliges the manufacturer to implement and follow
GMP. Moreover, labelling, packaging, classification, and distribution of medicinal
products, advertising, and product information are regulated. An important point
is the pharmacovigilance to ensure that competent authorities and users always
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have an updated overview of suspected adverse reactions of the product. Member
states are obliged to supervise adherence to the directive by a system of repeated
inspections.

Part III of the Annex of Directive 2001/83/EC deals with radiopharmaceuticals
and explicitly requires that also the nuclear reactions involved in the radionuclide
production shall be discussed when applying for market authorization. The appli-
cation file shall include details on the identity of the radionuclide and its use,
impurities, carriers, and data on specific activity. It is specified that the irradiated
target material shall be considered as a starting material. The processing of the
irradiated target material to extract and purify the desired radionuclide is consid-
ered as the first radiopharmaceutical production step. The radionuclide purity, the
radiochemical purity, and the specific activity shall be described considering their
impact on the biodistribution of the radiolabelled substance. Additional guidance
was provided by the CHMP [112].

6.9 Radionuclide Availability and Prospectives

Medical imaging and therapy using radionuclides have become increasingly suc-
cessful in the last 10–15 years. First, targeted radionuclide therapies obtained market
approval and gave evidence of the enormous potential that radionuclide therapy
holds in the treatment of cancer and other malignancies. However, nuclear medicine
and radiopharmacy frequently are facing more and more problems with the global
supply of radionuclides (e.g., [113]). Reactor-produced radionuclides were so far
considered more readily available than cyclotron-produced ones. For this reason,
80% of the medical imaging procedures are still done with 99mTc-labelled com-
pounds, and Zevalin and Bexxar are labelled with 90Y and 131I, respectively.
Nevertheless, the lack of commercially available 90Y and 177Lu, approved for use
in human medicinal products, is more and more perceived as an obstacle in the dif-
fusion of new radionuclide therapies [27], whereas the lack of cyclotron-produced,
mainly short-lived, radionuclides for therapy has been noted for several years (e.g.,
[60, 114]).

The worldwide supply with reactor-produced medical radionuclides relies on
five research reactors (HFR in Petten, Netherlands; NRU in Chalk River, Canada;
OSIRIS in Saclay, France; BR2 in Mol, Belgium; SAFARI-1 at Pelindaba, South
Africa). These facilities range in age from 42 to 51 years. Their reliable opera-
tion is an increasing challenge, and many of them will be shut down within 5 to
6 years [115]. Only Australia’s recently constructed research reactor OPAL at Lucas
Heights is expected to start 99Mo production soon, and the United States considers
starting radionuclide production using the research reactor at the University of Mis-
souri [11]. The project to construct two reactors dedicated to medical radionuclide
production in Canada was cancelled in May 2008 [116].

As of October 2008, among the dozens of radiopharmaceuticals used in clinical
practice only seven products were approved centrally within the European Union
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by a market authorisation issued by the EMEA [117]. The others have national
market authorisations, some of which have been extended by mutual recognition
agreements to other countries. Therefore, a clear assessment of the impact of the
radionuclide shortage due to unexpected reactor shutdowns by national authori-
ties and the European Commission is a complex exercise; hence, the conclusions
drawn on a political level and on the level of the medical experts administering
these radiopharmaceuticals are sometimes not in complete agreement, although
converging [118].

In the short term, the shortage of 99Mo supply for 99mTc generators is dealt
with by prioritising more urgent clinical procedures on a hospital level or by using
alternative radiopharmaceuticals. However, the application of a radiopharmaceuti-
cal for purposes not originally foreseen in the application for market authorisation
requires a new and usually time-consuming application. Therefore, the European
Union, member states, and EMEA on September 18, 2008, agreed on an ad hoc
procedure allowing the national regulatory authorities to extend the licenses of mar-
keting authorisation holders rapidly after having received further supportive data
[119]. A further problem arises from the fact that the targets used in various reactors
for the production of 99Mo are not standardised and require different processing
[71]. Since the target processing procedure and the location where processing takes
place are part of the market authorisation, the processing of different targets irra-
diated in another reactor requires authorisation from regulatory authorities and an
amendment to the Drug Master File. In addition, further transport authorisations are
required for targets that are shipped from a different reactor to the processing site.
Thus, the possibilities to react rapidly on the shortage are limited.

In view of the ageing reactors supplying the world with medical radionuclides,
joint efforts are required to identify other research reactors with the technical and
intellectual capacity to produce medical radionuclides [120,121]. Also, possibilities
to substitute reactor-produced radionuclides by accelerator-produced ones should
be explored, especially if this could boost more efficient use of already installed
accelerators. EMEA also calls for exploring alternatives to radiopharmaceuticals
whenever new emerging technologies could allow this. But so far, unlike other
imaging modalities, nuclear medicine procedures are uniquely capable of map-
ping physiological function and metabolic activity on a molecular level. Hence, the
radionuclide supply problems may jeopardise the dynamics of the development in
nuclear medicine but not the general trend.

Acknowledgements I thank F. Barberis Negra (GE Healthcare, Ispra) for helpful comments on
the daily praxis of QC and GMP.
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Chapter 7
Research and Development
of New Radiopharmaceuticals

Gerhard Holl

7.1 Introduction

The goal of research and development (R&D) for pharmaceutical companies is to
find new products, to demonstrate that these are efficacious and safe, and to get
them approved by the health authorities, thus making them available for broad use
by the medical community. This comprises a long chain of activities, including
identification of medical needs, extensive research work, preclinical preparation for
administration of the new drug to humans, and a series of clinical studies. Although
this chapter focuses on R&D of radiopharmaceuticals (RPs), general aspects of
R&D of (nonradioactive) pharmaceutical products are also presented. Intravenous
injection is always considered as the route of administration of RPs.

There are major differences between R&D of diagnostic RPs and of therapeutic
RPs. This applies particularly to the investigation of the effects of ionizing radiation
(which can be measured in individual patients after administration of therapeutic
agents but can only be estimated as risks in the case of diagnostic RPs) and the
strategies of elaborating doses. In this chapter, all statements refer to diagnostic RPs
unless otherwise noted.

The focus is on molecular imaging (MI). In this field, mainly such tracers are
considered which reversibly bind to defined molecular structures. Special focus is
on positron emission tomography (PET). The assessment of radiation risk is a cru-
cial step in R&D of RPs. It requires significant contribution by experts in medical
physics, and discussion is presented here in greater detail.

The general aspects in sections 7.4 and 7.5 are illustrated by examples that mainly
refer to one clinical field: the diagnosis of dementia. If detailed data are given for a
special tracer, they refer to BAY94-9172, which is currently in clinical development
at Bayer Schering Pharma. This tracer binds reversibly to deposits of amyloid “, a
protein that is found in the brains of patients with Alzheimer’s disease (AD).
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7.2 Medical Needs

As a prerequisite for success, a new product must fulfill a medical need; that is, it
must perform in a relevant medical field better than currently possible. In the field of
diagnostic RPs, the desired improvement over existing techniques and products usu-
ally is better diagnostic performance. Improvement in safety and tolerability of the
chemical entity of the tracer plays a minor role since most current RPs do not exhibit
safety issues. However, reduction of exposure of patients to ionizing radiation can
be considered an additional goal.

The following examples of medical needs refer to improved diagnostic per-
formance in three disease groups that affect large numbers of patients: cancer,
cardiovascular diseases, and dementia.

� Cancer imaging: 2-Deoxy-2-Œ18F�fluoro-D-glucose (Œ18F�-FDG) is the most fre-
quently used PET tracer worldwide and shows excellent sensitivity in many
cancer types. However, Œ18F�-FDG cannot reliably distinguish between cancer-
ous lesions and sites of inflammation. Erroneous classification of inflammation
as cancer metastasis and vice versa can lead to wrong therapeutic decisions. New
tracers need to have the same excellent sensitivity as Œ18F�-FDG in a broad range
of different cancer types but should be more specific for cancer.

� Cardiovascular imaging: Atherosclerosis is the leading cause of morbidity and
mortality in industrialized countries. Although there are many diagnostic tools,
diagnosis remains suboptimal. Radiological and nuclear medicine imaging tech-
niques help to detect narrowing of blood vessels and the reduction of blood
flow in the heart regions supplied by the narrowed arteries. These techniques
are not able to identify inflamed and vulnerable atherosclerotic plaques that may
be present in vessel segments that are not significantly stenosed. However, such
non-stenosing plaques are responsible for many acute coronary events, including
cardiac infarctions. There is the chance that MI of vulnerable plaques will better
predict cardiac infarction than the currently available tools, and that infarction
can be better prevented by early initiation of adequate treatment. Several molec-
ular markers of vulnerable plaques have been identified (e.g., markers of cell
death in the inflamed lesions) [1].

� Diagnosis of dementia: Dementia is the fourth leading cause of death in the West-
ern world. The most common cause of dementia is AD. Definitive diagnosis of
dementia relies on neuropathological examination of the brain. Examination of
brain samples, however, requires the performance of a brain biopsy, which is
a highly invasive procedure. For that reason, neuropathological examination is
usually only performed after the patient has died.
The diagnosis of AD in living patients requires time-consuming clinical assess-
ment by dementia specialists. Many cases, however, remain unclear. With mag-
netic resonance imaging (MRI) and PET imaging with Œ18F�-FDG, brain areas
with major structural alterations respectively with reduced glucose metabolism
can be recognized. Both imaging methods, however, have difficulties in dis-
tinguishing the slight alterations seen in patients at early disease stages from
nonpathological age-related brain alterations.
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Improvement of diagnostic accuracy and facilitation in making the diagnosis thus
is a medical need in the field of dementia. MI with tracers that are specific for the
neuropathological hallmarks of dementias are expected to provide information
that is close to what otherwise can be obtained only by neuropathology.

7.3 Overview of R&D Process

A schematic overview of the steps of R&D with RPs is given in Fig. 7.1.
By research, a series of compounds is made available that potentially can be used

as tracers for imaging. The most promising molecule (lead compound) is selected.
Before a first administration of the new tracer in humans, two major tasks need to
be accomplished:

1. Chemistry, manufacturing, and control (CMC) work. Different chemical sub-
stances, including the radiolabeled tracer molecule, are combined to obtain the
“formulation” of the final product for injection. The formulation of RPs usually
contains solvents (such as water and ethanol), buffers for pH adjustment, and
other constituents. The CMC unit establishes manufacturing of the formulation
and of all constituents according to good manufacturing practice (GMP). The
stability of the product is investigated, and the maximum time period between
manufacturing and injection is specified.

Lead compound optimization

Early research and
compound identification

Chemistry, Manufacturing and
Control (CMC)

Safety pharmacology and
toxicology for PoM

Further
compound
optimization
in case of
unsatisfactory
results

Clinical Proof of Mechanism (PoM) study

Development:
Full safety pharmacology and

toxicology
Clinical phases I, II and III

Fig. 7.1 Overview of research and development of radiopharmaceuticals
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2. Safety pharmacology and toxicology testing of the product by performing in vitro
tests and animal studies. Here, R&D of RPs can benefit from special regulations,
which were recently issued by the U.S. Food and Drug Administration (FDA)
[2] and the European Medicines Agency (EMEA) [3]. These regulations rec-
ommend reduction of safety pharmacology and toxicology programs provided
that a number of “microdosing” conditions are fulfilled: In studies with a single
administration of the tracer, the maximum dose to be applied to humans must be
100 �g or less and must be less than 1/100th of the dose calculated to yield a
pharmacological effect (based on in vitro and animal data). Regarding the clini-
cal study, the number of study participants must be low and the study needs to be
exploratory.

The microdosing regulations can be applied for many RPs since tracer mass doses
are often in the low-microgram range, and no effects are observed in preclinical
studies with the required doses. The demand for small size of the clinical study can
also be met because nuclear medicine imaging can provide conclusive information
on tracer biodistribution by investigating a small number of healthy volunteers or
patients.

The clinical proof of mechanism (PoM) study is the first study in which the new
tracer is applied to humans. In many cases, the study population will consist of
a small number of patients with a certain disease and a small number of healthy
volunteers as controls. The main objective of a PoM study is to evaluate in humans
whether the tracer shows uptake due to specific binding to the molecular target.
Imaging therefore is focused on the body regions and anatomical structures where,
on the one hand, the molecular target is expressed with high density and where, on
the other hand, differences in the density of the target are expected between healthy
and diseased persons. In addition to the principle proof of in vivo binding in humans,
first information is obtained whether the differences found between the two groups
of study participants might be large enough to allow discrimination between subjects
who have the disease and those who do not. As in all clinical studies, safety and tol-
erability of the new product are continuously monitored. In addition to imaging of
the target regions, whole-body imaging is performed at several time points to obtain
first data on the human biodistribution for an estimation of radiation dosimetry data.
If the new tracer does not fulfill expectations, further compound optimization will
be performed.

Clinical development: If results of the PoM study are promising, the clinical
development is started. Microdosing regulations do not apply for clinical develop-
ment. Therefore, the full set of safety pharmacology and toxicology investigations
as required for other pharmaceutical products needs to be performed.

Phase I studies are mostly performed in healthy volunteers. The objective is the
assessment of pharmacokinetics (PK), including metabolism of the tracer molecule,
and of safety and tolerability of the formulation. In the case of RPs, one further
important objective is to obtain data on radiation dosimetry in a larger group of
subjects.

Phase II studies always include patients in defined disease states in whom abnor-
mal imaging results are expected. Subjects in whom normal imaging results are
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expected may also be included, for example, healthy volunteers or patients with
diseases that do not alter the molecular target. The objectives are as follows:

� Identification of the optimum activity dose. For reasons of radiation protection,
the administered activity for diagnostic purposes should be as low as reasonably
achievable (ALARA principle). On the other hand, the administered activity must
be sufficient to provide image quality that is good enough for making the diag-
nosis. Within certain limits, the applied activity can be reduced without loss of
image quality by using a longer image acquisition time. Too lengthy acquisition
periods, however, are not well tolerated by patients and may lead to movement
artifacts, which in turn make correct interpretation of images impossible. Thus,
reasonable compromises need to be made in selecting the optimal activity.

� Identification of optimum imaging windows (times recommended for image
acquisition). For this purpose, the scan protocols include several acquisition peri-
ods, often ranging from a starting point soon after tracer injection up to two or
three half-lives of the radioactive decay. After evaluation of the phase II images,
a more simple imaging protocol is recommended for the subsequent phase III
studies.

� Elaboration of rules how to make the diagnosis by evaluating the image data.
� Generation of hypotheses on the diagnostic performance of the tracer.

Phase III studies are the final clinical development step. They are confirmatory
studies. This means that a certain diagnostic performance, predefined on the basis
of the phase II results (usually sensitivity and specificity in the detection of disease),
must be reached.

There usually only one standard activity dose is applied, and the imaging protocol
is kept as simple as possible, desirably consisting of not more than one acquisition
period. For image data evaluation, the rules as elaborated in the phase II studies are
applied. The procedures applied in phase III studies will be recommended later for
the use of the marketed product.

One goal of the phase III studies is to demonstrate that the use of the new tracer
is not limited to a few highly specialized institutions. Phase III studies therefore
are conducted in many different nuclear medicine departments, in different coun-
tries and regions, and including institutions with scanners from different equipment
manufacturers.

7.4 Special Aspects of Research

7.4.1 Targets for Molecular Imaging

The principle of targeting for MI is shown in Fig. 7.2. Knowledge of the deviations
from normal physiology or biochemistry in the tissues affected by the disease is a
prerequisite.
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Fig. 7.2 Principle of targeting in molecular imaging

One imaging principle depends on the altered density of certain receptors or other
molecular structures to which radiolabeled tracers can bind. The tracer will show a
pathologically high accumulation if the density of the molecular structure is higher
in the diseased than in the healthy tissue (e.g., binding to a tumor marker). If the den-
sity of the target structure is reduced as a consequence of the disease, the tracer may
show pathologically reduced uptake (e.g., reduced uptake of radiolabeled raclopride
in the striatum in some degenerative brain diseases).

A second approach is imaging of the metabolism. Here, the radiolabeled tracer
is a substrate for a special metabolic pathway. In oncology, cancer can be visual-
ized by pathologically high accumulation of radiolabeled amino acids (indicating
elevated protein synthesis), of radiolabeled nucleosides (indicating elevated syn-
thesis of DNA), or of Œ18F�-FDG (indicating elevated glucose consumption). Also
in metabolic imaging, some diseases can be recognized by pathologically reduced
accumulation of the radiolabeled tracer (e.g., reduced uptake of 6-[18F]fluoro-
L-dopa in the striatum of patients with Parkinson’s disease).

The last example in Fig. 7.2 refers to imaging in dementia. The molecular target
chosen is amyloid “, a marker of AD. Amyloid “ is not a receptor with a physio-
logical function. However, its presence is closely associated with AD, and it has
a defined chemical structure that makes it suitable for molecular targeting. The
tracer molecules chosen in Fig. 7.2 are radiolabeled stilbene derivatives that bind
to amyloid “.

The selection of molecular targets as the basis of an R&D program for MI is
performed by a cooperation between scientists who have knowledge about the biol-
ogy and biochemistry of healthy and diseased human tissues and clinicians who are
aware of the medical needs. In the following, some aspects of target selection for
imaging are discussed. MI of AD is given as a special example.
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The chosen molecular target (or metabolic process) should

1. allow the diagnosis to be made at an early stage of the disease, at a time
when diagnosis by other means is difficult or even impossible. In the case of
neurodegenerative diseases, this aspect is of special relevance when assuming
that neuroprotective drugs will be available in the future. Then, reliable diagnosis
at an early disease stage is absolutely needed to enable start of neuroprotective
treatment before significant numbers of nerve cells have died.

2. the promise high sensitivity in disease detection. The first prerequisite for this is
presence of a molecular alteration in a high percentage of patients. In the ideal
case, it should be present in 100% of the patients with the respective disease. As a
second prerequisite, the target structure must allow high uptake of the radiotracer.
One condition for this is that the target structure appears with a high density in
the tissue and is easily accessible for the tracer.

3. Promise high specificity in disease detection.

In the case of AD, many abnormalities on the cellular and molecular levels
are known, including several nonspecific processes, such as inflammation and cell
death. Amyloid “ plaques are present with high density at the beginning of the dis-
ease and are – according to current knowledge of the disease process – developing
years before the first clinical symptoms of dementia become obvious. Therefore,
amyloid “ plaques are considered suitable targets for sensitive detection of AD at
early disease stages.

Regarding specificity, amyloid “ imaging can distinguish AD from types of
dementia that are not associated with amyloid “ (e.g., frontotemporal dementia
[FTD]) (see Fig. 7.4). However, deposits of amyloid “ can also be present in a
fraction of patients with two less-common types of dementia: dementia with Lewy
bodies (DLB) and vascular dementia (VaD). As a consequence, discrimination
between AD and these two types of dementia can possibly not be made reliably.
Thus, if the main role is seen in the diagnosis of diseases, in the considered case
the discrimination of AD versus other types of dementia, the specificity of amy-
loid “ imaging may not be perfect. This situation is not uncommon in MI since the
alterations detected on the molecular level are not always matched 1:1 to a specific
disease entity.

However, beyond the capability to confirm or exclude specific diseases (e.g., to
exclude AD in case of a normal scan), an important question is whether a proof of
presence or absence of the molecular alteration and thus of a defined pathology as
such is of clinical value. In the case of dementia, therapeutic strategies against amy-
loid “ deposits are under clinical investigation by several pharmaceutical companies.
If one of these strategies will be successful, amyloid “ imaging should be an impor-
tant tool in identifying the patients who can benefit from the new therapy. The detec-
tion or exclusion of a defined pathology, in this case the distinction between patients
with and without brain amyloid “ load, by means of MI then might be of higher
importance than the classification of a patient’s condition according to the current
disease definitions. This point of view is also relevant in selecting targets for MI.
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7.4.2 Research for New MI Tracers

The first condition in selecting tracer molecules is binding of the tracer molecules
to the molecular target with high affinity and selectivity. However, several other
pharmaceutical conditions must be met to obtain the final tracer molecule, such
as having the lipophilicity (octanol–water partition coefficient) in a defined range,
the possibility of radiolabeling the compound without changing its structure too
much (otherwise, binding properties may be changed), maintaining adequate chem-
ical and metabolic stability, and the possibility of manufacturing the compound at a
reasonable cost.

One effective approach is to start with a molecule that is known as a binder
(e.g., a dye that is used by pathologists to stain amyloid plaques) and to modify its
structure to achieve the pharmaceutical properties mentioned. In this process, the
chemists use known structure–activity relationships to improve certain features of
the compound.

A second approach is to screen available molecules for their capability to bind to
the chosen molecular target. This can be done efficiently by high-throughput screen-
ing (HTS) of large libraries of candidate compounds: The purified target molecules
or cells exhibiting the target molecules are filled into the wells of a microtiter plate.
Interaction of one of the screened compounds with the target is detected by compet-
itive binding assays (e.g., displacement of a labeled reference compound from the
target).

Other techniques can generate completely new molecular structures that bind to
the chosen targets. Methods that were successfully applied in the field of RPs are
the phage display technique for antibody-based tracers and the SELEX (systematic
evolution of ligands by exponential enrichment) method for tracers consisting of
aptamers (short strands of nucleic acids).

7.4.3 Preclinical Characterization of New Tracers

7.4.3.1 Binding Studies

The affinity, the strength of binding between the tracer molecule and the target, is
one of the key parameters of a new tracer. Affinity is best characterized by the equi-
librium dissociation constant Kd . This constant is equal, in a binding experiment,
to the concentration of the tracer molecule at which half of the receptors are occu-
pied by the tracer molecule under equilibrium conditions. The smaller the Kd is,
the stronger the binding will be. Kd values of radiotracers should be in the low
nanomole-per-liter range.

The selectivity of the tracer molecule is investigated by studying its binding to
a panel of other human receptors and transporters. Significant binding to structures
other than the targeted one may indicate specificity issues in imaging.
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Fig. 7.3 Autoradiography of brain tissue sections from a patient with Alzheimer’s disease (AD)
who died and from a person who died without signs of dementia. (a) Postmortem brain tissue sec-
tion from a patient with AD. Autoradiography after incubation with the amyloid “-targeting tracer
BAY94-9172 shows strong signals of the radiotracer in the outer rim zone of the brain section
(cerebral cortex) due to specific binding. Less-intense signal is seen in the white matter (WM) due
to nonspecific binding. (b) Brain tissue section from a person who died without signs of dementia.
Autoradiography again shows some signal due to unspecific binding in the WM but no relevant sig-
nal in the cerebral cortex. (c) Enlarged view of an area of the cerebral cortex of the patient with AD
whose autoradiography is shown in (a). Immunohistochemistry with the antiamyloid “ monoclonal
antibody 11F6 (Bayer Schering Pharma) shows presence of amyloid “ plaques (arrows). Horizontal
bar: 50 �m. (Bayer Schering Pharma, TRG Diagnostic Imaging, A. Thiele and S. Krause)

Binding of a tracer molecule to the target in human tissue samples can be ana-
lyzed by autoradiography. The brain tissue sections shown in Fig. 7.3 were from
a patient who died with the diagnosis of AD and from a person who had no signs
of dementia at the time of death. The sections were incubated with the 18F-labeled
amyloid “ targeting tracer BAY94-9172. After a washing step, binding of the tracer
to the target is visualized using a phosphor imaging plate for detection of the autora-
diographic signal. The main difference between the two images is the strong signal
in the cerebral cortex of the patient with AD and the absence of a relevant signal
in the cortex of the person who was not suffering from dementia. In both images,
minor binding is seen in the white matter (WM), a structure that is not primarily
involved in the deposition of amyloid “ in AD. This signal is considered to be due to
nonspecific binding to molecular structures unknown until now. Figure 7.3c shows
the application of a further method used in research, immunohistochemistry: The
same sections of the cerebral cortex as used for the autoradiography were stained
with an antibody that binds selectively to amyloid “. Presence of amyloid “ deposits
was demonstrated only in the cortex of the patient with AD and not in the cor-
tex of the nondemented person. This finding in immunohistochemistry supports the
conclusion that it is the binding of the tracer to amyloid “ deposits that makes the
difference between the two autoradiography studies shown in Fig. 7.3a and 7.3b.

The two methods were also applied to obtain information on the selectivity of
the tracer BAY94-9172 that can be expected in diagnosing dementias associated
with amyloid “, such as AD versus other types of dementia. Figure 7.4a shows the
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Fig. 7.4 Autoradiography of a brain tissue section from a patient who died with frontotemporal
dementia (FTD). (a): Postmortem brain tissue section from a patient with FTD. Autoradiography
after incubation with the amyloid “-targeting tracer BAY94-9172 shows the same pattern as seen
in the sections from a person who died without signs of dementia (Fig. 7.3b). (b) Enlarged view of
an area of the cerebral cortex of the FTD patient. Immunohistochemistry with the monoclonal anti-
hyperphosphorylated tau antibody AT8 shows presence of depositions of hyperphosphorylated tau
(arrows). Horizontal bar: 100 �m. (Bayer Schering Pharma, TRG Diagnostic Imaging, S. Krause
and A. Thiele)

autoradiography of a brain tissue section from a patient who died with the diagnosis
of FTD, a disease generally not associated with amyloid “ deposits. No specific
binding of the tracer to the cerebral cortex could be detected. Immunohistochemistry
of the same brain section using an antibody specific for hyperphosphorylated tau
revealed the presence of this pathological marker of FTD (Fig. 7.4b). These findings
confirmed that the tracer does not bind to hyperphosphorylated tau and is therefore
useful for making a differential diagnosis between AD and FTD.

7.4.3.2 Animal Studies for Radiation Dosimetry

In the development of a new RP, the first estimate of the expected radiation dose
to humans is obtained from animal studies, usually performed in mice. These data
are required prior to a first study in humans. For principles and methods of internal
radionuclide dosimetry, see the discussion in the assessment of radiation risk of
section 7.5.

The first step is the quantitative determination of activity in a large set of organs
at several time points after intravenous injection. Imaging is not considered accurate
enough for this purpose in small animals. Therefore, animals are sacrificed at pre-
defined time points, and tissues are removed for measurement of activity in a well
counter. The activity excreted in urine and feces is also quantitatively measured.

For extrapolation of animal data to humans, the data measured in the various
source organs usually are scaled prior to calculation of the cumulated activity QA in



7 Research and Development of New Radiopharmaceuticals 115

humans. The choice of the most adequate scaling method is a matter of discussion.
One method is organ and body mass scaling according to Kirschner et al. [4]. If the
percentage of injected activity in an organ of the animal is known, the percentage
injected activity in the human organ is obtained by multiplication with the factor

Fa D .body weight=organ weight/animal � .organ weight=body weight/human : (7.1)

A second method is scaling for biological equivalent times according to Boxen-
baum [5]. If a time constant is found for the description of the time activity curve
(TAC) of an animal organ, the appropriate time constant for humans is obtained by
multiplication with the factor

Fb D .body weighthuman = body weightanimal/
0:25 : (7.2)

For the 18F-labeled tracer BAY94-9172, the results of different approaches (no
scaling of the mouse data, scaling only for body mass, scaling only for biological
time, or scaling for both) were retrospectively compared to the dosimetry data mea-
sured in humans. The greatest level of agreement was obtained with the combination
of scaling for body mass and biological time [6].

In the dosimetry of diagnostic RPs, the sole purpose of measuring the activity dis-
tribution in animals is to obtain data for estimates of the radiation doses to humans,
whereas the radiation doses to animal organs are not of interest. In the case of ther-
apeutic RPs, the situation is different. Determination of radiation doses to healthy
organs of the animal and to pathological structures, such as xenograft tumors (see
section “Imaging Xenograft Models”), and evaluation of radiation-induced organ
damage and tumor shrinking provide valuable information about the capability of a
product to treat cancer. The determination of radiation doses to animal organs can
be difficult since S-values (e.g., for the mouse) are published for a few radionuclides
and for some selected organs only [7].

7.4.3.3 Imaging Studies in Animals

Determination of tracer distribution in animals by means of imaging has advantages
over the method described in Sect. 7.4.3.2 on animal studies for radiation dosimetry,
which requires sacrificing animals at many postinjection time points: With imaging,
postinjection time activity curves of various tissues can be determined in the same
animal. This reduces the effects of interanimal variability and reduces the number of
animals required for a given study. Furthermore, repeated studies in the same animal
are possible. For many purposes, the information obtained by imaging is sufficient.

Prior to the development of small-animal imaging systems, tracer distribution
could be observed only in larger animals by using clinical scanners. A widespread
application of PET with larger animals was brain imaging in monkeys, including
modelling of tracer kinetics.



116 G. Holl

Fig. 7.5 State-of-the-art preclinical imaging equipment: positron emission tomographic/computed
tomographic (PET/CT) system for animal studies. (Bayer Schering Pharma, TRG Diagnostic
Imaging)

Over the past decade, dedicated small-animal systems for single-photon emission
computed tomography (SPECT) [8] and PET [9] were developed, some of them
combined with computed tomography (CT) systems. PET systems can achieve a
spatial resolution in the range of 1–2 mm. Small-animal SPECT systems use pinhole
collimation and can reach even better resolution. A modern PET/CT system for
animal studies is shown in Fig. 7.5.

Imaging Genetically Engineered Animal Models

An advantage of small animals (mice and rats) over larger ones is the lower cost for
keeping of the animals. On the other hand, the mouse is the animal of most inter-
est because of the techniques available for genetic manipulations in this species. It
is possible to inactivate (“knock out”) genes or to insert new ones to obtain ani-
mals that mimic human diseases. By these means, certain tissues of the animals
may exhibit molecular structures that otherwise can only be observed in patients
suffering from that disease. Thus, a new tracer targeting these structures can be
investigated by imaging such animal models. For AD, several models have been
created that exhibit brain pathology similar to that observed in patients [10].
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Fig. 7.6 Preclinical imaging studies. Visualization of tracer distribution in a tumor-bearing mouse
model by single-photon emission computed tomography (SPECT). The tracer under investigation
is targeting a marker of neoangiogenesis. Strong accumulation of radioactivity is seen in the tumor.
Apart from the tumor, the excretory pathways can be recognized (in the chosen projection, the
two kidneys of the animal are superimposed). (Bayer Schering Pharma, TRG Diagnostic Imaging,
D. Berndorff)

Imaging Xenograft Models

Xenografts are grafts in which the donor and the recipient are of different species.
For investigation of tracers for cancer imaging, cells from a human tumor cell line
can be transplanted (e.g., under the skin of a mouse or into a mouse organ). The
animals are immunocompromised and therefore do not reject the human cells. After
a couple of weeks, the tumor develops to a diameter that is large enough for imaging.

The properties of human xenograft tumors in animals are considered to be similar
to those of the same tumor type in patients. As an example, the degree of neoan-
giogenesis (the formation of new blood vessels) should be similar. In the SPECT
scan shown in Fig. 7.6, a strong uptake by a mouse tumor xenograft is seen when
administering a tracer that is targeting a molecular marker of neoangiogenesis. This
finding in the xenograft model suggests that the tracer might also show high uptake
when imaging the same tumor type in humans.
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Furthermore, Fig. 7.6 shows the hepatic excretion (via liver and gallbladder) and
the renal excretion (via kidneys and urinary bladder) of activity. The low activity
in all body regions except for those with excretory organs suggests that imaging in
humans may also show low background activity. Thus, important additional infor-
mation about the tracer is obtained by this imaging study performed at an early
research stage.

7.5 Special Aspects of Clinical Development

7.5.1 Good Clinical Practice

Good clinical practice (GCP) is an international ethical and scientific quality stan-
dard for designing, conducting, recording and reporting studies that involve the
participation of humans. The basis of GCP is the ethical principles developed
by the World Medical Association (WMA) http://www.wma.net/en/30publications/
10policies/b3/17c.pdf. This declaration has undergone several revisions, the most
recent in October 2008. Adherence to GCP is an absolute obligation in any kind of
clinical studies.

The International Conference on Harmonization (ICH), as an international body,
defines unified standards of GCP for the European Union, Japan, the United States
and other countries; these standards are in the form of guidelines, which governments
can transpose into national regulations [11]. For pharmaceutical companies, the ICH
guidelines facilitate global development because the requirements for proving safety
and efficacy of new products are harmonized in most of the major markets.

There are two main aspects of GCP: The first is protection of rights of trial
participants and their safety and well-being. The second aspect is the assurance
that clinical studies are planned in a scientifically sound way and that the results
are credible and accurate. Quality assurance therefore is one cornerstone of GCP.
Performance of clinical studies in accordance with GCP requires in particular the
following documents, activities, and measures, which all need to be defined by
standard operating procedures (SOPs):

� Investigator’s brochure: The brochure contains all relevant data about the new
tracer and the formulation as known at the time of the clinical study.

� Clinical study protocol: The protocol contains all relevant information about a
particular study.

� Case report form: This form is a paper sheet or an electronic system for doc-
umentation of study data for individual study participants as collected by the
investigator.

� Patient information form and informed consent form: Patients and healthy volun-
teers are informed about the purpose of the study and about benefit and risks. In
particular, they are informed that their participation is absolutely voluntary, and
that they can withdraw their consent at any time without giving reasons. Consent
needs to be given in written form.
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Further requirements are insurance coverage for the study participants; approval
of the clinical studies by ethical committees and health authorities (after review of
the documents mentioned); anonymization of all data given to the sponsor (includ-
ing removal of patients’ and volunteers’ names from all image material); archiving
of all study data; and the nomination of persons responsible for quality assurance.

Information for Study Participants About Radiation Risks

In studies with RPs, the study participants must be informed about the risk due to
the ionizing radiation applied. This risk can be expressed best by the effective dose
(ED; see chapters on assessment of radiation risk). For laypersons, however, this
information is not sufficient. Two types of additional information can be provided:
The first is the comparison of the ED caused by the experimental tracer to the EDs
caused by frequently used diagnostic procedures with which the patients and vol-
unteers are familiar: nuclear medicine procedures such as mycardial perfusion or
Œ18F�-FDG scans and X-ray examinations, including CT studies.

The second way is to convert the ED caused by the experimental tracer to the
equivalent time in months or years to obtain the same ED from the natural back-
ground radiation [12]. For the latter, average values are taken for the country where
the study participant lives. In Germany, for example, the average annual radiation
exposure due to natural radiation is 2.1 mSv [13]. Assuming that the ED of the
experimental RP is 4.0 mSv, the study participant is informed that the administra-
tion of the RP will cause a radiation dose that is comparable to the radiation dose he
or she receives due to the natural radiation in a period of 4:0=2:1 D 1:9 years.

7.5.2 Safety

In the application of RPs, two different types of potential risks to the patients need
to be considered: the risks due to the chemical substances injected and the risks due
to the application of ionizing radiation.

7.5.2.1 Compound-Related Safety

The chemical substances injected are the constituents of the formulation, that is,
the radiolabeled tracer molecule and the additives. Additives are selected from a
list of substances that are approved for use in medications (e.g., by the European
Pharmacopoeia). The safety profiles of these substances are well known from their
use in other drugs. Substances causing significant adverse reactions can be excluded.
If special features of the formulation suggest that there might be minor effects (e.g.,
some pain at the injection site due to low pH), the occurrence of these symptoms
will be specially monitored in the clinical studies.

Regarding the tracer molecules, their mass doses are low, often in the microgram
range. This, together with the fact that in the majority of cases the patient receives
only one single application, is the explanation why diagnostic RPs are a safe class
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of products. The low rate of adverse reactions caused by marketed RPs was doc-
umented by several large surveys (e.g., by the European Association of Nuclear
Medicine [14]).

However, when investigating new molecules, tracer-related changes in safety
parameters and side effects cannot be excluded a priori, even with very low mass
doses. Examples have been reported in the literature. An article by Chianelli et al.
[15], for example, described laboratory parameter changes caused by radiolabeled
interleukin 2 with tracer masses as low as 40 �g. Another report attributed cases
of serious adverse events (AEs), including two cases of death [16], to an antibody
product that was applied with tracer mass doses in the range of 75–125 �g. To be
able to detect potential risks early, safety monitoring in clinical studies with RPs is
not much different from that in studies with nonradioactive drugs.

Safety monitoring is most intensive during the first clinical studies with a new
tracer. If the earlier studies confirmed good safety of the tracer, the duration of the
observation period (the time interval during which the study participant’s condi-
tion is surveyed) can be decreased in the later part of the development; as well, the
number of assessments points and of safety variables can be decreased.

In the individual study participant, the measurements for evaluation of safety
start with the assessment of the status at baseline (i.e., prior to the administration of
the new tracer). Then, the same assessments are made at a number of defined time
points after injection up to the end of the observation period. These measurements
include

� Physical examination: This follows a standardized schedule (e.g., general appear-
ance, heart, lungs, etc.).

� Vital signs: These include measurement of blood pressure and pulse rate. In
early studies, body temperature, respiration rate, and oxygen saturation are also
measured.

� Clinical laboratory: Measurement is made of parameters of chemistry (e.g., elec-
trolytes, liver enzymes), of hematology (counts of blood cells and platelets), and
of blood coagulation. Furthermore, the urine is analyzed.

� Electrocardiograms (ECG): These are recorded and assessed for rhythm abnor-
malities and quantitative parameters.

� Adverse events (AEs): An AE can be any unfavorable and unintended sign or
symptom or disease that appears after administration of the tracer. Any AEs have
to be documented irrespective of whether they are considered to be related to the
application of the study tracer. AEs are to be described according to a number
of categories, such as the intensity, the assumed causal relationship to the tracer
molecule, and others.

Studies with antibodies of mouse origin: Administration of tracers consisting of
murine monoclonal antibodies may trigger the patient’s immune response to form
human antimouse antibodies (HAMAs). This is a natural phenomenon and does
not cause issues at the time of the first contact with murine proteins. In further
administrations of murine material to a patient with HAMA, however, the interac-
tion between the patient’s HAMA and the injected tracer can lead to side effects such
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as fever, chills, and rashes. One special task in the clinical testing of such tracers is
to assess the formation of HAMAs. For this purpose, HAMA levels in the patients’
blood are determined after 2–4 weeks and again after several months. Furthermore,
the safety of repeated administration is investigated.

7.5.2.2 Assessment of Radiation Risk

The effects of irradiation can be classified as either deterministic or probabilistic
(stochastic).

Deterministic effects occur after larger doses of radiation to tissues. They are
characterized by a threshold dose below which these effects will not be observed.
Deterministic effects increase in severity as the radiation dose is increased. Exam-
ples of symptoms due to deterministic effects are the depression of cell division in
the bone marrow or diarrhea due to irradiation of the gastrointestinal tract.

In clinical development of therapeutic RPs, the occurrence of deterministic
effects needs to be closely surveyed. With many therapeutic RPs, the effects caused
in one organ are “dose limiting”; that is, the administered activity cannot be
increased further because serious damage of this organ would occur with higher
activities.

With diagnostic RPs, the radiation doses are too low to reach the thresholds for
deterministic effects in any organ. Therefore, a survey for occurrence of determinis-
tic effects is not part of the safety monitoring in clinical studies with diagnostic RPs.

Stochastic effects refer to the occurrence of malignant diseases and of heritable
effects. Such effects are all-or-none responses for which the probability of occur-
rence, but not the severity, is regarded as a function of the radiation dose. The
assessment of the risk of stochastic effects is based on the linear nonthreshold (LNT)
model. This model assumes that, in the low-dose range, radiation doses greater than
zero will increase the risk of cancer or heritable diseases in a simple proportional
manner. This means that stochastic effects need to be considered in any adminis-
tration of ionizing radiation, irrespective of the magnitude of the radiation doses.
Therefore, radiation dosimetry is a cornerstone of the development of any new RPs.

Principles of Internal Radionuclide Radiation Dosimetry

After injection of the RP into the vein, the activity distribution is not uniform but
shows regions with elevated activity concentrations. Usual sources are organs (e.g.,
thyroid or liver) or the contents of organs (e.g., of bowel segments). The activity
concentrations in the regions change over time due to biological mechanisms and
because of the radioactive decay of the radionuclide.

It is the task of internal radionuclide radiation dosimetry to determine the
radiation energy absorbed by the various human tissues on the basis of this time-
dependent distribution pattern and to estimate the radiation risk. The methodology
now widely used was developed by the Medical Internal Radiation Dose (MIRD)
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committee [17] of the U.S. Society of Nuclear Medicine and is generally referred to
as the MIRD formalism.

Quantities used

The cumulated activity QA is the time integral of activity in a given region and has the
dimension of activity � time .Bq�s/. QA is equal to the sum of all nuclear transitions
in the region during a given time interval.

The absorbed dose D is defined as the energy that is absorbed from ionizing
radiation per unit mass of tissue and has the unit Joule per kilogram, which is equal
to gray (Gy). In larger regions (organs), the mean absorbed dose ND is of interest.

For calculation of absorbed doses from cumulated activities, the MIRD scheme
defines source regions and target regions. In source regions, the course of activity
over time is known, and the cumulated activity QA thus can be determined. The tar-
get region is the region for which the mean absorbed dose ND is to be determined.
The radiation absorbed dose to a given target region rk (e.g., the liver) arises from
the cumulated activity QAk in this specified region rk . However, additional radiation
absorbed doses to the liver are caused by the cumulated activities QAh in other regions
rh of the body due to the penetrating radiation that is emitted from the activity in
the other regions and that is absorbed by the target region rk .

The mean absorbed dose NDk in a given target region rk and the cumulated activ-
ity QAh in one source region rh (including the cumulated activity QAk in the target
region rk) are linked by the S value S.rk  rh):

NDk D S .rk  rh/ � QAh: (7.3)

If one can estimate the cumulated activity QAh for all relevant source organs rh, the
mean absorbed dose NDk for one defined target organ rk can be estimated as

NDk D
X

h

�
S .rk  rh/ � QAh

�
: (7.4)

The S values depend on the source region and the target region considered, on
the radionuclide, and on the model used (e.g., adult male or female or children at
different ages). The S values for relevant organs, large numbers of radionuclides,
and several models were developed and published by the International Commission
on Radiological Protection (ICRP) and the MIRD committee and are integrated in
computerized versions of the MIRD scheme.

The equivalent dose H is derived from the absorbed dose by multiplication with
the dimensionless radiation weighting factor wR . Since wR is equal to 1 for gamma
rays, X-rays, electrons, and positrons, the numerical value of H is identical to
the D value for most RPs. The unit of H is also joule per kilogram but is called
sievert (Sv).

The dimensionless tissue-weighting factor wT describes the tissue-specific rela-
tive radiosensitivity for expressing cancer or genetic defects. The effective dose ED
is obtained by multiplying the equivalent dose HT of a tissue with the appropriate
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tissue-weighting factor wT and summing the products for all specified tissues and
organs of the body

ED D
X

T

ŒwT � HT�: (7.5)

The ED represents a single-value estimate of the overall stochastic risk (i.e., the
risk of cancer and genetic defects) of an irradiation applied to a human subject.
In diagnostic RPs, ED is considered the most relevant quantity for describing such
risks. The unit of ED is also sievert.

Weighting factors for calculation of the ED were published in ICRP Publication
60 [18]. Revised weighting factors are found in ICRP Publication 103 [19].

To get input data for the MIRD calculations, sources of activity within the body
must be identified and quantified at various time points. Furthermore, the excretion
of activity from the body via the main pathways should be investigated by collection
of urine and feces. All measurements must provide quantitative results in terms of
absolute activity (becquerel [Bq]) or fraction of administered activity. An overview
of techniques was provided in MIRD Pamphlet 16 [20].

Imaging Techniques

The distribution of the activity in the body is determined by sequential whole-
body imaging. With single-photon emitting radionuclides, the classical method for
quantification is conjugate view counting, usually made by simultaneous anterior
and posterior planar imaging with a double-head camera and calculation of the
geometric mean of the counts. Various techniques were introduced to correct for
attenuation, scatter, and background activity. Since planar imaging shows some
limitations (e.g., in separating activity from overlapping organs), quantification by
SPECT imaging was proposed [21].

With positron-emitting radionuclides, activity distributions in the body are acqui-
red by whole-body PET. Quantitative PET imaging is generally thought to be more
accurate than quantification by planar imaging and SPECT.

Whole-Body Imaging Protocols

During time periods with rapid changes in activities, acquisitions should be closely
spaced. Usually, fast changes appear early after injection (peak uptakes and early
washout). Measurement of activities at later time points should be performed until
three times the effective half-life (a parameter describing disappearance of activity
from the body due to the combined effects of radioactive decay and excretion).

For radiation dosimetry of the 18F-labeled tracer BAY94-9172, nine whole-body
acquisitions were performed, the first starting immediately after tracer injection,
the last starting 6 h after injection, with the entire set of acquisitions thus covering
more than three times the physical half-life of 18F. For the first seven acquisitions
with starting times up to about 2 h, the volunteers had to lay still on the scanner
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Fig. 7.7 Sequential whole-body imaging for radiation dosimetry. Whole-body images made with
the 18F-labeled tracer BAY94-9172 in a healthy volunteer (maximum intensity projections). The
acquisition periods are indicated under the images. Images were selected from a series of nine
acquisitions with starting times ranging from immediately after injection (a) to 6 h after injection
(c). (Images courtesy of University Hospital Leipzig, Department of Nuclear Medicine. Director
and chairman: Prof. Dr. Osama Sabri, MD, PhD)

table. They could then leave the scanner room and came back for the eighth acqui-
sition starting 4 h after injection and again for the ninth acquisition starting 6 h after
injection [22]. Figure 7.7 displays three selected whole-body images with starting
times of zero, 26 min and 6 h after injection. Immediate uptake is seen in the liver
(Fig. 7.7a), then the activity is eliminated via the gallbladder into the intestines
(Fig. 7.7b and c), indicating the hepatobiliary pathway as one route of elimina-
tion from the body. In addition, part of the activity is eliminated via the kidneys
and the urinary bladder. Figure 7.8 shows, for three selected organs of the hepa-
tobiliary pathway (liver, gallbladder, upper large intestine) the observed activity as
percentage of the activity administered at all nine time points. Corresponding to the
chosen whole-body acquisition protocol, the early period after tracer injection is
documented with higher time resolution (seven data points within 2 h) than the later
parts (data points at 4 h and 6 h).

Evaluation of Whole-Body Image Data and Dose Calculations

By analyzing the whole-body images made at various time points, regions with
significant accumulation of activity are identified. They are related by clinical
investigators to source organs.

With planar conjugate view imaging, the procedures described in MIRD Pam-
phlet 16 [20] can be applied to quantify the activity in source organs.
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Fig. 7.8 Time activity curves (TACs) for determination of the cumulated activity QA: TACs for the
liver, the gallbladder contents, and the contents of the upper large intestine after administration of
the 18F-labeled tracer BAY 94-9172 in a healthy volunteer. Data points were obtained from a series
of nine whole-body acquisitions with starting times between zero and 6 h after injection. Activities
are expressed as percentage of the activity injected and are corrected for radioactive decay. Curves
were exponentially fitted using the EXM module of the software OLINDA/EXM. The TACs reflect
the hepatobiliary pathway of elimination of activity. They are the basis for calculation of the
cumulated activities in the respective organs. (Images courtesy of University Hospital Leipzig,
Department of Nuclear Medicine. Director and chairman: Prof. Dr. Osama Sabri, MD, PhD)
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In the case of PET imaging, volumes of interest (VOIs) can be generated
that cover each source organ. Summing up the activity in the VOI yields the
activity in that organ at the time point considered for the individual subject stud-
ied. As a methodological variant, average standardized uptake values (SUVs; see
Sect. 7.5.4.4) can be measured for the source organ at each time point. By use of
the known mass of an organ in a “reference man” [23], the mean SUV can be con-
verted to percentage of injected activity at each time point. This procedure provides
an estimate of the activity present in the organ of a reference man using the tracer
under investigation at that time point [24].

The result of this quantification is a time series of activity values for each source
organ, usually expressed as percentage of A0. The next step is the calculation of
the cumulated activity QA (the time integral of activity) per organ. Several methods
can be used to perform the integration. The software OLINDA/EXM [25] offers the
option to enter the observed activities per source organ and time point and fits them
to one or several exponential terms (Fig. 7.8). The software then integrates the fitted
TACs and uses the integrals for dose calculations according to the MIRD scheme.

The most relevant results obtained from application of the MIRD formalism are
the radiation doses to all target organs that are available in the chosen phantom and
the ED. These data are essential information to investigators and are part of any
prescribing information once the product is approved.

7.5.3 Pharmacokinetics

Pharmacokinetics (PK) studies are performed to determine the fate of substances
that are administered to living organisms. PK data must be generated for each prod-
uct that is intended for use in humans. This also includes RPs, despite their often
extremely low mass doses.

The different areas of PK analysis are described by absorption, distribution,
metabolism, and excretion, commonly referred to as ADME scheme. Absorption
is the process by which the compound enters the body. Apart from a few exceptions
with other routes of application (oral administration, inhalation), RPs are injected
into the vein, so that absorption does not need a specific investigation. Once in
the bloodstream, distribution takes place to various body regions, and metabolic
reactions act on the compound, thereby transforming the parent compound into
metabolites. Excretion is the elimination of the compound from the body.

In the case of diagnostic RPs, the activity in various organs can be determined
with good accuracy by the methods of imaging and activity quantification outlined
in the previous sections. When the fixation of the radionuclide to the tracer molecule
is highly stable and the effects of the metabolism on the tracer molecule are negligi-
ble, the measured activity can be related quantitatively to the parent compound and
can serve for a precise determination of the distribution and excretion of the tracer
molecule.

With many tracers, however, significant metabolism takes places. Then, only a
fraction of the measured activity is fixed to the parent molecule, whereas other
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fractions are fixed to metabolites or may represent the unbound radionuclide (e.g.,
fluoride or pertechnetate in the case of 18F- or 99mTc-labeled tracers, respectively).
Since these fractions cannot be distinguished from each other by imaging tech-
niques, the imaging data cannot be used to describe the PK of the tracer molecule.
Thus, as this is the case with nonradioactive drugs, quantification of the tracer parent
molecule and its metabolites is possible in biological samples only (i.e., blood and
excreta), for which adequate bioanalytical methods can be applied.

PK studies are part of the phase I program. They require collection of mul-
tiple blood samples and of excreta over an extended period of time. The basic
PK parameters for RPs are the same as for nonradioactive drugs, such as the
maximum concentration of the tracer molecule in plasma, the area under the plasma
concentration time curve, and others [26].

7.5.4 Diagnostic Efficacy

7.5.4.1 Mathematical Modeling of PET Tracer Kinetics in the Brain

For modeling the kinetics of a PET tracer, studies are performed in the early part of
clinical development in a small number of patients and healthy persons. The goal
of modeling is to analyze the relationship between the data that can be measured by
scanning and the physiological or biochemical parameters that determine the bind-
ing or the metabolism of the tracer. The most frequently used modelling technique is
compartmental modelling. Compartment models assume that each tracer molecule is
present at each time point in one of a fixed number of compartments. Compartments
are defined by anatomical regions (e.g., blood vessels, organs) and specific states of
the tracer molecule within one region (e.g., tracer bound to a receptor in the brain).
The transition of tracer molecules between the compartments is described by rate
constants. A model that fits many brain receptor ligands well is shown in Fig. 7.9a.
Transition of the blood-brain barrier (BBB) from arterial blood to brain and back-
ward is described by the rate constants k1 and k2 respectively. Tracer movement
between the two brain compartments with C1 (concentration of unbound plus non-
specifically bound tracer) and C2 (concentration of tracer specifically bound to the
target molecule) is described by rate constants k3 and k4.

In analogy to the description of electric circuits, the physiological system can be
characterized by its transfer function. The TAC of the nonmetabolized tracer in the
arterial plasma is considered the input function of the system; the TAC measured
by PET in the brain is the response function (Fig. 7.9b). The system itself can be
characterized by its response to an impulse function. Accordingly, the response to an
arbitrary input function is the convolution of this input function with the response of
the system to an impulse function. When modeling the kinetics of a brain PET tracer,
the inverse problem must be solved: From the TACs measured in the arterial plasma
and in the brain tissue, the underlying rate constants must be estimated for the model
chosen. Methods of parameter estimation are described in the literature. Usually,
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Fig. 7.9 Tracer kinetic modeling with brain positron emission tomographic (PET) data. (a) Com-
partment model for reversibly binding radioligands. Ca is the concentration of the nonmetabolized
tracer in the arterial blood plasma. C1 and C2 are the tracer concentrations in the compartments
1 (unbound C nonspecifically bound tracer) and 2 (specifically bound tracer) which both belong
to the brain. k1; k2; k3, and k4 are rate constants that define tracer movement between the com-
partments. (b) Determination of rate constants. For linear models, the time activity curve (TAC)
in brain (response function) is the convolution of the TAC in arterial plasma (input function) with
the impulse response function of the model. In practice, the “inverse problem” must be solved:
From measured TACs in the arterial blood (obtained by multiple blood samples) and in brain tis-
sue (obtained by sequential PET acquisitions) and a model configuration such as shown in (a), the
underlying rate constants are estimated

several models are analyzed for their applicability for a special tracer. Methods to
determine which model is most appropriate are also described in the literature [27].

The experimental setup of studies for tracer kinetics modelling is demanding.
After tracer injection into a vein, multiple, closely spaced blood samples are taken
over an extended time period from an artery. In these samples, the plasma activity
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concentration is measured. By application of analytical methods, the fraction of
plasma activity is determined that is bound to the parent compound (i.e., to the
nonmetabolized tracer molecule). The product of these two values defines the input
function, that is, the concentration of the radiolabeled, unchanged tracer molecule
in arterial plasma. Simultaneously, dynamic brain PET imaging is performed.

The information obtained outweighs the efforts described because modelling
improves in a relevant manner the understanding of the relationship between the
data acquired by scanning and the underlying physiology and biochemistry. If for
a new tracer the parameters defining transition of the BBB and binding are iden-
tified, comparison to other known tracers can facilitate the decision to continue or
discontinue tracer development. If imaging studies with a new tracer show less-
satisfactory results, modelling data may help to identify the special features that
need to be improved by modification of the tracer molecule to obtain, for example,
altered transition through the BBB or altered binding properties.

If the images made with a new tracer show significant differences between
patients and healthy controls, modelling can support the assumption that these dif-
ferences are in fact caused by differences in the physiology or biochemistry of
interest and are not caused by other factors that may be different in the two groups
of subjects, such as different arterial input functions due to reduced cardiac function
or reduced cerebral blood flow in the patient group.

From algebraic expressions of the rate constants, the parameter distribution of the
volume V and the binding potential (BP) can be obtained that are particularly useful
for receptor quantification. BP is linked via the radioligand equilibrium dissociation
constant KD to the density of the available receptors Bavail in the brain tissues
investigated [28].

7.5.4.2 Anatomical Standardization and Voxel-Based Statistical Analysis

The Statistical Parametric Mapping (SPM) software [29] has been designed for
the analysis of data coming from various techniques of brain investigation, includ-
ing SPECT and PET. Images undergo anatomic standardization; that is, the brain
images of each subject are transformed into a standard brain (“spatial normaliza-
tion”). Then, statistical methods are applied on the basis of voxel-wise analysis.
The technique is useful for comparison of different groups of persons (e.g., patients
vs. healthy volunteers). Regions exhibiting significant group differences can be
highlighted in the brain images [30]. With a new tracer, it can be investigated by
analyzing small numbers of subjects to what extent the group differences are in
agreement with the known pathology of the disease to be diagnosed (e.g., with
different receptor densities in specified regions).

Voxel-based methods can also be used to analyze the deviations in a given indi-
vidual from a group of healthy persons on a statistical basis. This can provide
diagnosis in individual persons in a standardized manner. A method developed by
Minoshima et al. [31], combining volume image standardization with the projection
of cortical activity onto the brain surface (three-dimensional stereotactic surface
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projection; 3-D-SSP) was shown to be applicable in Œ18F�-FDG multicenter studies
in patients with dementia [32].

7.5.4.3 Visual Analysis of Images

The demonstration of pathologically altered physiology and biochemistry on an
image allows a fast diagnosis, which is easy for the imaging expert and is con-
vincing for referring physicians, such as neurologists in the case of brain diseases or
surgeons in the case of imaging for cancer metastasis. In the vast majority of appli-
cations of current RPs, diagnosis is performed by visual inspection of the images
by an experienced nuclear medicine physician. Also for any new tracer, the applica-
bility of performing the diagnosis by visual analysis must be investigated, and rules
for image interpretation must be elaborated.

The activity distribution of the amyloid “-targeting tracer BAY94-9172 in the
living human brain (Fig. 7.10) is in agreement with the research findings. In the
healthy elderly person, activity is seen mainly in the WM, as was the case in autora-
diography (Fig. 7.3b). Nonspecific binding to WM also takes place in patients with
AD. In the patients with AD, however, there is additional specific binding of the
tracer to the gray matter areas that are known to be involved in amyloid “ deposition
in AD (cerebral cortex and some subcortical areas, such as striatum and thalamus).
This specific binding to amyloid “ leads to more intense tracer uptake in the gray
matter areas than in the WM in patients with AD. By these characteristic image fea-
tures, patients with AD can easily be distinguished from persons without amyloid “

deposits, in whom the images are dominated by nonspecific binding to the WM.
With a new tracer, a normal image database is established, consisting of images

performed on healthy persons. Usually, males and females of various age groups
are imaged. Further image sets are compiled from the images performed on patients
with different diseases or different degrees of severity of a disease. Typical cases
and recommendations on how to perform a diagnosis on the basis of the images
are provided to the investigators of further clinical studies and to the users of the
product after obtaining marketing approval. Special care needs to be bestowed on
the description and interpretation of borderline imaging findings.

7.5.4.4 Standardized Uptake Values (SUVs) and SUV Ratios (SUVRs)
in PET

To allow comparison between subjects, the activity concentrations measured by
PET in one individual person must be adjusted for the total activity administered
and for the physical attributes of this subject. A widely used normalization is the
SUV, calculated as the ratio of the activity concentration measured in the region of
interest (ROI) (kBq/mL) and the injected activity dose (MBq) divided by the body
mass (kg). SUVs are successfully used in several clinical applications.
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Fig. 7.10 Visual interpretation of images. Imaging with the 18F-labeled tracer BAY94-9172 in
an elderly person without signs of dementia (top) and in a patient with Alzheimer’s disease (AD)
(bottom). Left: Positron emission tomographic (PET) images (transaxial sections) show areas with
elevated tracer uptake (yellow). For the healthy person, no uptake is seen in the cerebral cortex.
Uptake is seen in areas of white matter (WM) containing bundles of nerve fibers. This pattern in
healthy persons is typical for current amyloid “ PET ligands and does not reflect specific binding
to amyloid “. For the patient with AD, a strong uptake is seen in the cerebral cortex (gray matter),
which is known to be involved in amyloid “ deposition in AD. A color map of the PET image
presentation is adjusted for the individual image with yellow indicating the highest uptake in each
image. Right: Fusion of PET images with magnetic resonance (MR) images confirms allocation of
tracer uptake to anatomical structures in the brain. (Images courtesy of University Hospital Leipzig,
Department of Nuclear Medicine. Director and chairman: Prof. Dr. Osama Sabri, MD, PhD)

However, SUVs are still sensitive to biological and technical sources of vari-
ability. Since some of these factors add common variance to different regions, a
more robust measure is obtained by calculation of SUVRs, that is, ratios between
the SUVs of a ROI and a reference region. The presence of similar variation in
the ROI and the reference region tends to provide values that are better to compare
under different technical settings and in persons with differing physical attributes.
For receptor imaging, this approach is meaningful, in particular if there is a reference
region that does not express the targeted receptor.

Figure 7.11 shows SUVRs for the amyloid “-targeting tracer BAY94-9172 at
several time points up to 3.5 h after injection. The ROI is the frontal cortex, a brain
region that is typically involved in the deposition of amyloid “ in AD. The reference
region is the cerebellum, which is not primarily involved in the disease process. In
the patient, SUVRs show steeper initial increase and reach higher values than for
the healthy control.

Imaging groups of 15 patients and 15 healthy volunteers showed that SUVRs,
calculated from various cortical regions with the cerebellum as the reference region,
were significantly higher in patients than in healthy volunteers when determined at
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Fig. 7.11 Standardized uptake value ratios (SUVRs): Description of tracer binding in a region
involved in the disease by calculation of ratios to a reference region. Imaging with the 18F-labeled
tracer BAY94-9172 in a healthy elderly control and in a patient with Alzheimer’s disease. Stan-
dardized uptake values (SUVs) were determined for the frontal cortex and for the cerebellum as the
reference region at various time points after injection. Ordinate: SUVRs, calculated from the SUV
of the frontal cortex divided by the SUV of the cerebellum. In the patient, the SUVR shows steeper
initial increase and reaches higher values than in the control. The dotted vertical line indicates the
time after injection when the SUVRs approach stable values. (Images courtesy of Austin Health,
Heidelberg, Victoria, Australia. Department of Nuclear Medicine and Centre for PET, C. C. Rowe
and V. L. Villemagne)

time points later than about 90 min after injection (dotted vertical line in Fig. 7.11)
[33]. SUVRs are considered to be suitable parameters for diagnosing individual
subjects as either normal in terms of amyloid “ load or as having pathological
elevation of amyloid “ load.

7.5.4.5 Formal Proof of Diagnostic Efficacy

The diagnostic performance of a tracer can be judged from various points of
view, including quantitative technical parameters (e.g., signal-to-noise ratios) and
subjective assessments such as image quality, easiness of image interpretation, or
confidence of the reader regarding the results.

The main aspect in the proof of diagnostic performance, however, is to show
the agreement of the diagnostic information obtained with the new tracer with a
predefined standard of truth (SoT).
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In the ideal case, an absolute SoT (i.e., a diagnostic procedure that has been
critically evaluated and documented to identify the true disease state) is available.
Usually, histology data obtained from biopsy or surgery specimens are accepted as
absolute standards. Often, however, it is not possible to obtain this kind of data in
the framework of clinical studies. Biopsies, for example, if they are not needed for
the diagnostic workup of the patient, may be regarded as too invasive for the sole
purpose of providing data for a clinical study.

In the absence of an absolute standard, a surrogate standard is established, which
often is a combination of clinical examinations, laboratory tests, imaging proce-
dures, and others. One important part of the surrogate standard may be the clinical
follow-up; that is, the patient is reexamined at appropriate time points until diagnosis
can be made with higher certainty (e.g., in the case of progression to a more
advanced disease state).

In many cases, a diagnostic question can be defined that can be answered only
with “yes” or “no” (“dichotomous” result). The answer given to this question by
the new tracer then is compared to the SoT. Questions may refer, for example, to
detection (patient has venous thrombosis or not), to characterization (a known breast
lesion is malignant or not), or to the spread of a disease (a patient with known cancer
has one or more metastases or does not have any metastases).

Per definition, detection of disease is named a “positive” finding, whereas a test
result indicating absence of a disease is called “negative.” Compared to the SoT,
a positive test result can be true (true positive, TP) or false (false positive, FP).
Accordingly, a negative test result can be true (true negative, TN) or false (false
negative, FN). Table 7.1 shows the four possible combinations of test results and
true disease states.

From the frequency distribution of these combinations in a clinical study, several
useful parameters can be derived. The two parameters with highest relevance for the
characterization of the diagnostic efficacy in the framework of a clinical study are
sensitivity and specificity. They are often chosen as the primary variables in clinical
studies for diagnostic tests.

Sensitivity is the probability that a test result is positive in subjects who have the
disease. Sensitivity is estimated as

Sensitivity D TP= .TPC FN / : (7.6)

Table 7.1 Possible combinations of test results and standard of truth (SoT) for a test delivering
dichotomous results

True disease
state (SoT)

Present Absent

Result of the new diagnostic procedure Positive TP FP
Negative FN TN

FN false negative, FP false positive, TN true negative, TP true positive.
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Table 7.2 Example of study results for a test delivering dichotomous results

True disease state
(standard of truth, SoT)

Present Absent Sum

Result of the new diagnostic procedure Positive TP: 45 FP: 7 52

Negative FN: 5 TN: 43 48

Sum 50 50 100

Sensitivity D 45=.45 C 5/ D 90%
Specificity D 43=.43 C 7/ D 86%

FN false negative, FP false positive, TN true negative, TP true positive.

Specificity is the probability that a test result is negative in subjects who do not
have the disease. Specificity is estimated as

Specificity D TN= .TNC FP / (7.7)

Table 7.2 shows an example of test results in a study with 100 subjects.
Other accepted approaches for the proof of efficacy of diagnostic agents (includ-

ing contrast agents and RPs) (e.g., analyzing the agreement of the results obtained
with the new tracer to those obtained with a comparator) are found in health author-
ity guidelines. Such documents also give advice on how to show clinical usefulness
beyond the diagnostic performance (i.e., by demonstrating the impact of a new test
on diagnostic thinking and on therapeutic decisions) [34]. Guidelines also define
requirements regarding randomization (random allocation of patients, e.g., for paral-
lel group comparison of diagnostic tests), blinding (readers of images are blinded for
clinical data and other test results), and other methodological questions of clinical
studies.

7.5.4.6 Number of Patients in Clinical Studies

The values of sensitivity and specificity displayed in Table 7.2 are point esti-
mates, calculated from the numbers of the observed TP, FP, TN and FN cases in
a limited number of patients. Such point estimates are influenced not only by the
true properties of the diagnostic test but also by chance. The lower the numbers of
studied subjects are, the higher is the probability that the influence of pure chance
alone leads to large deviations of the point estimates from the “true” values. Like
for all biological parameters, true values of efficacy parameters could be obtained
in theory by studying an infinitely high number of patients. This is not possible in
reality.

However, by calculating sensitivity and specificity as outlined here on the basis of
one or several clinical studies, estimates of the true values can be made. A frequently
used statistical measure that is provided together with the point estimate is the two-
sided 95% confidence interval (CI). For the data shown in Table 7.2 with point
estimates for sensitivity and specificity of 90% and 86%, the 95% Clopper–Pearson
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CI for sensitivity would be from 78% to 97%, and the 95% Clopper–Pearson-CI
for specificity would be from 73% to 94%. If the clinical study could be repeated
infinitely often, the true value in 95% of all studies would be in the 95% CI.

With the data presented, it is not allowed to claim sensitivity of 90% and speci-
ficity of 86%, as suggested by the point estimates. The adequate claim is that the
true values are at least as high as the lower limits of the CIs (i.e., 78% for sensitivity
and 73% for specificity). If numbers of patients are increased, the width of the 95%
CI becomes smaller, and its lower limit is elevated. This relation between patient
numbers and the lower limit of the CI is a reason for relatively high patient numbers
in clinical studies.
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Chapter 8
Basic Principles of Detection of Ionizing
Radiation Used in Medical Imaging

Andrej Studen and Marko Mikuž

8.1 Introduction

The use of ionizing radiation in medical diagnostics became widespread after the
dawn of X-ray imaging in the beginning of the past century. The radiation used
at present is variable, as are the techniques for its detection. Here, we describe
the imaging modalities that use ionizing radiation, basic principles of interaction
to which the radiation used is subjected, and statistical and electronic treatment of
the measurements.

8.2 Ionizing Radiation Used in Medical Diagnostics

The prevalent diagnostic technique using ionizing radiation is also the oldest: X-ray
imaging. Its upgraded variation is computed tomography (CT). This has been com-
plemented by emission imaging: by gamma cameras and single-photon emission
computed tomography (SPECT) in the 1950s and by positron emission tomogra-
phy (PET) in the 1980s. As the most recent development, interoperative beta probes
are used for recognition of carcinoma tissues during surgical procedures. Table 8.1
shows relevant information for the types of radiation used in medical diagnostics.
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Table 8.1 Properties of particles used in medical imaging (nuclear and X-ray)

Source Photon energy Half-life Image modality Collimation

X-ray tube 10–200 keV Not
applicable

Planar X-ray,
CT

Not required (known
source position);
mechanical (Pb) –
grid – for image
quality
improvement

99mTc 140 keV 6 h SPECT Mechanical (Pb):
111In 171 and 245 keV 2 days single/multiple
131I 364 and 391 keV 8 days pinhole, slits,

coded aperture, . . .
Electronic: Compton

camera
22Na Positrons up to

2 MeV
2 photons

511 keV each

2.6 years PET, SPECT,
beta

PET: Collimation on
back-to-back
photons

Beta:
No collimation

11C;15 O;18 F 20, 2,
110 min,
respectively

CT computed tomography, PET positron emission tomography, SPECT single-photon emission
computed tomography.

8.2.1 X-Ray Imaging

In X-ray imaging, the object (part of a patient’s body) is illuminated with X-ray
photons. The X-ray range of the electromagnetic spectrum starts approximately at
1nm wavelength, corresponding to individual photon energies of 1 keV, and stret-
ches to a few 100 keV. These energies are typical for the atomic properties of matter
constituents. The source of X-rays is called an X-ray tube, essentially an elec-
tron gun with several tens of kilovolt cathode-to-anode voltage. Figure 8.1 shows a
typical spectrum of an X-ray tube; a continuous bremsstrahlung spectrum is super-
imposed by sharp emission lines characteristic for the anode material. The direction
of the photons is selected by a collimator. The imaging strategy is mapping out the
absorption coefficient of the imaged object. The detector is placed behind the object
and determines the intensity (energy or number) of the photons that pass through
the body. The attenuation is proportional to the density and atomic number of tis-
sues traversed (see Sect. 8.3). Conventional X-ray imaging gives a two-dimensional
(2D) projection of attenuation on the line along the photon direction. In todays
standard CT, both the source and the detector are rotated around a selected axis,
and the assembly of 2D images is processed to obtain a three-dimensional (3D)
representation of the attenuation in the object.
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Fig. 8.1 Beam intensity versus wavelength for a molybdenum (Mo) X-ray tube (From [2])

8.2.2 Emission Imaging

In emission imaging, the radiation used is gamma rays. These are emitted from
nuclear decay of radioactive isotopes. The sources used are called radiotracers,
specially prepared substances with bound radioactive nuclei. To be used in imaging,
the substances should either be or at least mimic normal biomolecules, which circle
our bodies. The task of the detector is now to determine the spatial distribution of
such molecules in the body. Table 8.1 gives some typical nuclei used in emission
imaging classified according to typical imaging modality. Based on the radiation
emitted, there are three different imaging modality branches, illustrated in Fig. 8.2:

� In gamma cameras and SPECT, the radioactive source emits one photon at a time.
To detect the position of the photon source, a collimator has to be used in front
of the sensor. The collimator might be a single pinhole, multiple slits, or multiple
pinholes (coded aperture imaging). Recent developments also include electronic
collimation based on Compton scattering (Compton camera). The tomographic
image is obtained by rotation of the camera around the object.

� In PET, the radioactive source emits positrons (“C decay), antiparticles of elec-
trons. The positron annihilates in proximity to its emission, and two 511-keV



144 A. Studen and M. Mikuž
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Fig. 8.2 Schematic drawing of most common nuclear emission modalities. PET positron emission
tomography, SPECT single-photon emission computed tomography

photons each are emitted in opposite directions. By detecting the pair of photons
in coincidence, a line of possible source positions is obtained.

� In beta probes, we are tracing sources, which emit fast electrons (“� and “C
decay). Both rate and energy of the emerging electrons are strongly correlated
with the proximity of the detector to the radioactive source.

8.3 Interaction of Photons and Electrons with Matter

There are two types of radiation used for imaging: photons, whether X- or gamma
rays, with energies between 1 and up to 511 keV, and electrons. Two types of photon
interactions with matter – photoelectric effect and Compton scattering – dominate
in the energy range of interest. Both produce fast electrons, not unlike the electrons
used in beta probes. We deal with the three effects separately. One common aspect
of photon interactions needs spelling out before we go into details. For this, we
imagine a flux ˆ0 of photons incident onto a slab of material with thickness d (see
Fig. 8.3). Only part of the photons passes through the material unaffected, and their
flux ˆ1 reads [1]

�1

�0

D e��d (8.1)

By this equation, the absorption coefficient � is defined (with units of 1/m). Since
for small �d

�1

�0

� 1 � �d (8.2)

the parameter � roughly measures the fraction of photons that interact per unit thick-
ness of material. As � tends to be proportionate to the density of the material, it is
customary to factor it out by defining the mass absorption coefficient �=¡ [units
(g=cm2/�1] and express the thickness of the material in surface density ¡d with
units of grams per square centimeter (g=cm2).
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Fig. 8.3 Photon attenuation in matter

8.3.1 Photoelectric Effect

8.3.1.1 Properties

The left of Figure 8.4 shows a schematic drawing of the photoelectric effect. The
incident photon interacts with both the nucleus and an electron in the orbit of an
atom that builds up the interacting medium. The momentum is absorbed by the
heavy nucleus, and the energy is transferred to the electron as its kinetic energy.
Some energy is required for the electron to escape its bound state in the atom, so the
kinetic energy of the interaction electron (also called the photoelectron) is smaller
than the energy of the photon. The deposited energy, however, equals that of the
incident photon since the vacated state in the atom is gradually filled with electrons
in higher energy states. The outcome of the interaction is a fast electron that ionizes
matter in the vicinity of the interaction, accompanied with characteristic X-rays
from the deexcitation of the atom.

8.3.1.2 Probability

The probability of the photoelectric effect or photoabsorption is shown in Fig. 8.5.
The quantity shown on the vertical axis is the attenuation coefficient � as defined in
this chapter. It is common to express the probability in terms of the scattering cross
section � (measured in square meters) per atom of interacting matter. The relation
between the two is

� D �NA

A
� (8.3)
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Fig. 8.4 Most common photon interactions in matter for photons used in medical imaging
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Fig. 8.5 Attenuation coefficient in silicon (semiconductor) and lutetium orthosilicate (LSO;
scintillator) in the energy range of photons used in medical imaging. Attenuation is split into
photoabsorption (PA), Compton scattering (CS), and total (T). Also marked is the point of equal
probability of photoabsorption and Compton scattering (Data from [3])

where ¡ is the material density, NA is Avogadro’s number (NA D 6:023 � 1026),
and A is the atomic mass of the atom where the interaction occurred. As mentioned,
� is proportional to material density for similar atomic mixtures.

Observing Fig. 8.5, we can see that there is a sharp rise in photoelectric effect
probability when the energy of the incident photon exceeds the K line of the atomic
spectra. The photoelectric effect relies on the nucleus to absorb the momentum of
the incident photon. The electrons in the nearest K shell of the atom have the best
“view” of the nucleus and hence are the most susceptible to the photoelectric effect.
The result is a jump by an order of magnitude in scattering probability when photons
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can penetrate so close to the nucleus of the atom. For energies above the “K edge”,
the interaction probability is roughly proportional to [1]

� / Z4�5

E3:5
(8.4)

where Z is the atomic number of the interacting atom, and E is the energy of the
photon. The exponent in ZN varies between N D 4 and N D 5 in the (photon)
energy range of interest.

8.3.2 Compton Scattering

8.3.2.1 Properties

Description of Compton scattering followed on the success of the quantum mechan-
ical description of the photoelectric effect. Here, we treat both the bound electron
and the photon as quasi-free particles with energy and momentum and observe their
elastic collision as shown in Fig. 8.4 on the right. Both (relativistic) energy and
momentum are conserved, giving rise to the famous Compton equation

sin2.�=2/ D 1

2�

"

1 � "
(8.5)

where ™ is the scattering angle of the photon, � D E� =mec2 is the energy E�

of the initial photon scaled to the electron rest mass (mec2 D 511 keV), and " is
the proportion of energy Ee transferred to the Compton electron " D Ee=E� . As
opposed to photoabsorption, the energy deposit depends on the scattering angle,
giving rise to a continuous spectrum of energy loss, as seen in Fig. 8.9. Relativistic
kinematics limits the maximum energy transfer to

"max D 2�

1C 2�
(8.6)

yielding 49.8 keV as the Compton edge of the 99mTc source; its spectrum is
portrayed in Fig. 8.9.

8.3.2.2 Probability of Interaction

Since the nucleus is not involved in the interaction, the probability is proportional to
the number of electrons Z per atom. The energy dependence is weak in the region
of interest, making Compton scattering the dominant interaction for larger photon
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Table 8.2 Photon energies for which photoabsorption and Compton scattering are equally
probable

Material (acronym or chemical
formula)

Energy at which Compton scattering and
photoabsorption are equally probable (keV)

Bismuth germanate oxide (BGO) 450
Lutetium/lutetium yttrium

orthosilicate (LSO/LYSO)
400/300

Sodium iodide (NaI) 250
Crystalline silicon (Si) 60

energies (see Fig. 8.5). Since the photoelectric effect drops as 1=E3:5, the domi-
nance is quickly asserted beyond the equal probability point, the energy of which
depends heavily on Z, the atomic number of the scattering material. See Table 8.2
for typical values of this energy for some detector materials.

8.3.3 Interaction of Fast Electrons and Secondary Ionization

Whether the original particle is either an electron or a photon that underwent one of
the photon interactions described in detail in the preceding section, both result in an
electron energetic enough to ionize the matter it traverses. The ionization continues
until all kinetic energy of the original particle is dissipated and transferred to a
number of detectable particles, their nature depending on the type of detector used.

8.3.3.1 Scintillator

In scintillators, the ionization is converted to photons of visual light. The number of
photons created is proportional to the energy loss of the fast electron, with typical
numbers of 8 (bismuth germanate oxide, BGO), 25 (lutetium orthosilicate, LSO),
and 38 (NaI) photons per kilo electron volt. A photoabsorbed annihilation photon
will thus yield 4,000, 12,500, and 20,000 visual photons, respectively.

8.3.3.2 Semiconductors

In semiconductors, the ionization is converted to electron–hole pairs. Their count is
proportional to energy loss, with the proportionality factor given as the mean energy
needed for pair creation with values of 2.96 eV (Ge), 3.6 eV (Si), and 5 eV CdZnTe.
A photoabsorbed annihilation photon will thus create 173,000, 141,000 and 102,000
electron–hole pairs, respectively.
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8.3.3.3 Photographic Emulsion

The secondary ionization is spent to break the silver–halide bond, forming clusters
of neutral atomic silver within the emulsion. Here, the dependence of the number
of silver atoms on the energy of the particle is in general nonlinear and becomes
saturated quickly.

8.3.3.4 Range

The ionization of the fast electron is not instantaneous. Rather, the fast electron trav-
els a distance in matter, denoted as the range, ionizing along the whole length of the
track until all of its kinetic energy is lost. Whereas in X-ray applications the range
can be safely ignored, it stands as an inherent spatial resolution limit in emission
imaging. For example, in silicon used as a PET detector, the electrons can travel up
to 300 �m from the photon interaction point, as for 340-keV electrons at the Comp-
ton edge of annihilation photon interaction. The same applies to the emitted positron
range in tissue, which can be on the order of several hundred micrometers.

8.4 Statistical Treatment of Measurements

Imaging with quantum particles, like photons, will be random in nature. This means,
for example, that the number of detected photons will vary for repetitive measure-
ments. The only verification of the measurement result can be performed through
statistical tests. Let us take a brief look at effects of the underlying quantum nature
on the photon detection process.

Think of a setup like that given in Fig. 8.3. Not only is the flux equation (Eq. 8.1)
valid for the number of photons exiting the material, but also it is valid for any sin-
gle photon. Therefore, we can think of the exponent as q, the probability that the
photon will pass through the slab, and equivalently, p D 1 � q is the probabil-
ity that the photon will interact in matter. For N photons incident on the material
N1, the number of photons that interacted, is distributed according to the binomial
distribution

P.N1Ip; N / D N1Š

.N �N1/ŠN1Š
pN1 .1 � p/N �N1 (8.7)

exhibiting the expected average <N1> D pN . If the number of incident photons is
large (N ! 1) and the probability p of the photon interacting is small (p ! 0,
say for thin samples), while the product 	 D pN representing the mean value of
interacting photons (<N1>) remains finite, then the binomial distribution turns into
the Poissonian distribution:

P.N1I 	/ D 	N1

N1Š
e�� (8.8)
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For sufficiently large mean values ˜, which in practical terms happens already at
˜� 10, the distribution turns into the Gaussian probability function g.xI x0; ¢/,
with both x0 and ¢2 equal to ˜. In fact, due to the central limit theorem, any mea-
surement that is comprised of a large number of steps with different probability
distributions will in the limit follow the Gaussian distribution:

g.xI x0; �/ D 1

�
p

2

exp

�
� .x � x0/2

2�2

�
(8.9)

The Gaussian distribution is a probability distribution function, defined for a con-
tinuous variable x, even when the underlying variable is in fact an integer, such as
for photon counting. Then, the approximate probability for the given integer value
is calculated as the integral over an interval with a size of 1 centered on the sought
integer. The parameters – average x0 and variance �2 – can be estimated from N

measurements using standard estimation techniques:

x0 D 1

N

NX
i D 1

xi I �2 D 1

N � 1

NX
i D 1

.xi � x0/2 (8.10)

or determined by a fit to the measured histogram.
Once the measured distribution with its parameters is known, we can compare it

to a hypothesis. This process is equivalent to the judgment whether a gray spot in a
black region of the X-ray image is due to a random excursion of background (“nor-
mal” in Fig. 8.6) or due to a significant tissue modification (“abnormal”). This rudi-
mentary “by eye” comparison can be performed more rigorously using statistical
tests, for example, the �2 test. Once a particular �2 value is determined, the statisti-
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Fig. 8.6 False-negative/false-positive rates for a cut with specified statistical significance applied
to a distribution according to the relevant parameter
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cal significance of the gray spot can be calculated or read from tables. The threshold
set on the level of significance leads to the ultimate statistical dilemma (illustrated
in Fig. 8.6), termed in many ways: ratio of false positives versus false negatives,
specificity versus sensitivity, or receiver-operating-characteristic (ROC) curve.

8.5 Detector Assemblies

The final detection units require additional components on top of the sensing mate-
rial, most notably electronics and mechanics. The latter includes collimators and
mechanical gantries, which are as a rule specific to a detection task and we do
not delve into those. This section deals with electronics and its impact on detector
performance.

As we have seen, the result of interaction in the sensor will be a number of par-
ticles (visual photons, electron–hole pairs) that have to be counted. There are two
approaches: current mode, in which one counts for a fixed exposure time, ignoring
individual events, and single-photon counting mode, in which events are treated in
an individual manner (e.g., storing time and energy of interaction for each photon
impact). The current mode is simpler to implement and often meets the require-
ments, for example, in X-ray and CT, for which the source provides plenty of
photons and this large statistic diminishes counting fluctuations. A typical current
mode device is photographic emulsion (film). Once exposed to radiation, the film
is developed using standard photographic techniques, and no additional processing
is required. The same principle is valid for phosphorus plates or flat-panel detec-
tors. Further information on those is to be found in Chap. 10 on new detectors. The
discussion next deals with electronic processing in single-photon counting mode.

8.5.1 Signal Processing

The single-photon counting mode is more complex since readout has to be per-
formed for each event. However, it provides the most detailed information, useful
especially when count statistics are low, which is typical for emission imaging.
The task of the readout is to preserve the “fragile” information contained in raw
signals, to maximize efficiency, and to reduce dead time, thus quickly managing
collected data (transfer logistics, storage). Here, we are talking about fast, low-noise
signal-processing techniques.

A typical readout chain, portrayed in Fig. 8.7, involves a charge-sensitive pream-
plifier, which converts charge pulses into voltage steps, and a shaper, which is
essentially a bandwidth-limiting filter. Looking more closely, Fig. 8.8 shows the
composition of a typical CR-RC shaper, the name coined as a string of abbreviated
circuit names that are used. The output of such a shaper is an electronic pulse whose
amplitude (in volts) is proportional to the number of particles (electrons, photons)
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Fig. 8.8 Detailed schematics of the first part of the readout chain. (After [4])

created by the incident radiation. Even for a monoenergetic radiation source, the
output amplitude will vary approximately according to the Gaussian distribution;
the noise figure is equal to the parameter � quantifying the precision of the mea-
surement. Rather than giving the value in millivolts (which often has little or no
meaning), it is instructive to express it as the equivalent noise charge (ENC) (the
number of raw carriers at input giving a signal equal to the noise) or as energy res-
olution, which is the full width at half maximum (FWHM) of the distribution of
readings for a fixed energy of the incident radiation.

The total noise �t is composed of two parts, which are not correlated and thus
add in quadrature:

�2
t D �2

S C �2
E (8.11)

where �S is the statistical counting noise, and �E is the variation of the baseline
attributed to the electronics. The statistical noise is related to fluctuations in the
number of particles N created during secondary ionization and presents the inherent
limit to energy resolution. One would expect the statistical noise in ENC to follow
Poisson statistics with ¢2 D N: However, because the individual carriers in N are
constrained by the total energy loss, the statistical noise is scaled with the Fano
factor F :

�2
S D FN (8.12)
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Fig. 8.9 Spectrum of 99mTc as recorded by a silicon detector. The full width at half maximum
(FWHM) resolution of the 140.5-keV photo peak was 1.4 keV, corresponding to an equivalent
noise charge (ENC) of 165 e (From [5])

where the value of F depends on the detailed process of secondary ionization. In
silicon F D 0:1, while for most scintillators, F � 1.

The electronic noise can be parameterized as follows:

�2
E D A � Ctotal

1

�
C B � Idark� CD (8.13)

where A; B; and D are constants related to specific amplifiers; Ctotal is the total
capacitance seen by the preamplifier; Idark is the current flowing into the preamplifier
when no signal is present. Here, £ is the shaping time; optimum filtering is achieved
with equal differentiator (£D) and integrator (£I) characteristic times in the CR-RC
circuit, and their value is then denoted as shaping time. Taking this expression as a
function of the shaping time, £ of the system can be optimized for minimum noise.

As a numerical example, let us analyze the spectrum of 99mTc in Fig. 8.9,
recorded by a silicon detector. 99mTc emits photons with 140.5-keV energy. If the
photon interacts through photoabsorption, 38,000 electron–hole pairs are created.
Assuming Possonian statistics, the best possible resolution would be

p
.38; 000/ �

200 electrons ENC. However, the measurement exhibits an ENC of 165 electrons
only. In fact, the Fano factor must be taken into account; thus, the resolution is
composed of 62 electrons statistically and 152 electrons of the prevailing electronic
noise. A shaping time of 3 �s was used.

8.5.2 Dead Time

Dead time T is the time when the sensor is unable to collect data. It is usually domi-
nated by the time required to process data and relay it to downstream electronics. For
example, we should always treat the shaping time as dead time since further events
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Fig. 8.10 Signals in a paralyzable and nonparalyzable detector system

during that time will be included in the preceding event. The desire for high-rate
operation might therefore compromise the optimum noise setting.

There are two extreme models of sensor behavior in terms of dead time illus-
trated in Fig. 8.10: The paralyzable model assumes that events appearing during
dead time provoke additional dead time, effectively paralyzing the readout; the non-
paralyzable model assumes that events during dead time are simply ignored. Most
detector systems actually perform between the two extremes. The relation between
the true (n) and observed (m) rate is given by

n D m

1 �mT
for the non-paralyzablemodel; and (8.14)

m D n � e�nT for the paralyzable. (8.15)

Note that in the paralyzable model the equation can only be solved iteratively and
yields two ambiguous solutions for the true rate n at each observed rate m.

8.6 Example: Scatterer for a Compton Camera

8.6.1 The Compton Camera Principle

The Compton camera is regarded as an alluring conceptual alternative to the con-
ventional gamma camera. The idea itself is far from recent [6]; however, the
severe technological requirements behind the relatively simple concept blocked
developments of devices for medical imaging at the level of preclinical prototypes
[7–9]. The concept was, however, successfully implemented in astronomy [10] and
homeland security [11].

The concept is illustrated in Fig. 8.11. The lead collimator of a standard gamma
camera is replaced with an electronic collimator. The electronic collimator is an
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Fig. 8.11 The Compton camera principle. The standard gamma camera with lead collimator (left)
is replaced with an electronic collimator (right)

additional piece of sensitive material. The emitted gamma ray is required first to
interact in the collimator/scatterer, undergoing Compton scattering, and the scat-
tered photon must interact in the second detector. The second detector could be
just the detector of the conventional gamma camera with its collimator removed.
In the picture, the gamma rays that contribute to the recorded image are thickened.
Obviously, the standard gamma camera ignores rays that interact in the collimator;
conversely, the Compton camera requires them to interact in the collimator/scatterer
first. Note in the figure that the rays that interact in the setup but are ignored either
interact (a) only in the second detector or (b) only in the scatterer. When both inter-
actions are recorded, the direction of the scattered gamma ray can be reconstructed
from both impact positions. An additional piece of information is required – either
the energy of the electron excited by the Compton interaction or the energy of the
scattered photon. The energy resolution of scintillators used in gamma cameras is
usually too poor for this purpose; therefore, we will assume that the electron energy
is measured in the scatterer. With known energy of the scattered electron and the
Compton equation (Eq. 8.5), the position of the radioactive source can be limited to
a cone with its apex at the interaction point in the scatterer and the opening angle
equal to the scattering angle in Eq. 8.5. Intersection of multiple cones yields the
distribution of sources within the object, as illustrated in Fig. 8.12 for a point source.

The rationale behind the principle deals with limitations of the lead collimator.
As higher resolution requires narrower collimators, which subtend a more limited
solid angle, there is an inherent trade-off between resolution and efficiency. At low
energies of the incident radiation, a high-resolution collimator absorbs most of the
photons, thus reducing information content per radioactive dose absorbed in the
patient. At higher energies, it performs even worse as more of the photons pen-
etrate the collimator, adding artifacts to collected images. Another aspect is the
relative bulkiness and weight of the collimator-equipped setup, preventing its use
in space-limited areas. The simulations of the Compton camera have shown great
potential improvements in all areas mentioned, and their performance, contrary to
collimators, even improves with increasing gamma ray energy.
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Fig. 8.12 Point source reconstruction from multiple events recorded in a Compton camera

8.6.2 Considerations Regarding Silicon as an Example
for the Sensitive Material for a Compton
Camera Scatterer

This section shows how principles of ionizing radiation detection (used in medical
imaging, as per the title of the chapter) can be used in design and implementation
of a detector for medical imaging. The section deals with individual requirements
dictated by the principles.

8.6.2.1 Spatial Resolution

The track of the scattered photon will be determined by the resolution of the interac-
tion points in both sensors. Ignoring the resolution of the second detector (assuming
a standard gamma camera detector), the scatterer should be able to provide excel-
lent impact resolution properties. There are multiple detectors capable of resolving
position, but none is better than solid-state detectors. In fact, it was silicon in which
track resolution down to 1 �m was demonstrated, using suitable segmentation of
readout electrodes. For the Compton camera, the bar need not to be set so high, but
resolutions in the range of 1–2 mm, comparable to standard gamma cameras with a
high-resolution collimator, are trivially achievable.

8.6.2.2 Energy Resolution

The Compton equation (Eq. 8.5) implies that the precision of measured electron
energy will be migrated into the scattering angle and finally source position
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resolution. The relation is

�� D .1C �.1� cos �//2

E2
� mec2 sin �

�Ee
: (8.16)

There are three pieces of information to be noted in this equation:

1. The energy resolution is of crucial importance. Again, this points to semi-
conductor detectors, for which germanium would be best, but silicon is close
behind.

2. The influence of limited energy resolution �Ee on scattering angle resolution ��

drops quadratically with energy of the initial photon E� , which implies better per-
formance at high-impact photon energy, in strong contrast to increasingly worse
performance (penetration) of lead collimated systems.

3. The relation has a characteristic 1/sin� shape, implying bad performance for both
small and large scattering angles and providing an optimum imaging window for
scattering angles around 90ı.

8.6.2.3 Ratio of Compton Interactions

All interactions in the scatterer that are not Compton scattering do not contribute
to the final image. From discussion presented in Sect. 8.3.1 and 8.3.2, the ratio of
Compton scattering and photoelectric effect will drop with energy as about 1=E3:5

and approximately as 1=Z3�4 with respect to the atomic number. Clearly, low-Z
elements (silicon) and higher energies are favorable.

8.6.2.4 Doppler Broadening

The validity of the Compton relation (Eq. 8.5) is limited by Doppler broadening.
The term was coined because of the close analogy of classical sound distortion
in flowing media. There is an alteration of scattered photon energy (or frequency
if wave analogy is used) from the value inferred from Eq. 8.5 since the interac-
tion electron is moving within the atom. The electron motion is random, and the
net effect is a broadening of the scattering angle around the central value deter-
mined by Eq. 8.5. The broadening is related to the electron distributions in the target
atom, with approximate proportionality to atomic number and the number of valence
electrons. It turns out [12] that silicon has very small Doppler broadening, much
narrower than germanium or other high-Z materials.

8.6.2.5 Other Characteristics of Silicon

On the benefits side for silicon, one should note excellent processing and design
techniques and reasonable cost, all fueled by developments in chip and processor
fabrication. It is robust and sturdy enough to be handled in sensitive environments
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(hospitals). Concerning the drawbacks, the low atomic number of silicon, which is
beneficial for the high Compton ratio and low Doppler profile, implies a small atten-
uation coefficient of � � 0:02=mm for a 511-keV annihilation photon. For decent
efficiency, several millimeters of sensitive silicon are required. Due to technology
limitations, the thickness of a single sensor is limited to 1–2 mm, and a stack of
several detectors needs to be employed, increasing the count (and cost) of required
readout electronics and support structures.

8.6.3 Scatterer Characterization

Based on these theoretical considerations, a scatterer prototype has been constructed
[13, 14]. The sensor was processed on a 1-mm thick silicon wafer. The silicon was
segmented into pads with a size of 1:4�1:4 mm, each pad effectively functioning as
an independent pC�n diode. The pad size was chosen as a compromise between the
required spatial resolution (1–2 mm) and the number of required readout channels
per detector area. An additional metal layer is put on top of the diode structure,
routing the signals from pads to the bonding connection pad at the detector side.
The diodes are reverse biased, and the sensor depletes of thermally excited carriers
at 150 V. The current flowing through each pad at those voltages is approximately
100–200 pA, the range covered by variation across the detector surface (Fig. 8.13).

An application-specific integrated circuit (ASIC) is used to process the signals.
In this case, an off-the-shelf ASIC VATAGP3 by GammaMedica-Ideas was used.

Sensor

ASIC

Hybrid

Fig. 8.13 Photograph of a silicon module used for a Compton camera scatterer. The building
blocks (512 pad sensor, VATAGP3 ASIC [application-specific integrated circuit], custom made
hybrid) are marked with arrows. On the sensor, a pattern of metal traces, connecting sensor pads
to connection pads at the edge, can be observed
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Each VATAGP3 circuit hosts 128 parallel electronic channels, each equipped by a
preamplifer feeding in parallel a pair of CR-RC shapers:

� The fast shaper used to derive a trigger pulse. Its shaping time is kept short
(150–200 ns, adjustable) to optimize timing, and its output is fed to a leading-
edge discriminator. A common coarse threshold is applied to the chip, and each
channel has a 3-bit DAC (digital-to-analog converter) to fine adjust its threshold
to compensate for the gain and baseline offset.

� The slow shaper has a shaping time optimized for lowest possible noise (mini-
mum of Eq. 8.13) for energy resolution. At the final setting of 3 �s, noise due to
capacitance was still dominating. A large noise variation was observed following
the length pattern of on-detector trace lengths (capacitance), connecting pads,
and readout electronics.

The scatterer was characterized by measuring spectra of calibration sources
(241Am;99m Tc). The most challenging part proved to be the energy resolution; the
final performance could only be achieved after a complete redesign of the support
electronics on the hybrid. At the energy resolution of 1.4keV FWHM as demon-
strated in Fig. 8.8, the overall performance in terms of noise resolution trade-off
was comparable to collimated systems for 140.5-keV 99m Tc photons already for
a single 1mm thick detector plane. The development of multiple plane detectors is
still in progress.
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Chapter 9
Scintillators and Semiconductor Detectors

Ivan Veronese

9.1 Scintillators

9.1.1 Basis of Detection and Requirements

Various processes occur during the detection of ionizing radiation within a scin-
tillator, and proper detection designs are needed [1–3]. As a consequence of the
interaction of radiation with the scintillation material, ionisation and excitation pro-
cesses arise, and the energy (or part of it) of the incoming radiation is transferred
to the atoms and molecules of the scintillator. Following deexcitation processes,
photons originate in the ultraviolet/visible (UV/VIS) region of the electromagnetic
spectrum, light that must be collected and converted in a suitable electric signal.
In many cases, light collection simply may be obtained by coupling the scintillator
directly with an optical detector, typically a photomultiplier tube (PMT). In other
cases, depending on the particular application or measurement geometry, a light
guide is required, which efficiently transmits the light emitted by the scintillator
to the optical device. Finally, light photons are converted into electrons, and the
resulting basic electric signal is amplified and properly processed. Let us consider
in more detail the scintillation conversion mechanism in a wide band-gap material.
This process may be explained by considering the energy band structure of an acti-
vated crystalline scintillator. An inorganic scintillator is indeed usually a crystalline
solid containing a small amount of dopant, acting as a luminescent centre, which
creates energy levels within the forbidden band between the valence band and the
conduction band. Moreover, the natural impurities and defects present in the crystal
are the origination of other energy levels, which may act as traps during the charge
transport.
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Fig. 9.1 Scintillation mechanism in a wide band-gap material. UV/VIS ultraviolet visible

The transformation of the ionising radiation to UV/VIS photons is a complex
process that may be divided into three consecutive stages: conversion, transport, and
luminescence. During the conversion process, the interaction of the primary ionising
radiation (e.g., high-energy photons) with the lattice of the scintillator material cre-
ates many electron–hole pairs that thermalise in the conduction and valence band,
respectively. In the following step, electrons and holes migrate through the material.
During this transport, repeated trapping at defects may occur, and energy losses are
probable due to nonradiative recombination processes. Finally, the last stage, lumi-
nescence, consists of consecutive radiative recombination processes of the electrons
and holes at the luminescent centres, which in general are produced in an excited
state. Following deexcitation process, UV/VIS photons are originated. A sketch of
the scintillation mechanism is shown in Fig. 9.1.

On the basis of the processes involved in the detection of ionizing radiation with
scintillation detectors, it is possible to delineate the main properties that characterise
a good scintillator [1–4]: light yield, linearity, transparency, decay time, emission
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spectrum, chemical stability and radiation hardness, density and effective atomic
number.

9.1.1.1 Light Yield

The conversion of the absorbed energy from the incoming ionizing radiation into
UV/VIS photons should occur with high scintillation efficiency. In general, the num-
ber of scintillation photons Nph emitted when an amount of energy E is absorbed
in a scintillator due to interaction with a high-energy photon (X- or gamma ray) or
other ionizing radiation is given by

Nph D Ne�h � S �Q D E

ˇ �Egap
� S �Q

The term E
ˇ �Egap

represents the number of thermalised electron–hole pairs Ne�h pro-
duced in the interaction process; Egap is the band-gap energy between valence and
conduction band; and “ is a parameter introduced to take into account the fact that
the average energy required to produce one thermalised electron-hole pair (Ee-h) is
higher than the band-gap energy. Typically,

Ee�h D ˇ �Egap Š 2 � 3 �Egap

The term S is the transport efficiency of the electron–hole pairs to the luminescent
centre (or, similarly, the transfer efficiency of the absorbed energy to the luminescent
centre). It is affected by nonradiative processes, which are generally dependent on
the material, temperature, and any imperfections or impurities that may be present
in the lattice structure. The term Q is the quantum efficiency of the luminescent
centre, that is, the efficiency for photon emission when the luminescent centre is
excited.

9.1.1.2 Linearity

The conversion of the absorbed energy into light should be linear over a wide
range. The proportionality between the emitted light and the absorbed energy can
be affected by saturation phenomena occurring at high energy levels. In the case of
X- or gamma ray detection, the energy dependence of the light yield is partly due
to rapid changes of the attenuation coefficient around the K and L edges of the ele-
ments constituting the scintillator, but it also follows from the nonequal conversion
efficiency of the photoelectric and Compton scattering effects, which becomes pro-
gressively more important with increasing energy of the incoming ionising radiation
[1]. Effects of nonproportionality arise also in case of particle detection because of
the dependence of the scintillation efficiency on the linear energy transfer (LET).
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An important consequence of the loss of linearity is that the energy resolution
of a scintillator material is noticeably degraded with respect to the intrinsic limits
based purely on statistical considerations.

9.1.1.3 Transparency

The scintillator should be transparent to the emitted photons, and effects of self-
absorption should be minimised. This property is, in general, obtained by the
presence of the activators in the lattice structure since the direct deexcitation of
electrons from the conduction band to the valence band would cause the origina-
tion of energetic photons (i.e., not in the UV/VIS region) with a high probability of
self-absorption.

9.1.1.4 Decay Time

A good scintillator should be fast; it should therefore have a short decay time. The
kinetics of the light response of a scintillator depends on the transport and lumi-
nescence stages of the scintillation conversion mechanism. These two processes are
indeed much slower with respect to the initial conversion, which is concluded within
less than 1 ps.

In the simplest case of monoexponential decay, the emission intensity I.t/ is
given by

I.t/ D I0 � e�t=�

where I0 is the initial intensity, and £ is the decay time. This parameter strongly
depends on the activator used to dope the scintillation crystal. While for the parity
or spin forbidden transitions for the most rare earth ions decay times are typically
on the order of several tens of microseconds up to milliseconds, in the case of
the allowed 5d–4f transition of Ce3C and Pr3C, the value scales down to tens of
nanoseconds, and fully allowed singlet–singlet transitions in organic molecules are
still about ten times faster [1].

Due to the mentioned retrapping processes occurring during the transport stage
of the conversion mechanism, the time dependence of luminescence is often further
complicated by slower nonexponential components. It is important to note that the
presence of afterglow in a scintillator may affect not only the timing performance of
the detector but also may make the signal-to-background ratio worse.

9.1.1.5 Emission Spectrum

A good scintillator should be characterised by an efficient spectral matching between
its emission spectrum and the optical detector sensitivity curve. The position of the
emission spectrum is important for the choice of the photodetector; according to
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classical criteria, the near-UV blue emission is suitable for a PMT, while for a pho-
todiode the green-red spectral region was considered the best. Recently, however,
UV-sensitive photodetectors based on SiC, GaAlN, and diamond were developed,
offering a wide choice of detection configurations [1].

9.1.1.6 Chemical Stability and Radiation Hardness

A good scintillator should have good chemical stability and radiation resistance.
Chemical stability concerns mainly the hygroscopicity of some crystals (like NaI:Tl,
CsI:Na, LaBr3:Ce), which may limit their operation for a long time in air. However,
today sealing methods are well developed; therefore, chemical reactions due to the
attraction of water molecules can be easily avoided.

Radiation resistance of materials regards mainly the changes of the scintillator
performance as a consequence, for instance, of colour centre creation. This effect
is particularly important in high-energy physics experiments, but it has to be taken
into account also in some medical imaging techniques.

9.1.1.7 Density and Effective Atomic Number

To maximise the detection of X- and gamma rays using a scintillator, the crystal
should be characterised by a relative high-density ¡ and high effective atomic num-
ber Zeff. Considering the interaction through the photoelectric effect, the stopping
power appears to be proportional to � � Z3�4

eff ; therefore, the higher the density and
the effective atomic number are, the higher the absorption probability will be.

9.1.2 Scintillation Materials and Application
in Nuclear Medicine

After the discovery of X-rays in 1895 by Wilhelm Conrad Roentgen [5], the search
for materials to convert this new radiation into visible light started immediately for
coupling them with sensitive photographic film-based detectors. CaWO4 phosphor
powder was soon introduced in practice, and it was dominantly used until the 1970s,
when new and more efficient materials based on Tb-doped oxysulphides .Y2O2S,
La2O2S, Gd2O2S/ appeared, and their potential for X-ray detection was recog-
nised. Today, the scintillator employed most frequently in X-ray intensifying screens
(static imaging) is Gd2O2S:Tb, characterised by an emission spectrum centred at
545 nm due to the Tb3C 4f–4f transition.

In the late 1940s, due to the need to detect and monitor higher-energy X-rays
and gamma rays, the interest in the development of single-crystal inorganic scintil-
lators increased. An important family of inorganic scintillators is the alkali halides;
among these crystals, NaI:Tl, introduced by Hofstadter in 1948 [6], was the most
popular scintillator used in the detectors in the following years because of its high
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light yield (� 40,000 photons/MeV). The emission spectrum of NaI:Tl, due to the
6p–6s transition of TlC, is centred at approximately 410 nm, and it matches the sen-
sitivity curve of common PMTs. Single crystals of NaI:Tl are grown in ovens under
carefully controlled temperature conditions, starting from molten sodium iodide to
which a small amount of thallium (0.1–0.4mol%) has been added [7]. Large crystals
can be grown relatively easily and at low cost.

Since NaI:Tl is relatively dense .¡ D 3:67 g=cm3/ and has a relatively high
effective atomic number .Zeff D 51/, it is a good absorber and efficient detector of
penetrating radiations, such as X- and gamma rays in the 50- to 250-keV energy
range, where the predominant mode of interaction is by photoelectric absorption.
At higher energy .>250 keV/, the dominant mechanism of interaction is by Comp-
ton effect, and larger crystal volumes are required for adequate detection efficiency
[7]. As mentioned, sodium iodide is hygroscopic; consequently, hermetic sealing is
required.

NaI:Tl has long been the standard scintillator of gamma camera systems. Orig-
inally, these systems utilised monolithic crystal plates in the form of disks with a
diameter up to 50 cm and a thickness in the range of 6–12 mm. Modern systems
are square or rectangular, up to about 50 � 60 cm2 with a crystal plate up to 25 mm
thick. Recently, the new scintillators LaCl3:Ce and LaBr3:Ce have been introduced
[8, 9], and their development can be of interest for the application in gamma cam-
eras. They are indeed characterised by high light yield, fast response, and good time
and energy resolution.

Two other scintillators of the alkali halide family are CsI:Na and CsI:Tl [6, 10].
The first is a good alternative for NaI:Tl in many standard applications because it
has high light output .�85% of that of NaI:Tl) and an emission in the blue spectral
region (peak at 420 nm), coinciding with the maximum sensitivity of most popu-
lar PMTs with bialkali photocathodes. The second, CsI:Tl, is characterised by an
emission spectrum shifted at higher wavelength that peaks at about 550 nm.

Columnar screens of CsI:Na have long been mounted inside the image intensifier-
based system used in fluoroscopy to obtain real-time moving images of the internal
structures of a patient. Actually, these systems are bulky, and more practical devices
have been devloped to efficiently replace these detectors [11]. In particular, the
introduction of flat-panel detectors allows the setup of a smaller and more effi-
cient image intensifier. Column-shaped CsI-based scintillators of smooth structure
(diameter � 3 �m, length > 0:5 mm) can be obtained by vapour deposition and
directly deposited over a large-area matrix of amorphous silicon photodiodes. In
this case, CsI:Tl is preferred instead of CsI:Na since it is hardly hygroscopic in
comparison with CsI:Na, and its emission spectrum matches the quantum efficiency
curve of amorphous silicon well.

Two main defects characterise CsI:Tl crystals; the first is a significant afterglow
(more than 2% of the maximum scintillation intensity is emitted after �3 ms/, and
the second is the radiation damage, resulting in a progressive increase of the light
output with absorbed dose. Both these defects can be explained and modelled con-
sidering the presence of deep traps in the energy-band model of the crystal, where
the charge carriers are trapped [12]. Although CsI:Tl crystals have been used in the
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past in X-ray computed tomographic (CT) systems, the presence of these defects
limits the use of this scintillator in modern CT systems characterised by a higher
rotating frequency and, consequently, by the need for fast scintillators that do not
show afterglow.

Besides NaI:Tl and CsI:Tl crystals, Bi4Ge3O12 (BGO), introduced by Weber
and Monchamp in 1973 [13], also became a widespread scintillator and is often
used as a standard scintillator for comparison with newly developed material [1].
BGO is an intrinsic material (self-activated), and it does not need the addition of an
external activator like the alkali halides. The emission spectrum, related to the 6s–6p
transition of Bi3C, is centred at approximately 480 nm. The main characteristics of
BGO are the high density .¡ D 7:1 g=cm3/ and the high effective atomic number
.Zeff D 74/, which make this crystal an efficient scintillator for positron emission
tomographic (PET) imaging.

An important limit of BGO is the long scintillation decay time .�300 ns/, much
longer than the decay time of more recently developed Ce-doped orthosilicate-based
scintillators, such as Gd2SiO5:Ce (GSO:Ce) [14] and Lu2SiO5:Ce (LSO:Ce) [15].
Both these scintillators are characterised by a relatively high density .¡ D 7:4 g=cm3

for LSO and ¡ D 6:7 g=cm3 for GSO) and high effective atomic number .Zeff D 66

for LSO and Zeff D 59 for GSO); consequently, they have good efficiency detec-
tion. The emission spectrum is centred at about 420 nm for both crystals, and the
scintillation decay time is equal to approximately 40 ns for LSO:Ce and to 60 ns
for GSO:Ce. Because of these properties, both these crystals are of interest in PET
imaging systems, and large single crystals are commercially available from indus-
trial producers, even if their production is expensive due to their high melting point
.�2;000ıC/, costly raw material, and demanding technology [1].

Another interesting candidate to replace BGO in PET systems is LuAlO3:Ce
(LuAP:Ce) [16]; this scintillator is characterised by a higher light yield and a sig-
nificantly faster response than BGO (decay time of �18 ns). It should be noted
that, despite the interesting properties of lutetium in the scintillation matrix, this
element has a natural radioisotope .176Lu, half-life 3:78� 1010 years, natural abun-
dance 2.59%), which contributes to increase the background signal (count rate of
�300 s�1 cm�3/.

Recently, a further class of material was introduced: scintillation optical ceram-
ics. They have been under development as an alternative to the single crystals to
provide bulky optical elements when single crystals cannot be prepared or their
production is too expensive [1]. Advanced ceramic technologies have greatly devel-
oped mainly within the last one to two decades; the introduction of co-doping to
reduce the afterglow led to mature materials with suitable characteristics for use
in CT medical imaging. Examples of ceramic scintillators used in X-ray CT are
Gd2O2S:Pr, Ce, F [17]; Gd2O2S:Pr [18]; and Y1:34Gd0:60O3:.Eu; Pr/0:06 [19].
These polycrystalline ceramic scintillators are characterised by interesting scin-
tillation properties, homogeneity, and good mechanical stability. Moreover, their
emission spectra match well with the sensitivity of silicon diodes.

In ceramics based on Gd2O2S (GOS), scintillation arises from the 4f–4f tran-
sition in the Pr3C dopant ions. The decay time is on the order of 3–4 �s, and the



168 I. Veronese

afterglow can be strongly reduced by properly co-doping with cerium and fluo-
rine. In Y1:34Gd0:60O3:.Eu; Pr/0:06, also known as YGO, scintillation arises from
the 4f–4f transition in Eu3C, and the afterglow is reduced by co-dopant ions Pr3C
and Tb3C.

New optical ceramics like Lu2O3:Eu, Tb, and hafnates .BaHfO3/ are, in princi-
ple, of interest also in PET applications, provided that better results can be achieved
for light yield, fast response time, and energy resolution [11].

The main physical characteristics and scintillation properties of the various
compounds mentioned are summarised in Table 9.1 [1–3, 20, 21].

9.2 Semiconductor Detectors

9.2.1 Basic Properties of Semiconductors

Semiconductors are a group of materials between insulators and metallic conduc-
tors; they are characterised by an energy gap between the valence and conduction
bands typically lower than 3 eV. At low temperatures, all valence electrons remain
bound in the lattice; at higher temperatures, thermal vibration may break the cova-
lent bond, and a valence electron may become a free electron, leaving behind a free
place or hole. Both the electron and the hole (to be filled by a neighbouring electron)
are available for conduction.

The probability per unit time that an electron–hole pair is thermally generated is
given by

p.T / D CT3=2e.�Eg=2kT/

where T is the absolute temperature, Eg is the band-gap energy, k is the Boltzmann
constant, and C is a proportionality constant specific for the material [4]. In an
intrinsic semiconductor, the equilibrium that is established by the thermal excitation
of electrons from the valence to the conduction band and their subsequent recom-
bination leads to equal numbers of electrons in the conduction band and holes in
the valence band: ni D pi (intrinsic carrier densities). Semiconductor materials
are mostly divided into two large classes: elemental semiconductors (group IV of
the periodic table) such as silicon, germanium, diamond, and so on and compound
semiconductors like IV–IV (SiC), III–V (GaAs, InP, InSb, GaN) and II–VI (CdTe,
ZnSe, ZnS, etc.).

Impurities can be introduced into the volume of the semiconductor material,
forming an extrinsic semiconductor. Doping can modify considerably the electri-
cal conduction properties of an intrinsic semiconductor. There are two types of
impurities: donors or n-type materials and acceptors or p-type materials.

Regarding donors or n-type materials, the atoms of these materials have one
surplus electron, which is rather loosely bound in the crystal structure and therefore
contributes readily to the negative electron conduction. Therefore, in an n-type semi-
conductor electrons are the majority carriers. Typical donor materials are antimony
(Sb), arsenic (As), and phosphorus (P).
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For acceptors or p-type materials, the atoms lack one electron in the crystal
structure, and they tend to attract an electron, contributing readily to the positive
or hole conduction. Therefore, in a p-type semiconductor holes are the majority
carriers. Typical acceptor materials are aluminium (Al), boron (B), gallium (Ga),
and indium (In).

In extrinsic materials, certain energy levels exist within the forbidden gap bet-
ween the valence and conduction bands; consequently, the energy required to raise
charge carriers from these levels to the conduction state is lower than the energy
required to obtain conduction in an intrinsic semiconductor [22].

Semiconductors have properties that make them suitable for the detection of ion-
ising radiation [23]. Semiconductor detectors based on silicon (Si) and germanium
(Ge) are used extensively as charged particle and X- and gamma ray spectrome-
ters in physics [4]; their principal application in nuclear medicine is for assessment
of radionuclide purity. Miniature gamma ray probes, based on cadmium telluride
(CdTe) or cadium zinc telluride (CZT), have been also implemented for application
in small nuclear medicine counting and imaging devices and for surgical use [7].

Moreover, due to the small band-gap, semiconductor devices represent a valid
alternative to the photomultipliers for the detection of the optical radiation emitted
by scintillators. In this case, the small size and the mechanical properties of semi-
conductor materials may represent an important advantage exploited in the design
of several imaging systems. The following sections present a short overview of the
basic optical radiation semiconductor detectors.

9.2.2 Photodetection with Semiconductors

Photodetection in semiconductors is achieved following the creation of electron–
hole pairs under the action of light. When a semiconductor is illuminated by photons
of an energy greater than or equal to its band-gap, photoelectric effects lead to the
release of electrons from the valence band into the conduction band, where the free
charges may travel long distances across the crystal structure under the influence
of an intrinsic or externally applied electric field. Similarly, the holes left in the
valence band contribute to electrical conduction by moving from one atom site to
another under the effect of the electric field. Therefore, the separation of electron–
hole pairs generated by the absorption of light gives rise to a photocurrent, defined
as the fraction of the photogenerated free charge carriers collected at the edges of
the material by the electrodes of the photodetecting structure [24].

9.2.2.1 Bulk Semiconductor Photodetectors

A bulk semiconductor photodetector consists of a homogeneous material working
as a photoconductor. In photoconductors, a certain number of conduction electrons
is available at room temperature so that, in response to a bias voltage, a small current
flows even without irradiation. The interaction of photons with the material leads to
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Fig. 9.2 Diagram of a photoconductor detector

the absorption of energy, which is used to release additional electrons either from
the valence state in intrinsic photoconductors or from dopant energy states in extrin-
sic photoconductors. The incident radiation therefore generates additional mobile
charge carriers, effectively lowering the resistance or increasing the conductance of
the material.

A diagram of a photoconducting device is shown in Fig. 9.2: A fixed voltage VB

is applied between the two ohmic contacts; consequently, a bias current IB flows
through the semiconductor layer following Ohm’s law. When the active optical sur-
face is illuminated, the photogenerated charges originate a photocurrent Iph, which
is added to the bias current, effectively increasing the conductivity of the device.

The spectral responsivity of a photoconductor is given by

s.�/ D Iph

ˆ
D .1 � R/ �G � � � q � �

hc

where Iph is the photocurrent, ˆ is the incident flux, R is the reflectance of the front
surface, ˜ is the quantum efficiency, q is the electron charge, œ is the wavelength of
the incident photon, h is the Planck constant, c is the speed of light, and G is the
photoconductive gain. The photoconductive gain is given by

G D �

Tr

where £ is the lifetime of the charge carriers, and Tr is the travel time between
electrodes. The gain G is directly proportional to the bias voltage.

If the quantum efficiency ˜ is independent of the wavelength, the spectral respon-
sivity function increases linearly with wavelength to a maximum value, then it
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decreases rapidly. The maximum occurs at

�max D hc

EV

where EV is the energy gap between the state of the valence electron and the
conduction electron. Photocurrent is indeed produced only if the photon energy
Eph D h� D hc

�
is larger than the energy gap EV .

Depending on their spectral responsivity function, photoconductive detectors can
be divided into photoconductive detectors for the visible wavelength range (e.g.,
CdS and CdSe) and photoconductive detectors for the near-infrared wavelength
range (e.g., PbS and PbSe).

The total range of available peak wavelengths for cadmium sulphide and cad-
mium selenide photoconductors is about 515–735 nm. Lead sulphide sensors oper-
ate from 1.3 to 3:2 �m with a peak sensitivity at approximately 2:2 �m; lead
selenide sensors operate from 1.3 to 5:2 �m with a peak sensitivity near 4:2 �m [22].

9.2.2.2 Junction Semiconductor Photodetectors

The most important electronic structure obtained by joining extrinsic semiconduc-
tors of opposite doping is the p–n junction. In this structure, a voltage applied in
one direction, the so-called forward direction, causes a significantly larger current
than that obtained by applying the same voltage in the other direction, the so-called
reverse direction. In junction photodiodes, the two materials forming the junction
are selected so that, even without external bias, a potential develops across the junc-
tion. This potential depletes the vicinity of the junction of charge carriers, resulting
in high resistance. Radiation incident on the junction generates electron–hole pairs
that are separated by the internal potential and causes a current through the external
circuit or, if an external reverse bias is applied, increases the conductance so that a
current flows in response to this bias. Several junction devices therefore may be used
either as photovoltaic or as photoconductive detectors; they may be used unbiased,
generating a voltage or a current that is measured by a suitable electronic device, or
they may be used similar to photoconductors by applying an external reversed bias
voltage and measuring the change of resistance caused by the incident radiation.

Different junction photodetector structures exist. The simplest configuration is
the p–n photodiode, which is formed by diffusing a thin layer of acceptor or
p-type impurity into the surface of a donor or n-type doped slice of silicon so that in
this thin layer the concentration of acceptors exceeds that of donors. Similarly, n–p
photodiodes are made by diffusing an n-type impurity into a p-type doped material.
In both cases, the junction is the region where the n-doped and p-doped materials
meet. A schematic diagram of a planar diffused p–n silicon junction photodiode is
shown in Fig. 9.3.

An additional junction photodetector structure is the Schottky barrier photodiode.
It is obtained by deposition of a metal film on a semiconductor surface in such a
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Fig. 9.3 Schematic diagram of a planar diffused p–n silicon junction photodiode

Table 9.2 Materials commonly used to produce junction semiconductor photodetectors

Material Wavelength range (nm)

Silicon (Si) 190–1,100
Germanium (Ge) 400–1,700
Indium gallium arsenide (InGaAs) 800–2,600

way that no interface layer is present. The barrier thickness depends on the impurity
dopant concentration in the semiconductor layer. The electron–hole pairs generated
by the incident radiation are separated by the potential barrier between the metal
and the semiconductor.

In a p–n photodiode, electron–hole pairs created in the depletion region con-
tribute to the electric signal, but those released outside this region travel by diffusion
or simply recombine. To expand the depletion region to include carriers released by
a broader range of photon wavelengths, the p–i–n structure can be used. A p–i–n
photodiode is a planar diffused diode consisting of a single crystal having an intrin-
sic (undoped or compensated) region sandwiched between p- and n-type regions.
A bias potential applied across the detector depletes the intrinsic region of charge
carriers, constituting the radiation-sensitive detector volume.

When the reverse bias voltage established at the terminal of a p–i–n structure
is sufficiently increased, photogenerated carriers are accelerated enough to gener-
ate further carriers by ionisation; in this condition, multiplication of charge carriers
gives rise to an internal gain mechanism. This effect is exploited in the avalanche
photodiodes, in which the levels of doping are generally adjusted to high values
above 1018 cm�3 to maximise the intrinsic electric field of the junction [24].

The materials commonly used to produce junction semiconductor photodetec-
tors, together with the wavelength range that characterises their spectral responsivity
curve, are reported in Table 9.2.
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Chapter 10
New Trends in Detectors for Medical Imaging

Gabriela Llosá and Carlos Lacasta

10.1 Introduction

The improvement of medical imaging instrumentation is based both on the enhance-
ment of the performance of the detectors employed in their construction and on the
development of novel techniques and methods that allow full exploitation of the
advantages of the new instrumentation.

Most detectors in medical imaging are composed of scintillator crystals coupled
to photodetectors. Two main ways are investigated for advanced performance. One
is the improvement of the response of each of the components commonly employed,
for instance, crystals with higher light yield, higher stopping power, and shorter
decay time and position-sensitive photodetectors with high photon detection effi-
ciency (PDE) and small dead areas. Silicon photodetectors, avalanche photodiodes
(APDs), and silicon photomultipliers (SiPMs) have improved their performance
considerably since 2005, and their use in different applications is rapidly increasing.

Another approach that is gaining interest is that of alternative types of detectors,
for example, solid-state detectors for particular applications in positron emission
tomography (PET), single-photon emission computed tomography (SPECT), or
computed tomography (CT). Currently, these alternatives do not offer a substantial
improvement that makes it possible to replace traditional detectors based on scintil-
lators and photodetectors, but they can improve performance significantly in some
aspects (e.g., in spatial resolution and in determined applications). In both cases, the
use of detectors and electronics initially developed for high-energy physics, such as
solid-state detectors or gas detectors, fast electronics, dedicated application-specific
integrated circuits (ASICs) and data acquisition systems, and the always increasing
common interaction between both fields have been beneficial for the field of medical
imaging.
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The development of detectors with improved performance also makes the imple-
mentation of novel techniques possible that significantly contribute to improve the
performance and, in turn, impose new challenges for further development of the
detectors. Among these is time-of-flight (TOF) PET, which uses the difference in
the arrival time of the two photons in two opposite detector heads to restrict the
determination of the point of origin of the photon pair to a small region instead of
a line of response (LOR), reducing the signal-to-noise ratio (SNR) in the recon-
structed images. This technique is possible thanks to the development of fast
scintillator crystals and photodetectors.

New detector geometries are investigated for PET and SPECT, with particular
attention on the determination of the depth of interaction (DOI), that is, the depth in
the detector head at which the interaction takes place, to reduce the parallax error
and to improve the spatial resolution in PET applications.

Multimodality is the combination of different imaging techniques, which leads
to enhanced diagnostic value of the resulting images. It requires high performance
in each of the modalities, and it generally demands the modification of the detectors
for a full profit from the combination.

The expansion of new fields such as proton and ion therapy also increases
requirements for imaging detectors, dosimetry, and beam monitoring.

It must be taken into account that the developments in detector construction must
always run parallel with developments in data processing and analysis and in image
reconstruction algorithms, which allow full profitability from the benefits of the
novel instrumentation and techniques.

This chapter gives an overview of the main research lines in detector development
that have been of interest to the scientific community in recent years in some medical
imaging fields. First, a short description of the detectors currently employed and
principal areas of development is given. Then, the main trends in different medical
imaging techniques in PET, SPECT, and CT applications are briefly summarized.

10.2 Detector Development

In general, in all medical imaging fields, detectors with higher resolution, higher
sensitivity and faster timing performance are desired. Currently, most applications
employ inorganic scintillator crystals coupled to photomultiplier tubes (PMTs),
which continue to be the main area of development. Scintillators and PMTs with
improved performance are investigated as are new types of photodetectors. Also, the
use of other types of detectors, such as solid-state or gaseous detectors, instead of the
traditional detectors can lead to improved performance of medical imaging devices.

10.2.1 Scintillator Crystals

For many years, there has been a continuous search for new scintillator crys-
tals, and a large number of new types of scintillators with different properties
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Table 10.1 Main properties of scintillator crystals used in medical imaging.

Density (g/cm3/ Light yield (photons/MeV) Decay time (ns)

NaI 3.67 41000 260
CsI 4.51 40000 630
BGO 7.1 9000 300
LSO 7.4 26000 40
LaBr3 5.3 61000 �20

have been fabricated and employed in medical applications, such as sodium iodide
(NaI), cesium iodide (CsI), bismuth germanate oxide (BGO), lutetium orthosili-
cate (LSO) or lutetium yttrium orthosilicate (LYSO), gadolinium oxyorthosilicate
(GSO) (Gd2SiO5:Ce), yttrium aluminum perovskite (YAP), lutetium aluminum
perovskite (LuAP), Barium fluoride (BaF2), Lutetium iodide (LuI3), lanthanum
chloride (LaCl3), and lanthanum bromide (LaBr3), among many others. However,
the ideal scintillator has not yet been found, and the most suitable scintillator for
each application must be selected based on the requirements of the application. A
review of the main scintillation crystals employed in medical imaging can be found
in [1].

This section describes briefly the advantages, drawbacks, and uses of those scin-
tillators that have been mainly used in medical imaging (NaI, BGO) and those that
have currently the highest interest for the medical imaging community since they
are used in most of the novel research lines (LSO/LYSO and LaBr3). The main
properties of these scintillators (density, light yield and decay time) are summarized
in table 10.1.

The fundamental properties of a scintillator crystal are high light yield, high rise
time, short decay time, and high photoabsorption probability for the energies con-
sidered in a given application to stop the photons in just one interaction. A high light
yield results in better spatial and energy resolution. The fast rise time leads to better
timing properties, which contribute to reduce noise and random events, and a short
decay time results in reduced dead time and pileup and therefore better count rate
performance and greater efficiency.

For many years, NaI, CsI, and BGO have been the main scintillators employed.
Due to its high light yield, NaI has been widely used for many applications, includ-
ing both PET and SPECT. However, given its relatively low stopping power, it is
better suited for SPECT applications, in which photons generally have lower ener-
gies. BGO has a high stopping power; therefore, since its development it has been
employed largely for PET applications. Its main drawback is its low light yield.

Although its production is more expensive than that of the NaI and BGO, LSO
(or LYSO) is now the scintillator most widely employed for PET applications given
its higher light yield and relatively short decay time. This scintillator is currently
employed in many research applications, including TOF PET. However, the pres-
ence of the radioactive isotope Lu-176 in the crystal, with a natural abundance of
2.59%, causes a radioactive background that makes it less indicated for SPECT
applications.
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LaBr3 has become a promising scintillator given its high light yield and short
decay time. Its main drawback is that it does not have high stopping power. Sev-
eral groups are now investigating this new scintillator for SPECT [2] and PET
[3], including TOF techniques. With high PDE photodetectors, detectors employ-
ing LaBr3 have achieved an energy resolution close to that of solid-state detectors
(6.5% at 511 keV). Its lower stopping power compared to LSO must be compen-
sated by increasing the crystal thickness to achieve similar efficiency. Its fast timing
properties lead to excellent timing resolution that is being investigated to replace
LSO in TOF PET applications, improving the timing performance.

In any case, no scintillator with probability of photoelectric absorption greater
than 50% for 511-keV gamma rays has yet been found; therefore, multiple inter-
actions can take place in the crystal before the photons are absorbed. If all the
interactions take place in the same crystal, this effect, which increases with crys-
tal thickness, degrades the intrinsic spatial resolution. In segmented detectors,
algorithms can be applied to determine the first interaction and improve the spatial
resolution.

The crystal geometry and arrangement for a better spatial resolution and effi-
ciency are also an active area of research. Different geometries with pixelated and
continuous (monolithic) crystals and crystal configurations for DOI determination
in PET applications are discussed in Sect. 10.3.1.

10.2.2 Photodetectors

Photodetectors are mainly employed to detect the optical photons produced by the
interaction of the gamma rays in the scintillator crystals. The main requirements of
a photodetector are high PDE and a small dead area to detect the maximum possible
number of photons. They must have fast timing resolution, negligible in comparison
to the scintillator crystal coupled to it. High gain leads to a good SNR, making the
use of low-noise electronics unnecessary. Compact photodetectors are preferred,
particularly in applications in which small detectors are required, and a small dead
area enhances the sensitivity. A low bias voltage results in lower power consumption
and less heating.

The quantum efficiency (QE) of a photodetector is the probability that an optical
photon that reaches the active surface of the photodetector interacts in it, emitting a
photoelectron in PMTs or creating an electron–hole pair in solid-state photomulti-
pliers, which can produce a signal. The QE depends on the photon wavelength. The
PDE is the probability that an optical photon produces a signal, taking into account
the QE and other effects, such as the collection efficiency in PMTs, or the prob-
ability that the carriers trigger an avalanche in silicon photodetectors (APDs and
SiPMs).

In addition to the advances in conventional PMTs, silicon photodetectors have
experienced considerable improvement in performance, and their use for different
applications is rapidly increasing.
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10.2.2.1 Photomultiplier Tubes

PMTs have been the principal photodetectors in physics and medical imaging for
many years, and they are still employed in most of the experimental and commercial
systems. They have high gain (�106–107) and low noise, they are fast, and they
have stable operating conditions. However, they also present some disadvantages:
Their QE is not high (generally around 20%), they are bulky, and their operating
voltage is high (up to a few thousands of volts). The fact that they are sensitive to
magnetic fields has been the main problem for the combination of PET and magnetic
resonance imaging (MRI) modalities, which are described in Sect. 10.3.1.

A fundamental research line, common to all fields in physics, is the improve-
ment of the QE of the PMTs. PMTs with QE above 40% with bialkali or GaAsP
photocathodes have been produced [4]. In this type of detector, the probability that
the photoelectrons emitted in the photocathode give a signal is high for photons
interacting at the center of the photodetector; thus, the PDE is close to the QE.
Another important request is the development of fast devices. Fast PMTs have
allowed the development of TOF PET detectors, and the possibility of further
improving these devices is under investigation [5].

Since their development, the use of position-sensitive PMTs (PSPMTs), also
known as multianode PMTs, has been widely adopted for medical imaging appli-
cations. These devices consist of multiple systems (cathode–dynode chain–anode)
acting as independent systems. Several manufacturers produce these devices, with
an increasing number of channels per unit area, such as Hamamatsu H7546 with 64
channels (Fig. 10.1) or H9500 with 256 (16 � 16) channels in 52 � 52 mm. Low
dead space in the edges is also important to allow placement of several photode-
tectors side by side to form a detector unit of larger area. These photodetectors are
employed with both pixelated and continuous crystals, either multiplexing the out-
put signals to reduce the number of channels, which is the most common approach,
or reading out all output channels, which is gaining interest thanks to the possibility
of employing ASICs.

10.2.2.2 Silicon Photodetectors

Silicon photodetectors have become a sound alternative to vacuum devices thanks
to the considerable improvements achieved since 1999. These devices have a high
QE for optical photons (up to above 90%); they are compact and rugged and poten-
tially fast. In addition, they are insensitive to magnetic fields, which makes them the
ideal photodetectors for applications such as the combination of PET and magnetic
resonance (MR), which is explained in Sect. 10.3.1. On the other hand, their main
drawbacks are their dark rate due to thermal generation of carriers, which is higher
than for PMTs but can generally be avoided by setting a high threshold, and the
dependence of their characteristics on temperature.

Silicon diodes can be used as photodetectors. The optical photons interact in the
detector, generating carriers that produce an electric signal, but the low amount of
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Fig. 10.1 Position-sensitive photomultiplier tube (PSPMT) Hamamatsu H7546 with 64 channels

carriers produced results in a small signal, and since the device has no internal gain,
the SNR is low. For this reason, they are not generally used for this purpose.

APDs are silicon detectors operated close to the breakdown point; they have a
structure that creates a high electric field region in the device. The carriers gener-
ated by the optical photons reach this region, in which they are accelerated. The
collision of the carriers with the lattice can ionize the atoms and create new carri-
ers, producing an avalanche. APDs thus have an internal gain, which is generally
between 50 and 2,000. The signal produced is proportional to the number of opti-
cal photons that reach the detector. The bias voltage is commonly between 500 and
1,500 V; in general, the higher the reverse voltage is, the higher the gain will be.

APDs produced recently have improved their performance significantly with
respect to the first samples available, mainly in terms of operation stability and
showing an increase of the gain up to 1,000–2,000, and they are currently employed
in many experimental and commercial applications, principally in PET [6, 7] and
SPECT [8] and in PET/MRI applications [9].

APDs have a high QE, and the probability that the carriers trigger the avalanche is
also high in these photodetectors. Their main disadvantage is their low gain, which
makes it necessary to use low-noise electronics for the signal readout, which also
degrades the timing properties. In addition, the statistical fluctuations of the gain are
high, and as a result, the energy resolution is not as good as expected. This effect is
described by the excess noise factor F . The noise due to the multiplication process
at a gain M is denoted by F.M / and can be expressed as

F.M / D �M C
�

2 � 1

M

�
.1 � �/;
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where � is the ratio of the hole impact ionization rate on that of the electrons. For an
electron multiplication device, it is given by the hole impact ionization rate divided
by the electron impact ionization rate. F.M / is a main factor, among other things,
that limits the best possible energy resolution obtainable.

To have two-dimensional (2D) information on the interaction position of the
gamma rays in a crystal, 2D arrays of APD detectors a few millimeters in size
are fabricated. Another solution is the fabrication of large-area (up to 64 � 64 mm)
position-sensitive APDs, which provide a signal output at the four corners of the
device. Combining the four signals, it is possible to identify the independent crystals
of a crystal array [8].

Multicell Geiger-mode APDs, commonly known as SiPMs, are a new type of
photodetector that has experienced fast development [10]. These detectors consist of
a 2D array of tiny structures (typically 100–2;000=mm2) known as microcells. Each
microcell is an independent APD that is biased slightly above the breakdown voltage
and operates in Geiger mode. The avalanche produced is independent of the number
of photons that arrive at the microcell. All the microcells are connected in parallel,
and the output of the SiPM is given by the sum of the outputs of all the microcells
that trigger. The SiPM output will be proportional to the number of photons that
reach the detector if this number is low compared to the number of microcells. For
a high number of photons, the SiPM response deviates from linearity.

These detectors have high gain (around 105–106); therefore, low-noise electron-
ics are not required. They have fast timing properties (about 120 ps full width at half
maximum [FWHM] at the single-photoelectron level) and a low operation voltage,
typically below 100 V. The PDE for blue light has improved significantly, and cur-
rent devices have a PDE above 30% for all wavelengths. The PDE in these devices
is given by the product of three factors [11]: the QE, the triggering probability (Pt),
and the fill factor (FF). The QE is high for optical photons, as in the case of APDs.
The Pt is given by a combination of the Pt of electrons and holes, and it will be high
if the electrons are the carriers that trigger the avalanche. This depends on the SiPM
structure and on the interaction position of the optical photons in the detector, which
is given by the wavelength. The fill factor is the ratio of the active to the total area
of the microcells.

As in the case of APDs, 2D arrays have been developed (Fig. 10.2). Some manu-
facturers are developing 2D arrays with large numbers (up to 64) of SiPM elements
in a common substrate, with readout lines that take the signals to the edges of the
detector, to minimize the dead area between the SiPM elements.

10.2.3 Solid-State Detectors

Solid-state detectors (silicon, CZT [cadium zinc telluride], and CdTe) are used as
intrinsic detectors that directly detect the incoming gamma radiation and produce
electrical signals. The main advantages of solid-state detectors are their excellent
energy resolution and their high spatial resolution. Thin detectors are fast, but the
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Fig. 10.2 Silicon photomultiplier (SiPM) two-dimensional (2D) array from Hamamatsu, com-
posed of 16 SiPM elements 3 � 3 mm size

timing resolution is degraded for thick detectors (1 mm or more). Their stopping
power is lower than that of scintillators; therefore, their sensitivity is lower for the
same thickness. However, their high spatial and energy resolution can be employed
for better determination of scattered events, reducing the amount of events rejected
and enhancing the sensitivity. In these detectors, it is also possible to distinguish
multiple interactions. An important drawback is the cost, which is higher than that
of common scintillators.

These detectors are generally thin in comparison with scintillators, and they are
operated in stacks, providing discrete DOI information that is given by the detector
in which the interaction has taken place.

10.2.3.1 Silicon Detectors

Silicon detectors have excellent energy resolution for gamma rays (1.5 keV FWHM
at 59.5 keV, 2.5% FWHM) [12] and good spatial resolution, but their photoabsorp-
tion probability is much lower than that of scintillator crystals (Si 0.2%; LSO 34%;
BGO 44% for 511-keV photons). In spite of this, several groups are investigat-
ing different possibilities that allow benefitting from their high spatial and energy
resolution. Silicon detectors are of particular interest in some PET applications.

The high Compton interaction probability can be useful in small-animal PET.
Events in which photons undergo Compton scattering followed by an escape are
usually rejected, given that they cannot be distinguished from the events in which
the photon scatters in the patient before absorption. However, in small-animal PET
the scattering probability in the mouse or rat is low, and the effect of including the
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scattered events does not degrade the resulting images significantly. Compton events
are thus employed to determine the LOR and reconstruct the images [13].

Another possibility that is under study is the use of the silicon detectors to add a
second detector ring or partial ring to enhance the spatial resolution. This approach
is employed for small-animal PET, including a silicon ring inside a conventional
scintillator ring and considering the different types of events. The events in which
both photons interact in the silicon ring and are afterward absorbed in the scintillator
provide excellent spatial resolution. The events in which one of the photons interacts
in the silicon ring and the other is directly absorbed in the scintillator have medium
resolution. If both photons interact in the scintillator ring, the detector is a normal
PET scanner [12].

The minimizing activities and doses by enhancing image quality in radiophar-
maceutical administration (MADEIRA), http://www.helmholtz-muenchen.de/en/
madeira/ project also employs a silicon probe consisting of a partial ring of stacked
detectors that can be moved to the region of interest to enhance the spatial resolution.
A detailed description of this project is given in Chap. 11.

There is also increased interest in silicon detectors in SPECT applications in
Compton imaging. This technique is explained in the section on SPECT. The silicon
detectors also have applications as detectors for dosimetry and beam monitoring in
hadron therapy.

10.2.3.2 CZT and CdTe Detectors

CZT and CdTe detectors have a higher atomic number (Z) than silicon; therefore,
they have higher photoabsorption probability, and they can be used in PET applica-
tions. However, the stopping power is in general still lower than that of scintillators,
and a larger detector thickness is necessary to achieve a similar efficiency. Their
high cost and relatively poor timing resolution (�10 ns) compared to scintillators
are the main drawbacks of this type of detector for medical applications. Neverthe-
less, their high spatial (<1 mm) and energy resolution (�4% FWHM at 511 keV)
makes them attractive detectors for small-animal PET [14, 15].

CZT detectors can also offer some advantages in SPECT applications [16]. Slat
collimators have higher sensitivity than parallel hole collimators for the same spatial
resolution. However, the amount of scattered photons detected is also higher. The
use of CZT detectors with good spatial resolution (about 3% at 140 keV) allows the
rejection of scattered photons, making use of these collimators advantageous and
resulting in a gain in sensitivity.

The use of these detectors for CT as direct detectors is also under investigation.

10.2.4 Liquid and Gas Detectors

Liquid and gas detectors are not often employed in medical imaging due to their
low stopping power for gamma rays. Their main advantages are excellent spatial
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resolution and the possibility of covering large detector areas at low cost, which
partially compensates the loss of sensitivity in comparison with scintillator crystals.
However, the large volume also implies higher scattering between modules and ran-
dom contributions. The field of view (FOV) can also be large in these detectors,
avoiding image distortions due to activity outside the FOV.

A PET system with detector modules consisting of multiwire proportional cham-
bers has been employed for small-animal PET, achieving excellent spatial resolution
around 1 mm FWHM and with 10% uniformity within the FOV thanks to its DOI
determination capability [17].

Liquid xenon detectors are also under investigation for PET applications [18].
An energy resolution better than most scintillator detectors (below 10%) can be
achieved by combining the measurement of the collection of the electron drift charge
and of the scintillation light detected with photodetectors. In addition to the xy coor-
dinates, the depth of interaction can be calculated by measuring the time difference
between the light flash in the photodetectors and the charge arrival on the anode
plate. Subnanosecond timing resolution can be achieved.

Gas detectors are also employed for dosimetry in hadron therapy [19].

10.2.5 Electronics

As the performance of fast detectors with higher efficiency and count rate capability
increases, electronics that can read out and process data in a short time are essential
in medical imaging. The development of systems with a high number of readout
channels requires the use of ASICs, which have significant advantages in terms of
cost, size, power, reliability, and performance. Different groups are working on the
development of ASICs adapted to the requirement of detectors employed for many
medical applications.

The Medipix detector [33] is an example of detector development for different
application fields. A family of photon-counting pixel detectors has been developed
by an international collaboration with applications in high-energy physics, astron-
omy, and medical imaging. MEDIPIX is a CMOS (complementary metal oxide
semiconductor) pixel detector readout chip designed to be connected to a segmented
semiconductor detector. The semiconductor sensor layer (silicon, GaAs, or CdTe)
that detects the incident radiation is bump bonded to the CMOS electronics layer,
which counts the number of events on each pixel within a selected energy range,
enabling spectroscopic X-ray imaging. In medical imaging, it is mainly used in
X-ray and CT applications [20].

The last generation, MEDIPIX3, has 256 � 256 pixels of 55 � 55 �m, with a
total active area of 14:08 � 14:08 mm. This version has the capability of real-time
correction of charge sharing, which results in better energy resolution. In addition,
multiple counters per pixel allow for continuous readout and up to eight energy
thresholds [21].
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10.3 Applications

10.3.1 Positron Emission Tomography

The improvement of the performance of PET detectors is addressed to fulfill dif-
ferent requirements depending on the applications. In preclinical (small-animal)
detectors, the main goal is to improve the spatial resolution, aiming at a resolu-
tion better than 1 mm3 in the whole FOV. DOI determination is therefore essential
in these systems. Timing resolution is not a stringent requirement since the random
rates are lower than in larger scanners due to a lower single-event count rate, and
TOF PET is not implemented in such small devices. In whole-body images, spatial
resolution is not the limiting parameter now. The intrinsic resolution of the detec-
tors can be improved by reducing the crystal size in the pixellated crystals generally
used, but other factors, such as photon acolinearity, are significant. A higher sen-
sitivity and especially a better SNR, which can be achieved with TOF techniques,
are the main requirements. In dedicated scanners (e.g., for brain or breast imag-
ing), better spatial resolution is also desired. Although TOF PET does not lead to
a considerable improvement with current detectors, good timing resolution would
significantly improve the random rejection. In all applications, a higher sensitivity
is desired.

Most PET detectors are composed of pixellated crystal arrays. In this case, the
improvement of the spatial resolution is obtained by reducing the crystal size. How-
ever, the cost of manufacturing arrays of small crystals is high, and increasing the
number of crystals also increases the dead area, reducing the efficiency. With the
development of finely segmented photodetectors (PSPMTs, APDs, SiPMs), the use
of continuous crystals has gained renewed interest [22, 23]. In these crystals, the
determination of the interaction position is more complicated than in the case of
pixelated crystals, and they generally have problems near the edges of the detector.
Position reconstruction algorithms with maximum likelihood methods and neural
networks are under study and are producing promising results [24].

The use of thick crystals contributes to enhance the efficiency of PET detectors.
However, the lack of information about the depth at which the interaction takes place
leads to a wrong determination of the LOR. This effect, known as the parallax error,
gets worse toward the outer part of the FOV (see Fig. 10.3), leading to degradation
of the spatial resolution. Research in this area is active, both for pixelated and for
continuous crystals. The many different methods investigated to determine the DOI
are well described in [25]. There are three main approaches.

One method employed with pixelated crystals is the use of different types of
scintillator crystals with different decay times, one on top of the other and coupled to
the same photodetector (Fig. 10.4a), or two crystals of the same type with a phosphor
layer in between that absorbs the light and reemits it with a different decay time.
Pulse shape discriminator techniques allow distinguishing the signals coming from
one or another crystal. This method is known as a phosphor sandwich or phoswhich
detector.
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Fig. 10.3 Effect of the depth
of interaction (DOI):
uncertainty and parallax error.
There is a difference in the
line of response (LOR) for
photons that interact close to
the detector surface, or deeper
in the detector, while in
practice the same LOR is
assigned if the detector has no
DOI determination capability.
This difference is larger for
detectors at the edges of the
field of view (FOV)

a b c

d

Fig. 10.4 Different methods to determine the depth of interaction (DOI) position. (a) Phoswich
detector. (b) Displacement of one crystal layer with respect to another. (c) Photodetector readout
on both crystal ends. (d) DOI information obtained from the light pattern in the photodetector

Another method also applied to pixelated crystals is to offset different detector
layers or to place absorbing and reflecting materials asymmetrically between the
crystals in such a way that the light coming from each of the crystals is detected in
a different position in the photodetector (Fig. 10.4b).

A third approach employed both with pixelated and continuous crystals is to
place photodetectors at both ends of the crystal. The ratio of the light collected in
the two photosensors gives an estimate of the DOI (Fig. 10.4c). In this configura-
tion, at least one of the photodetectors must be thin to allow gamma rays to reach
the crystal. Silicon photodetectors are generally employed. Resolutions of 2 mm
have been obtained with this method. In the case of continuous crystals, it is also
possible to use just one photodetector and to obtain the DOI information from the
light pattern in the photodetector (Fig. 10.4d).

With solid-state detectors and with solid-state photomultipliers coupled to scin-
tillator crystals, it is possible to stack several detector layers that act as independent
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detectors, up to the desired detector thickness. The DOI information is given by
the position of the detector in the stack that gives the signal. This method can be
employed with both pixellated [7] and continuous crystals [26]. The main drawback
is that the number of readout channels increases compared to thick detectors for the
same efficiency.

With the development of fast scintillators and photodetectors, the TOF PET tech-
nique has become possible. In human (whole-body) PET scanners, the difference
in the arrival time of the two coincidence photons �t can be determined [5] with a
given uncertainty. The location of the annihilation event with respect to the midpoint
between the two detectors is given by

�d D �t � c

2

where c is the speed of light. Thus, a timing resolution of 60 ps would result in
a depth resolution of about 1 cm. The noise in the images reconstructed with an
appropriate algorithm is substantially reduced, and a better SNR is achieved.

This technique requires scintillators with fast rise time and fast photodetectors
with a high PDE. The first TOF PET detectors have been commercialized with LSO
crystals and fast PMTs. This combination is still under investigation; studies with
LSO and LaBr3 crystals coupled to fast PMTs or SiPMs are taking place. Resolu-
tions below 200-ps FWHM have already been achieved, and even better resolutions
are possible with SiPMs and LaBr3 crystals.

The combination of structural and functional imaging modalities leads to a sig-
nificant improvement in the diagnostic value, as it is clear from the combination of
PET/CT, that is replacing PET-only systems. MRI is superior to CT in terms of soft
tissue contrast, and no additional radioactive dose is administered to the patient. In
addition, the PET and CT images are acquired sequentially, increasing the possibil-
ity of errors in the coregistration of the images due to movement of the patient, while
PET/MR systems are designed for simultaneous acquisition in both modalities.

The main difficulty for the combination of PET and MR has been the sensitivity
to magnetic fields of the PMTs used in PET detectors. Some solutions have been
found employing light guides to convey the light from the scintillator crystals to the
outside of the magnet, where the PMTs can be operated [27]. Unfortunately, this
generally leads to a degradation of the PET performance. Another solution has been
found with the use of APDs, which are insensitive to magnetic fields, as photode-
tectors [9] and has allowed the combination of the two modalities with promising
results. Other problems arise not only from the performance of the PET detectors
but also from the interference of the PET devices into the performance of the MRI
system. Nonmagnetic components and materials must be employed to minimize
these effects. The temperature variations inside the magnet can also affect the per-
formance of the photodetectors and must be taken into account. The development
of SiPMs, which have a higher gain than APDs, has opened new possibilities to
improve this imaging modality [28].
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10.3.2 Single-Photon Emission Computed Tomography

The intrinsic resolution and the efficiency of SPECT detectors can be improved
using new scintillators. A gamma imaging detector with submillimeter intrinsic spa-
tial resolution and 80% efficiency [2] has been developed employing a continuous
LaBr3 crystal and a PSPMT.

In SPECT, however, the performance is limited by the collimators that couple
inversely the efficiency and the spatial resolution. Alternative techniques can bring
substantial improvements. This is the case for Compton imaging, which applies
the principle of Compton telescopes to medical imaging. Mechanical collimators
are replaced by a first detector. Gamma rays Compton scatter in this detector and
are absorbed in the second detector (Fig. 10.5). From the interaction position in
the two detectors and the energy deposited in the first detector, it is possible to
define a cone shell in which the emission point of the gamma rays is restricted. The
intersection of the cones generated in several events defines the source location. The
cone axis is given by the line connecting the two interaction points, the cone vertex
is the interaction point in the first detector, and the angle of aperture is given by the
Compton kinematics:

cos � D 1 �m0c2

�
1

E0 �Ee
� 1

E0

�
;

where E0 is the energy of the incident photon, Ee is the energy of the recoil electron
measured in the scatter detector, and m0c2 is the electron rest mass.

The scatter detector must have excellent spatial resolution and low Doppler
broadening. Doppler broadening is an uncertainty in energy deposited in the scat-

X1

Q1 Q2

X2

Y1 Y2

Fig. 10.5 Principle of Compton imaging
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ter detector that occurs because the electrons involved in the Compton interaction
are not at rest, producing a distribution of the energy deposited that depends on the
material employed. Given its reduced Doppler broadening compared to other mate-
rials (only diamond has lower Doppler broadening), silicon is the optimum choice
for the scatter detector. For the absorption detector, scintillator crystals or CZT or
CdTe detectors are used.

Several groups are working in detector development for Compton imaging for
different applications, for example, for a prostate probe imager, or small-animal
PET and SPECT [29, 30]. A rat image has been obtained with this technique by
employing a Compton detector with double-sided silicon detectors as scatterer and
pixelized CdTe detectors as absorption detector. The distribution in the rat body of
three radiotracers (In-111, I-131, and Cu-64) was imaged in vivo [31].

10.3.3 X-Ray and CT

Except for the amorphous selenium detectors for mammography, most X-ray detec-
tors are based on indirect conversion of X-rays in CsI crystals and production of
the signals in a photodiode, such as an amorphous silicon detector. The detectors
integrate the electrical signals for a certain period, measuring the overall energy
deposited. Research in this field aims at the development of direct conversion mate-
rials, which convert the energy from the absorbed X-rays directly into electrical
signals; of photon-counting detectors to process the signals from each converted
X-ray photon individually and of spectral detectors with energy-discriminating
methods [32].

The use of direct conversion X-ray detectors can yield high spatial resolution and
higher SNR, but they have problems of temporal artifacts due to charge trapping and,
in some materials, dark currents due to the high bias voltage. Crystalline semicon-
ductors would be the preferred solution, but due to the large areas to be covered with
detectors with a small pixel size, amorphous or polycrystalline materials are used.
Different materials are under investigation, such as amorphous selenium, GaAs,
HgI2, PbO, PbI2, and CdTe or CZT in their crystalline or polycrystalline form. How-
ever, there is currently no direct conversion material that can replace scintillators in
integrating detectors. Alternative photodetectors are also under investigation.

Spectral X-ray detectors need crystalline materials to achieve a fast enough
response. GaAs or crystalline CdTe/CZT detectors can be used with the MEDIPIX
chip, for example.

CT applications can considerably benefit from the use of photon-counting meth-
ods with multienergy discrimination. CZT and CdTe are the most promising direct
conversion materials, but cost, performance stability, and mechanical robustness are
still important issues.
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30. G. Llosá et al. Last results of a first Compton probe demonstrator. IEEE Trans. Nucl. Sci. 55(3)

(2008) 936–941.
31. N. Kawachi et al. Basic characteristics of a newly developed Si/CdTe Compton camera for

medical imaging. IEEE 2008 NSS MIC Conf. Rec. NMR6. pp 1540–1546.
32. M. Overdick. Towards direct conversion detectors for medical imaging with X-rays. IEEE 2008

NSS MIC Conf. Rec. pp 1527–1535.
33. http://medipix.web.cern.ch/MEDIPIX/





Part V
New Frontiers in Nuclear Medicine





Chapter 11
The PET Magnifier Probe

Carlos Lacasta, Neal H. Clinthorne, and Gabriela Llosá

11.1 Introduction

Positron emission tomographic (PET) devices are routinely used for diagnosis. They
provide medical doctors with a useful tool to locate and discover tumors with a
spatial resolution that is in the order of 5–8 mm FWHM (full width at half max-
imum). This resolution is just enough for a search scan, but not enough to detect
small lesions, making it challenging to detect uptake in tumors smaller than about
1 ml in volume, which translates to a 12.5-mm diameter of a spherical lesion. This
is particularly true in the case of prostate and bladder cancers. Conventional PET
scanning, with its large ring geometry, has not been effective for the detection of
very small intraprostatic lesions, small pelvic lymph node metastases, invasion into
nearby tissues, or in the case of bladder cancer, the extent of bladder wall invasion.

An increase of the spatial resolution in specific regions would be of great interest
in situations like those mentioned as well as to monitor the developments of an
already-known tumor for which one would like to contour the tumor, determine
whether there is a single tumor or a cluster of small ones, and so on. This is what the
concept of the PET magnifier probe intends to achieve. In this chapter, we survey
the main ideas of the concept and how it can be implemented.

11.2 The PET Magnifying Probe Concept

To understand how the probe can increase the resolution of a PET device in certain
regions of interest, we should remember how the image is obtained when we oper-
ate a PET device. PET devices work by detecting in coincidence a pair of photons
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emitted, mainly back to back, by a positron generated in the radiotracer. The photons
are often detected in a ring of scintillator detectors, which provide information about
the impinging point and the energy. The two hit points define a line that we usually
call line of response (LOR) and along which we believe the positron is annihilated
into the two photons or, in other words, we have a point on the tumor volume.
The crossing of many of these lines determines the tumor volume and position as
sketched in Fig. 11.1 LORs are usually thought of as strips whose width is related
to the scintillator intrinsic spatial resolution. Since all the crystals have the same
resolution, the strip has uniform width all along the LOR.

Following this geometrical interpretation of the PET image reconstruction, it is
not difficult to see that one way of increasing the overall spatial resolution of the
PET instrument is to narrow the width of the LOR strip on one of its ends as shown
in Fig. 11.2. Narrowing the LOR means, in this context, to have an instrument with
better spatial resolution than the scintillators on that end of the LOR.

This is what the proposed PET magnifying probe is supposed to do. The probe,
itself a PET detector, can be connected with present PET instruments at a point of
modularity. It can be incorporated as an add-on detector to present and future PET
devices. The use of small PET detectors having high resolution in conjunction with
more conventional PET rings has been proposed in the past [1–3] for small animal
and human imaging and has been examined in detail for high-resolution imaging of
small animals [4, 5].

In the current proposal, the probe would be made of a number of stacks of 1-mm
thick silicon pad (or big-pixel) sensors with a pad size of 1 � 1mm2, providing as
the minimum sensitive volume a 1-mm3 voxel with an intrinsic spatial resolution of
about 1 mm FWHM.

The data sample used to reconstruct the image will contain two different sets of
events. For the first, which we call low-resolution events, the LOR is made from
two hits in the PET ring, and for the second set, the high-resolution events, the LOR
is built from a hit in the probe and another one in the PET ring. The latter will
have much better spatial resolution and, very likely, a much smaller occurrence rate.
The way in which these two sets are treated by the reconstruction algorithm is not
obvious and is subject to studies such that we can recover, somehow, the resolution
of the probe even though the fraction of high-resolution events is much smaller than
that of the PET ring alone.

11.2.1 The Gain in Resolution

Because the tomographic measurement process already entails significant uncer-
tainty regarding where an annihilation occurs along each LOR, spatial resolution is
primarily determined by uncertainty in directions transverse to the LOR. The com-
ponent of uncertainty due to detector resolution at any point along the LOR in the
transverse direction is approximately



11 The PET Magnifier Probe 197

F
ig

.
11

.1
A

pi
ct

or
ia

l
sk

et
ch

of
ho

w
th

e
im

ag
e

is
fo

rm
ed

fr
om

th
e

re
co

ns
tr

uc
te

d
li

ne
s

of
re

sp
on

se
.

T
he

ac
cu

m
ul

at
io

n
of

li
ne

s
of

re
sp

on
se

sh
ow

s
ho

w
th

ei
r

in
te

rs
ec

tio
n

pr
ov

id
es

th
e

in
fo

rm
at

io
n

ab
ou

t
th

e
po

si
ti

on
of

a
po

in
ts

ou
rc

e
on

th
e

pl
an

e.
L

in
es

of
re

sp
on

se
ar

e
th

ic
k,

re
pr

es
en

ti
ng

ou
r

de
gr

ee
of

un
ce

rt
ai

nt
y.

R
ed

co
rr

es
po

nd
s

to
a

hi
gh

pr
ob

ab
il

it
y

of
fi

nd
in

g
th

e
so

ur
ce

on
th

at
po

si
tio

n
an

d
bl

ue
to

a
sm

al
lp

ro
ba

bi
li

ty



198 C. Lacasta et al.

511 keV photon

LOR (position uncertainty)

Scattered photon

BGO-BGO

Si-BGO

FOVPET Probe
detector

Position
tracker

Fig. 11.2 Diagram of the positron emission tomographic (PET) magnifying probe concept. It
shows pictorially the LOR made from scintillator (BGO) hits only and from the combination of
silicon and scintillator (Si-BGO in the figure) hits. Adding another sensor with better spatial res-
olution will effectively narrow the line of response (LOR) in one of its ends, providing a better
system spatial resolution in the region covered by the probe field of view

RD � 2:35

q
.1 � ˛/2

�
�2

D1 sin2 �1 C �2
C1 cos2 �1

�C ˛2
�
�2

D2 sin2 �2 C �2
C 2 cos2 �2

�
FWHM

where ™i is the angle of the LOR incidence in detector i ; ¢Di and ¢Ci quantify the
RMS (root mean square) uncertainty for each detector in the depth and circumferen-
tial directions, respectively; and ˛ is the fractional distance along the LOR at which
the uncertainty is desired. For example, if the distance from the probe to a source
is 3 cm and the total LOR length is 40 cm, then ’ D 3=40. Note that when ’ is
small, spatial resolution is dominated by the characteristics of detector 1, which is
the probe.

Figure 11.3 shows the resolution (quantified by LOR uncertainty) as a function
of distance from the probe for an 80-cm diameter external ring having nominal
resolution of 6 mm FWHM and for internal probe resolutions of 1, 2, and 3 mm
FWHM. Below about 5 cm, the resolution is clearly dominated by that of the probe,
and it can still be excellent even for 5–10 cm in the case of a 1-mm resolution probe
and even further (up to 15 cm) for more modest resolutions of the probe.
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Fig. 11.3 Resolution transverse to lines of response (LORs) for coincidences between probes of
1-, 2-, and 3-mm resolution and an 80-cm diameter external ring with a resolution of 6 mm FWHM
(full width at half maximum). For small distances, the overall resolution is governed by the probe
resolution. This can be understood by the fact that at small distances of the probe we are in the
region in which the LOR is narrower

11.2.2 Instrumenting the Probe

To build such a high-resolution probe, one needs to consider carefully the sensor
material and its readout electronics. There are a number of issues that need to be
studied. The material should be easily segmented to provide the required resolu-
tion, and it is also important that there is a trade-off between the resolution and the
detector granularity since this will determine the number of electronics channels.
Detection efficiency is of overriding importance in addition to the need for a mate-
rial able to produce a fast enough signal to operate the probe in coincidence with
the PET ring. A slow detector will require a too wide coincidence window with the
corresponding increase of accidentals, resulting in an additional burden not only for
the data acquisition system but also for the image reconstruction algorithms. How-
ever, this can be balanced by good energy resolution, which would allow rejection
of those accidentals. Well-established sensor and readout electronics technologies
are welcomed since that helps in narrowing the origin of any possible operational
problem. Packaging turns out to be an important issue, not only because of the need
for an apparatus that can be handled easily and therefore has to be compact but also
because of the dependence of the resolution on the distance from the probe to the
source. This forces the probe to be able to determine that distance, which needs
segmentation in that direction and a relatively smooth variation of the resolution
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Fig. 11.4 Sketch of a stack of silicon sensors that will make the probe. The sensors and the cables
that take the signal out to the readout electronics can be distinguished

along the probe thickness. We believe that silicon is a material that fulfills all those
requirements, and this is why we are proposing to build the probe with stacks of
1-mm thick silicon pad detectors with 1 � 1mm2 pads (see Fig. 11.4).

11.3 A Toy Simulation of the Probe

We have used a toy Monte Carlo simulation based on Geant4 [6] to illustrate the
principles described. Figure 11.5 shows the basic geometry that we have considered.
It consists of a 90-cm diameter PET ring that has a width of 20 cm. The ring intrinsic
resolution in ˆ is 4 mm. The phantom is an array of point sources with a separation
of 7 mm in both directions. Figure 11.6 shows how the probe is implemented in
the geometry. It consists of ten layers of 8 � 8 cm2 silicon pad sensors. The sensor
thickness is 1 mm and the pad size is 1 � 1 mm2, providing a resolution of 1 mm.
The gap between the silicon layers is 1 mm, and the distance from the probe to the
source plane is 3 cm. From the simulation, the efficiency of low-resolution data
is about 30% while the high-resolution data, with hits in the probe, is about 2%,
depending on the distance from the probe to the source.

The reconstruction was done using a two-dimensional (2D) maximum likelihood-
expectation maximization (ML-EM) algorithm. The Siddon [7] algorithm was used
to calculate the system matrix. The top picture of Fig. 11.7 shows the image of the
source array reconstructed with only the PET data. One can see some structure but
with a considerable amount of blur. If we only use the probe data, we get the mid-
dle image of Fig. 11.7, in which the high resolution of the probe allows separation
of the point sources along the x-axis, but the separation along the y-axis (which is
the radial direction) is rather poor due to the small field of view of the probe alone.
When we combine both data sets, we obtain the bottom image at Fig 11.7. There, we
can really see the advantage of combining both data sets with different resolutions.
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Fig. 11.5 Simulation setup used in Geant4 showing the array of sources located at the center of
the ring. This corresponds to the image we want to reconstruct. The ring circumference is in the xy
plane and so are the point sources

8 cm
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Fig. 11.6 Diagram of the geometry used in the fast simulation. We can see the source, which is an
array of points 7 mm from each other; the probe, which is a stack of ten 8 � 8 � 0:1 cm3 together
with the positron emission tomographic (PET) ring with a radius of 45 cm

We maintain the high resolution on the x-axis, while on the y-axis we can now sepa-
rate clearly the source points. One can see, however, that there are some artifacts on
the layer close to the probe, meaning that some mechanism should be implemented
to weight properly the information in the different data sets.

11.4 Image Reconstruction

While filtered backprojection can be used to reconstruct images from the individ-
ual data sets, it cannot conveniently account for the varying resolutions and noise.
Direct combination of both data sets results in domination by the low-resolution
interactions, while weighting each inversely with its efficiency results in domina-
tion of the noise in the highest-resolution, lowest-efficiency data. A more suitable
treatment of the issue is to embed the reconstruction problem within the frame-
work of maximum likelihood estimation, which naturally accounts for the differing
measurement quality (see chapter 12). As in conventional PET, we assume that the
measurements yi are Poisson distributed conditioned on the object distribution x

through the following model [8]:
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positron emission tomographic (PET) data alone. Middle: Image with the probe data alone. Bottom:
Reconstruction with both types of events. The probe is located at y D 30 mm
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where Ai are the system matrices, and r and s are vectors representing the ran-
dom coincidence and scatter, respectively. Note that to correctly weight the data, the
different efficiencies and resolutions should be accounted for in the system matrices.

11.5 Expected Performance

From the simulation, we see that, on the whole data sample, the high-resolution
data correspond to only a 10% of the total amount of data. The key question
is whether such a small fraction of high-resolution information will significantly
improve images. The results from the toy simulation seem to indicate so. If we
assume about 10% high-resolution information in our simulation example, by using
methods described in [8, 9], noise in the reconstructed images at any desired spa-
tial resolution can be quantified and used as a reference for performance. Results of
that calculation are presented in Fig. 11.8, in which the ratio of the standard devi-
ations for a point at the center of the reconstructed images for the two systems is
plotted as a function of desired spatial resolution in the reconstruction. The rela-
tive advantage of the small amount of high-resolution information is considerable
when the desired spatial resolution is better than the intrinsic 4-mm resolution of
the external ring. The performance, even with the addition of just a small amount of
high-resolution data, increases rapidly.
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11.6 The PET Magnifying Probe Design

Building a device suitable for medical imaging is a bit more than just testing a few
sensors and seeking for cutting edge technologies that will solve the ultimate prob-
lems inherent in the field. This is certainly work that has to be done in early stages
of the project. However, putting together all the components that make the device is
also an important task. In particular, when we want it to perform as we believe it can.
This is also the case for the PET magnifying probe, for which a number of different
components have to be put together to build a reliable system. The different building
blocks of the probe are mainly silicon sensors, readout electronics, connectivity of
the former and the latter, a data acquisition system that should cope with the data
stream at the given rates, and finally the appropriate image reconstruction algorithms
that will allow full exploitation of the capabilities of the system. In this section, we
discuss the most demanding components required for probe construction.

11.6.1 The Sensors

The sensors chosen for the PET probe are silicon pad detectors. The sensor is 1 mm
thick, with 26 � 40 pads of 1 � 1 mm2 each. The sensors have a pC-doped implant,
the pad itself, on an n-type substrate [10, 11]. To allow for easy wire bonding, the
detectors have an extra metal layer on top of the implants where aluminum traces
connect the implant to bonding pads on the edge of the sensor. Figure 11.9 shows a
detail of the detector design showing those traces.

Fig. 11.9 Detail of the sensor design showing how the silicon pads (or big pixels) are connected
via an aluminum trace to the bonding pads on the bottom side
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11.6.2 Readout Electronics and Data Acquisition

The signal produced by the impinging photons in the silicon sensor has to be read
out and digitized for further analysis and storage. For that, we have chosen an
existing chip, the VATA GP7 [12]. The chip has a self-trigger signal that will be
issued whenever 1 of its 128 channels registers a signal larger than a preprogrammed
threshold. To accomplish that, the incoming signal is split into two branches. One
goes through a fast shaper, 50-ns peaking time, and then to a comparator that will
issue the trigger signal for values above the threshold. The second branch goes to a
slow shaper, 500-ns peaking time, to accurately measure the signal amplitude.

To read out the silicon sensor with 1,040 pads, we need eight of these chips. The
chips are mounted on an electronic board, the hybrid, that will provide the required
voltages and control signals to the chips as well as the bias voltage for the sensors.

The data are transferred to a computer using a VME1 bus. The bit streams used
to configure the chip behavior properly are also sent through the VME bus. A data
acquisition program [13] that controls the configuration and data transfer will run
on the computer. The program will also monitor the data quality and save the data
on disk for further analysis.

11.6.2.1 Timing

The probe has to work in coincidence with a scintillator ring. That makes timing an
important issue, first to associate properly the hits in both detectors and second to
reject as many random coincidences as possible. The former is of chief importance,
in particular when high rates are expected, while the latter is an issue that may affect
efficiency if the data acquisition system is not smart enough to make the rejection
either online or off line by applying some cinematic cuts.

The coincidence will be built by looking at the scintillator ring trigger signal,
which is assumed to be fast, and at the VATA GP7 self-trigger signal, which is not
that fast. This, per se, would not be a problem since we could do with a fixed delay
between the two systems. However, this is not the case. The signal formation in a
1-mm thick slab of silicon can take as long as about 100 ns, depending on where,
along the detector thickness, the photon deposits its energy. This position is some-
what random following an exponential distribution peaking at the entry surface of
the detector. This will introduce a spread of the signal formation time in the sili-
con. To that, we should add the time walk associated with the signal discrimination
at the comparator. The time spread associated with the time walk will depend on
the increase time of the signal, 50 ns in our case, and on the signal-over-threshold
ratio. The closer the signal is to the threshold, the bigger the delay will be. Since we

1 VME is a computer bus standard which has been widely used for many applications, in partic-
ular in Particle Physics experiments, and standarized by the IEC (International Electrotechnical
Commission) as ANSI/IEEE 1014-1987.
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Fig. 11.10 For a given signal increase time, the time at which the amplitude equals the threshold
depends on the signal-over-threshold ratio. This effect is called time walk, and the concept is
shown pictorially at the upper left. The dependence of the delay on the signal-over-threshold ratio
is shown in the lower left. The figure at the right shows the comparison of the measured data and a
simulation. In the latter, we included the spread of the signal formation time in silicon convoluted
with the proper energy spectrum in silicon

are measuring Compton interactions, the energy is not fixed; therefore, we end up
with a time spread due to time walk. Figure 11.10 shows the concept together with a
comparison of measured data with a full simulation of the experimental setup [14].

There a number of knobs we can play with to optimize the timing performance
when designing the probe. On one side, we can increase the electric field in the
sensitive area of the silicon detectors so that charges will drift faster, accordingly
reducing the signal formation time in the silicon. On the other hand, changing the
electric field shape can also help. In fact, increasing the pad size produces more
uniform fields and somewhat faster signals [15]. However, this is at the expense of
the achievable spatial resolution. Finally, we can have faster electronics to reduce the
effect of the time walk; again, this will increase the noise and the power consumption
of the chips, which will translate to an increase of the system temperature, which
can be an issue if it rises too high.

11.6.3 Prototypes

We have tested thoroughly the existing individual components of the probe, mainly
the sensors and the chips. We have assembled a module composed of a silicon 1,040
pad sensor and eight of the readout chips as shown in Fig. 11.11; this has performed
as expected from the results of the individual components. The next step is the
design of a stack of modules. For this prototype, the idea is to place a double-sided,
eight-chip hybrid at each side of a structure made by two back-to-back sensors,
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Fig. 11.11 Top: One of the prototype modules for the probe. The silicon pad detector is seen
on the center with two single-sided, four-chip hybrids on each side. Bottom: Mechanical three-
dimensional (3D) computer-aided drawing (CAD) model of the probe prototype. This prototype
will be built with four modules. Each module would be made by two sensors glued back to back
read out by a double-sided, eight-chip hybrid on each side

which would make a module. The probe prototype would consist of a stack of such
modules, as shown in the three-dimensional (3D) computer-aided drawing (CAD)
mechanical model at the bottom of Fig. 11.11.

11.6.4 Packaging

As shown in Fig. 11.3, the final system resolution depends on the distance from the
probe to the source. This dependency is almost linear with a nonnegligible slope at
distances above a few centimeters. To avoid large variations of the resolution along
the probe thickness, it is of paramount importance to achieve the highest packaging
factor possible; that is, the fraction of thickness not due to sensitive volume should
be reduced to the minimum.

The packaging factor is usually driven by the interconnection among the dif-
ferent electronic components, in particular the sensor and the readout chips. To
address this important aspect of the device, a microcable technology, similar to TAB
(tape-automated bonding), has been explored [16, 17]. This technology consists of
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5-layers flexible board
Connecting cable

Chipcable

SMD on flex-mount
Read-out chip

PAD+detector cable

Fig. 11.12 View of a prototype module using the microcable technology. Even the passive
components in the hybrid are tape-automated bonded (TAB), allowing for a huge packing factor

connecting, using a special ultrasonic bond wedge, the pads of an object to alu-
minum traces printed on a polyimide flex, the cables, and carrying the electronic
signals to the next connection pads. This technology has some advantages with
respect to the industrial high-volume TAB process. In particular, it can manage
much smaller pitches and thinner and more flexible flexes. The current design can
achieve 47-�m pitch and a thickness of 10 �m. However, to reduce the trace capac-
itance, we have added a dielectric insert that is 40 �m thick. All in all, the overall
cable thickness is about 50 �m. This allows a packing factor higher than 90%.
Figure 11.12 shows a prototype of a module built with this microcable technology.
One can see that there are different cables, one per chip, another one for the sensor,
one for the hybrid, and finally the connection cable. This allows a modular progress
by which one can use conventional wire bonding for some parts of the module while
testing the different microcables.

11.7 Summary

We have reviewed the concept of a PET magnifying probe to be used as an add-on
to existing or future PET devices to increase the spatial resolution in some areas
of interest. Although this is still an ongoing research project, it has proven to be a
promising device. We have seen how the probe resolution can be recovered, even if
the fraction of high-resolution events is much lower than that of the worse resolution
events. Results from a toy simulation have also shown the increase of resolution but
using a simplistic reconstruction algorithm. Effort is being invested in reconstruction
algorithms that will combine the two kinds of events properly.

The probe is realized as a number of stacks of silicon pad sensors providing an
intrinsic spatial resolution of about 1 mm FWHM. Prototype modules, the assembly
of sensor plus readout chips, have been built showing the expected performance and
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we are in the process of building the first probe prototype by stacking several of
those modules.
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Chapter 12
Algorithms for Image Reconstruction

Christoph Hoeschen, Magdalena Rafecas, and Timo Aspelmeier

12.1 Introduction

Three-dimensional (3D) imaging is becoming one of the most important applica-
tions of radioactive materials in medicine. It offers good spatial resolution, a 3D
insight into the human body, and a high sensitivity in the picomolar range because
markers for biological processes can be detected well when labeled with radioactive
materials. In addition, the technical equipment has undergone many technologi-
cal achievements. This is true for single-photon emission computed tomography
(SPECT), positron emission tomography (PET), and X-ray computed tomography
(CT), which is often used in connection with the nuclear medical imaging systems,
as also described in chapter 5 about sources in nuclear medicine. As can be realized
by the names of the systems, the imaging methodologies all generate the images
using a computational process. This is necessary since in all types of CT the purpose
is to generate a stack of two-dimensional slices (a 3D data set) that are reconstructed
from various “projections” along certain lines. This reconstruction process can be
achieved by various different methods, which can be divided into so-called algebraic
or iterative reconstruction methods and analytical methods. After a brief introduc-
tion to give an approach to the reconstruction task in general, we describe both kinds
of algorithms.
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Fig. 12.1 A 3�3 twodimensional matrix of an activity distribution in the object to be investigated
and various detection directions from which the original distribution has to be determined

12.1.1 Mutual Understanding

As a first approach to the mathematical and computational procedures, we explain
what is the basic task of such a reconstruction process. For that, we assume a two-
dimensional matrix of 3�3 elements representing, for example, for nuclear medical
imaging, a distribution of activity in an investigated object. We assume measurement
points in various directions, resulting in a situation as presented in Fig 12.1.

As we see in the figure, the data we measure are not the information from which
we can describe the object or, especially in the case investigated here, the activity
distribution directly; we do need to reconstruct the activity values in our object.
This can be done by describing the measured values and their corresponding activity
sums in a set of linear equations in the form

X
i

Ai D Atot;meas (12.1)

assuming that the emitted radiation is not absorbed, which is certainly not the case.
This is one of the most important reasons for performing X-ray CT investigations in
connection with nuclear medical imaging approaches since the CT information can
be used for absorption correction.

If we solve such a set of linear equations, which is possible if there is a suffi-
cient number of independent equations (meaning the set of equations is orthogonal
regarding the number of activities to be determined), we get the activity distribution
matrix desired. However, if the matrix becomes larger, the amount of equations rises
quickly; therefore, the computation time becomes problematic. In addition, due to
the limited amount of activity that can be applied to patients, the measured activity
sums per direction are noisy values, meaning that the set of equations might not be
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solvable if measurements are not done at exactly the same time point and assuming
a completely uniform radiation distribution. This is in general not the case, which
means that solving a set of linear equations is not the solution that is suitable for bet-
ter resolved image slices and noisy data. Before we show what can be done instead
to solve the problem of reconstructing an activity distribution from measurement
values at the outside of an object, we should mention that the problem in X-ray CT
is similar. In that case, we do measure the line integrals over a variety of averaged
absorption coefficients within the object elements. This would again result in a set
of linear equations, at least as long as we assume monoenergetic X-rays used for the
imaging process. In that case, we would have

I D I0 � e
�P

i

�i

(12.2)

resulting in X
i

�i D � ln

�
I

I0

�
(12.3)

thus describing a similar task as the formula of Eq. 12.1 for the 3D nuclear medical
imaging task. The results discussed here are therefore in principle valid for both
types of imaging modalities.

12.2 Reconstruction with Analytical Methods

Let us assume that the object, which might be the intensity distribution of the
radiopharmaceutical or the distribution of the absorption coefficients in X-ray-based
tomography, is represented by f .x; y/. This object function is what has to be recon-
structed. Withm.d; �/, we describe the measurements or projections measured from
or assumed to be parallel rays to the detectors aligned in angle � ; d is the distance of
the ray of the projection from the isocenter. With this notation, we can formulate the
basis of the most used method for reconstructing data of a slice from its projections
or projectional measurements analytically as defined by the Austrian mathematician
Radon in 1917 [1] as discussed next.

12.2.1 Fourier Slice Theorem Principle

The Fourier transform of a parallel projection of an object described by f .x; y/
obtained at an angle � equals a line in the two-dimensional Fourier transform of
such f .x; y/ taken at the same angle � .

Various possibilities exist to prove such theorem. We briefly describe a method
using a rotated coordinate system. The rotation is done so that one axis is parallel
to the path of the projections with angle � . We notate this axis by s. We can than
rewrite the description of the object by f �.d; s/ using the following equations for
the coordinates:
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d D x cos � C y sin �

s D �x sin � C y cos �

By integrating f �.d; s/ along the s axis, we achieve the projection measurement
m.d; �/ as

m.d; �/ D
C1Z

�1
f �.d; s/ds: (12.4)

The Fourier transform over variable d yields

M.R; �/ D
C1Z

�1

C1Z
�1

f �.d; s/ds e�i2 Rtd d: (12.5)

Using coordinate transformation and the theory of calculus regarding coordinate
transformation and differentiation, we achieve

M.R; �/ D
C1Z

�1

C1Z
�1

f .x; y/ e�i2�R.x cos �Cy sin �/dx dy: (12.6)

Using
u D R cos � and v D R sin �;

we get
F.u; v/ D F.R cos �;R sin �/ D M.R; �/;

which describes the Fourier slice theorem [2]. It means that we can fill the entire
Fourier space of the object description if we collect enough projections in the range
between 0 and � and can therefore reconstruct the object description from such pro-
jections. However, there are a number of problems in such a theoretical scheme of
reconstructing a slice from the corresponding projections. With the projection data
collected, typically there is no equidistant filling of the angular space as required
according to the formulas mentioned. This means that interpolation is required,
which will reduce the possible resolution in the reconstructed slice.

12.2.2 Backprojection

In addition, if we backproject every measurement value to the whole ray, a single
source point would result in a starlike formation around that point in the recon-
structed image, which could be referred to as an artifact. This is because there are no
negative components in the reconstruction scheme with simple backprojection [3].
Therefore, it is necessary to implement a filter in the process to improve the edges
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and by that introduce negative values, which allow an artifact-free reconstruction of
the slices. In theory, a weighting of the information with the frequency of the detail
would allow a perfect reconstruction as described in the following formula which is
the filtered backprojection (FBP) [4]:

f .x; y/ D
�Z

0

d�

C1Z
�1

M.!; �/ j!j � ej 2�!.x cos �Cy sin �/d! (12.7)

This reconstruction process is directly achievable from the Fourier slice theorem
as stated. With that filtering process, the noise is also increased. So, as a matter of
optimization it is necessary to optimize the filter for the imaging task. In modern
CT systems as well as for nuclear medical imaging devices, there is often a vari-
ety of filters to choose from depending on the specific imaging task. To use this
reconstruction scheme for real measurement data, it is necessary to discretize the
reconstruction formula. Doing so, one obtains

f .x; y/ �
N �1X
j D0

1Z
�1

Rf .�f ; s/h.t � s/ds (12.8)

where Rf denotes the measured value for the activity sum or the absorption sum
for a discrete distance s from the central axis and a discrete angle of detection; h is
the discretized filter function.

12.2.3 Orthogonal Polynomial Expansion on the Disk

A completely different scheme for reconstruction [5] uses the fact that objects
limited to a certain area and under certain conditions can be approximated by an
orthogonal polynomial expansion.

We assume f represents the image of the object as a function on the unit disk.
Then, Vn denotes the space of orthogonal polynomials on B2 of total degree n as
described by

Z
B2

P.x; y/Q.x; y/dx dy D 0 with degQ < degP D n (12.9)

Then, the following holds according to the first sentence in this paragraph:

L2.B2/ D
1X

kD0

˚ �k and f .x/ D
1X

kD0

projkf .x/ (12.10)
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The infinite series holds in the sense that the sum

Snf .x/ D
nX

kD0

projkf .x/ (12.11)

converges to f if n ! 1. The polynomial Snf provides an approximation to
the function f �Snf .x/ converges to f .x/ uniformly on B2 if f has continuous
first-order derivatives.

Using suitable polynomials, one can write this as

f � SN .f I x; y/ D 1

�

NX
vD0

1Z
�1

<f .�v; t/ˆv.t I x; y/dt (12.12)

with ˆv polynomials of two variables given by exact formulas. If one finds an
appropriate quadrature formula, one can obtain the approximation of the object
function directly from a sum of the Radon data given by the measurement pro-
cedure multiplied by the Tschebychev polynomials as described in the following
representation:

AN .f I x; y/ D
N �1X
�D0

N �1X
j D0

<��
.f I cos j /Tj;�.x; y/ (12.13)

Note that the data needed for this reconstruction procedure are not distributed uni-
formly along the axis but equally in angles around the disk for which the orthogonal
polynomial expansion is performed. Various configurations can be assumed for dif-
ferent numbers of measurement points as well as different resolutions of the images
and 3D problems as well. One advantage of this methodology compared to filtered
backprojection is that no filtering is needed, resulting in better signal-to-noise ratios,
especially for higher-frequency details and more accurate reconstructed data for a
correct representation of the object.

Both methodologies will have measurement configurations for which they might
fit better than the other analytical method and might therefore outperform the other
one. It is important to find the better-fitting one for the task in question to obtain the
most satisfactory results possible for the lowest radiation dose achievable.

12.3 Iterative Reconstruction Methods

12.3.1 Introduction

In the preceding section, the basics of analytical reconstruction techniques were
described. One of the main drawbacks of analytical reconstruction methods is that
they rely on a rather ideal model of the imaging process. This model assumes that
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Fig. 12.2 Effect of inhomogeneous sampling: (a) the ideal sinogram (bottom) of an ideal homo-
geneously filled disk (top); (b, bottom) the sinogram resulting from binning the data from an
homogeneously filled cylinder acquired using the positron emission tomographic (PET) scanner
prototype MADPET-I in 20 rotation steps; (b, top) the corresponding reconstructed image using
filtered backprojection. (c) Schematic representation of the scanner MADPET-I

measured data can be described by line integrals of the object distribution [1], ignor-
ing the size of the detectors as well as other physical effects involved in the detection
of the radiation. Moreover, analytical methods require complete and homogeneous
data sampling. However, missing data can arise, for instance, from detector gaps and
may cause severe artifacts in the reconstructed image; alternative system configu-
rations yield nonuniformly sampled data. (An example of how an inhomogeneous
sampling can distort the reconstructed image when using analytical reconstruction
techniques is shown in Fig. 12.2) In addition, statistical noise, which is inherent
in any radiation measurement, is not considered in the model. Before reconstruc-
tion, data can be processed to compensate for some of these undesired effects.
Alternatively, iterative reconstruction techniques can be used.

While the assumptions on which analytical methods are based usually hold in
CT, this is often not the case in emission tomography (ET), both PET and SPECT.
We thus focus on ET methods in the following.

12.3.2 Main Components of Iterative Reconstruction
Algorithms

The principle of iterative reconstruction algorithms is to find a solution by succes-
sive estimates. In the literature, a wide variety of iterative reconstruction techniques
has been presented. Further information is provided in some excellent reviews
[6–13]. Most of these techniques, however, share the same “ingredients” [8, 14]:



218 C. Hoeschen et al.

1. Image model
2. Data model
3. System model
4. Objective function
5. Optimization algorithm

Obviously, the performance and characteristics of the reconstruction algorithm will
depend on the choice for each of these components; however, the data model (statis-
tical or not) is the basis of a general classification of iterative methods: On the one
hand is the family of statistical reconstruction techniques; on the other hand are the
algebraic reconstruction methods, which are nonstatistical. Since the latter ignore
the issue of statistical noise in the data, algebraic reconstruction techniques (ARTs)
are often better suited for CT than expectation–maximization (EM) [15].

The emphasis in this discussion now turns to statistical reconstruction techniques
since the frame of the following section is ET.

12.3.3 Ingredient 1: Image Model

The unknown tridimensional radiotracer distribution can be described by a func-
tion f .x; y; z/. To represent the object as a discretized image, this function can
be approximated by a linear combination of a finite number J of basis functions
bi .x; y; z/:

f .x; y; z/ �
XJ �1

iD0
fibi .x; y; z/ (12.14)

where fi are the coefficients of the linear expansion.
The most popular choice for the basis element is the “voxel,” although other basis

functions, such as “blobs” [16], “natural pixels” [17], or “polar pixels” [18] can be
found in the literature. A vector f is then formed using the values of the coefficients
fi lexicographically ordered: f T D ff0; f1; : : : ; fJ �1gIJ is the number of voxels
in the image. The image intensity is considered constant over the cubic support of
the voxel and zero elsewhere. The goal of image reconstruction is then to find an
estimation for vector f .

Statistical methods can be, again, classified into two main groups, depending on
whether vector f is considered deterministic or random: In a classical scheme, we
assume that data alone determine the final solution, while in a Bayesian framework
some previous knowledge of the experimenter can be translated into the algorithm
by considering that f is a random vector with a prescribed probability prob(f ). This
probability is called the prior and reflects the expectations of the experimenter; for
example, we can assume that PET images are smooth. Then, a low probability is
assigned to nonsmooth images. If images from another modality, such as CT or
magnetic resonance (MR) are available, the information about organ boundaries
contained in these images can be used to define priors for reconstruction of PET
data so that smoothness is only enforced within the same boundary.
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12.3.4 Ingredient 2: Data Model

The iterative reconstruction methods most commonly used in EM are based on prob-
abilistic models to incorporate the statistical nature of the data within the algorithm.
The measured data (which can be described by a vector g) are now considered a
representation of a random vector, which is governed by a probability distribution.

The meaning of an element gi of the measurement vector g depends on how the
data are organized: Measured data are commonly processed and stored into sino-
grams; in this case, the subindex i refers to the sinogram bin i , and gi is the number
of counts assigned to that bin. However, the binning process required to build a
sinogram might lead to some loss of spatial resolution. In opposition to analytical
reconstruction methods, iterative techniques are flexible and allow other forms of
organizing the data.

Data can be also stored according to the line-of-response (LOR) index i , lex-
icographically ordered. In that case, gi represents the number of counts detected
by LOR i . For pixelated detectors, this kind of histogramming preserves spatial
resolution.

To describe the probability distribution of each measurement g around its expec-
tation valueEŒg�, a Poisson model is usually adopted because photon detection and
photon emission obey a Poisson distribution. The assumption that gi are indepen-
dent Poisson variables holds as long as no correction factors have been previously
applied and detector dead time can be neglected. Otherwise, other models should be
preferred (e.g., a shifted Poisson model for PET data corrected for randoms).

The model of choice determines the criterion to select the “best” estimate for the
true image. In a statistical framework, the best solution is the most likely one.

12.3.4.1 Poisson Model

The Poisson model is the most commonly used model in ET. For an object described
by f , the probability of measuring gi counts is described by the Poisson law

prob.gi If / D gi
gi e�gi

gi Š
; (12.15)

where gi is the i th element of EŒg�.
We can assume that the elements gi are independent random variables; the

probability law for g is then

prob.gIf / D
YI�1

iD0
prob.gi If /: (12.16)

12.3.4.2 Gaussian Model

Preprocessing of the data often results in probability distributions that deviate from
the Poisson model. If the number of counts per LOR is high enough, the Gaussian
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probability density function represents a good approximation:

prob.gi If / D 1p
2��j

e.gi �gi /2

2�2
i

; (12.17)

The term �2
i represents the variance for each LOR i . In principle, the variance is

unknown but can be approximated according to the preprocessing steps or simply
setting the variance equal to the noisy counts �2

i D gi . Since the latter approach
can lead to a negative bias in the reconstruction and, as a consequence, can cause
image artifacts, �2

i can also be estimated from a smoothed version of the data or
from projecting the current reconstructed image.

12.3.5 Ingredient 3: System Model

The system model relates the unknown image f to the expectation of each mea-
surement gi . In principle, the expected number of counts detected in LOR i can be
described by the following linear, spatially variant model:

gi D
Z

FOV
drf .r/hi .r/ (12.18)

where r D .x; y; z/, and hi .r/ is the system response for LOR i to an emitting
source located at rIhi .r/ is also called the point spread function (PSF) of the sys-
tem. In theory, any physical linear effect can be modeled into the PSF, such as
attenuation, scatter, detector geometry, crystal penetration, detector resolution, and
so on.

As mentioned, iterative algorithms use a discretized version of the image, described
by the vector f . Then, Eq. 12.18 can be approximated by a system of linear equa-
tions:

gi D
XJ �1

j D0
Hijfj (12.19)

Now, Hij is an element of the system response matrix HIHij represents the proba-
bility of detecting an emitted photon (SPECT) or pair of photons (PET), originating
in voxel j , by the LOR i . The system matrix H thus consists of I �J elements, and
it can be large. (For instance, in 3D PET, the size can be on the order of 106–109.

Equation 12.19 represents a forward projection operation inherent in the image
formation process, and it can be summarized by the single matrix equation

g D Hf : (12.20)

12.3.5.1 Inverse Problems

The reconstruction problem consists of solving Eq. 12.20. Reconstructing an object f
from its projections g given a physical system described by H is a typical example
of a linear inverse problem.
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We consider that a problem is a direct problem when it follows the sequence
“cause-effect”: Given the causes, we have to calculate the corresponding effects
according to some physical laws. In contrast, an inverse problem is associated with
the reverse sequence: Our goal is finding the unknown causes (the radioactivity
distribution) of known consequences (the measured data). In general, solving an
inverse problem is much more difficult than solving a direct problem. One reason is
that, in the sequence cause-effect some information loss occurs.

Expression 12.20 might suggest that the solution of the underlying inverse prob-
lem can be found by inverting the equation. Except for the simplest cases, when
H is a well-behaved invertible matrix, there are three problems that can arise from
Eq. 12.18. If one or more of these problems exist for a particular application, the
inverse problem is called ill posed. First, the equation may have no exact solution;
mathematically this means that g is not in the span of H . This can happen, for
example, if the projections are noisy, which is always the case in practice. The pro-
jections are then likely to have a noise component that lies outside the span of H .
Second, there may be more than one solution, which is the case when H is such
that it maps a subspace (the kernel of H ) to 0. Any component of f that lies in this
subspace does not contribute to Hf and is thus arbitrary. These problems can even
appear simultaneously; that is, even though there is no exact solution, a part of f is
still arbitrary.

There is, however, the third problem which is the most difficult and which can
occur even when H is formally invertible. Often, the matrix H is ill conditioned,
which means that certain directions are suppressed (i.e. nearly, but not exactly,
mapped to 0) by H , while others are enlarged. When this happens, any noise com-
ponent in the suppressed directions that is present in g is amplified by the inversion
and gives a reconstruction f that is far away from the true object sought.

In addition, the large size of H also hinders the use of the direct inversion
techniques, and iterative procedures are used instead.

12.3.5.2 Computation of H

The large size of H makes it impossible to store all elements. When object scatter
is not modeled in H, the system matrix is highly sparse. Even so, the high number
of nonzero elements makes the forward and backprojection operations computer
expensive. An approach to facilitate the calculation is to factorize H into several
matrices [10]. In PET, H can be represented as

H � Hdet:sensHdet:blurHattnHgeomHpositron: (12.21)

The principal component is H geom, which describes the geometrical mapping bet-
ween the source and the data: .H geom/ij corresponds to the probability that a photon
pair originating in voxel j reaches the front faces of the detector pair described by
the LOR i (see Fig 12.3). The physics of the detection process are mainly modeled
in H det:blur, which acts as a local blurring function; H det:blur can include effects such
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Fig. 12.3 Geometrical modeling of the system response. The simplest model assigns to Hij the
length of the intersection between the line of response (LOR) i (dashed line) and the voxel j ;
more accurate modeling takes into account the volume of response (VOR) i 0 defined by the faces
of the detector crystals and assigns toHi 0j 0 the intersection area between VOR i 0 and the voxel j 0;
however, the latter model neglects crystal penetration effects, which require consideration as VOR
the volume i 00, comprehended by the two detectors and to compute Hi 00j 00 taking into account the
response function within that volume. In any case, the sparsity of the system matrix for each model
can be easily seen: Only voxels intersecting the LOR i or the VORs i 0; i 00 will contribute to the
matrix. In all cases, the element related to voxel j 00 will be zero

as photon accollinearity, scatter between detectors, or crystal penetration. However,
the variations in the intrinsic sensitivity of individual crystals are modeled sepa-
rately in H det:sens. While all these components only depend on the scanner, H attn and
H positron are object dependent. Attenuation in the patient is modeled in H attn, which
contains the survival probabilities of the photons. The effect of positron range is
modeled into H positron as a local imageblurring operator, although it is often ignored.

Several methods have been proposed to calculate H or its components. These
methods can be grouped in three classes: analytical methods, methods based on
Monte Carlo simulations, and methods based on measurements. When the system
matrix is factored as in Eq. 12.21, various techniques can be combined. To calculate
H geom, given the high number of LORs and the complexity of an accurate ana-
lytical description, simple models are often used. A simplistic approximation [19]
computes the element .H geom/ij as the intersection of the LOR i with voxel j , as
depicted in Fig. 12.3 (dashed line). More elaborate models take into account the
volume of response (VOR) defined between the faces of the two involved detec-
tors (shadowed area i 0 in Fig. 12.3) and assign the intersection volume between the
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voxel and the VOR; to the corresponding matrix element solid angle effects could
be included to improve this model. In any case, these models neglect crystal pene-
tration effects: To correct for parallax errors related to the length of the detectors, a
VOR including the whole crystal volume should be taken into account (shadowed
area i 00 in Fig. 12.3), combined with appropriate modelling of this effect.

Since the accuracy of the system model will determine the accuracy of the recon-
structed image, we can resort to calculating H as a whole or at least Hdet:blur by
means of Monte Carlo simulations [20] or measurements [21]. Both approaches are
time consuming but offer images with higher quality and better spatial resolution.

12.3.6 Ingredient 4: Objective Function

The objective function ˚ , also called the cost function, is the key ingredient of
any iterative algorithm. ˚ depends on the unknown image coefficients fi and on
the measured data g: ˚ D ˚.f;g/. Among all possible reconstructed images, the
sought image Of will be the one that maximizes (or minimizes) ˚ . This can be
expressed as

Of D arg max
f

ˆ: (12.22)

The main role of the objective function is to give a measure of how well an image
agrees with the measured data. Depending on how ˚ is defined, the objective func-
tion can also provide information about how well the image matches some desired
image properties (i.e., some prior conditions on the image model). ˚ can include a
penalty term R.f / (also called the regularization term) imposing some constraints
on the reconstructed image. In general, the objective function ˚ can be written as

ˆ.f ; g/ D Q.f ; g/C ˇR.f /; (12.23)

where ˇ is a regularization parameter that controls the balance between the data-
fitting criterion and the image property criterion. In PET and SPECT, we can
assume that the unknown object consists of different regions in which the radioac-
tive distribution is uniform. Therefore, a roughness penalty term encouraging local
smoothness within regions but preserving the edges of the regions can be designed.

12.3.6.1 Maximum A Posteriori Criterion

In a Bayesian framework, the chosen reconstructed image Of is the one that
maximizes the conditional probability prob(f ; g), called the posterior probability
distribution; in other words, the sought solution is the most likely image given
the measured data g. The sought image corresponds to maximizing the posterior
probability distribution:
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Of D arg max
f

prob.f Ig/: (12.24)

The solution is thus called the maximum a posteriori (MAP) estimate.
According to Bayes’s rule,

prob.f Ig/ D prob.gIf /prob.f /

prob.g/
; (12.25)

where the conditional probability prob(g; f ) corresponds to the data likelihood given
a certain model; this factor tells how well the data agree with the image. Here,
prob(f ) is the prior probability (or simply prior). This prior distribution reflects the
knowledge or assumptions about the properties of those images accepted as solu-
tions (see Sect. 12.3.3). For example, images should not be too noisy. In PET and
SPECT we can also assume that images are locally smooth within specific organs
or regions, but abrupt changes (sharp edges) are expected between regions.

Since prob(g) is independent of f , this term is dropped in the maximization
process of ˚ , which reduces to maximizing the numerator prob(g; f ) prob(f ) or,
equivalently, its logarithm. The cost function is thus reduced to the MAP objective
function:

ˆ D In prob.gIf /C In prob.f/: (12.26)

12.3.6.2 Maximum Likelihood Criterion

The solution Of is the one for which the measured data have the greatest likelihood
according to the conditional probability distribution prob(g; f ). This probability is
thus called the likelihood function L.f /.

We can define our objective function asL.f /; the solution that maximizesL.f /
is called the maximum likelihood (ML) solution.
L.f / considers the unknown image f as a deterministic parameter vector. Since

maximizing a function is equivalent to maximizing its logarithm, the ML solution
Of is obtained by maximizing the log likelihood:

Of D arg max
f

l.f /; (12.27)

where l.f / � lnL.f /.
The ML criterion can be considered as a limiting case of the MAP criterion when

the prior is assumed to be constant, which implies that a priori no solution is pre-
ferred over any other. Other authors considered the MAP objective function as a
penalized ML estimator. This can be understood comparing Eqs. 12.26 and 12.23.
The prior in Eq.12.26 can be viewed as a penalty term.

For a Poisson model, taking into account that the conditional probability prob
.gIf / is defined by Eqs. 12.15 and 12.16, the log likelihood takes the form
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l.f / D
XI�1

iD0
ln prob.gi If /

D
XI�1

iD0
gi lngi � gi � ln gi Š (12.28)

After dropping constants, the objective function ˚ to be maximized becomes

ˆ D
XI�1

iD0
.gi ln gi � gi /: (12.29)

12.3.6.3 Least Squares Criterion

As mentioned, inverse problems present two difficulties that can be removed toge-
ther by demanding that we seek, as a solution of the problem, the image that
minimizes the difference between the observed data g and the forward-projected
image Hf (i.e. the Of that minimizes kg �Hf k2/ and that has the smallest norm
among all the possible minimizers. This difference is expressed in terms of the
Euclidean norm kHf � gk, so that the image estimate is

Of D arg min
f

kHf � gk2 : (12.30)

This Of corresponds to the least squares (LS) solution. In principle, Eq. 12.30 can be
solved analytically, and the direct LS solution is

Of D
�
H T H

��1

H T g; (12.31)

where H T corresponds to the transpose of H . The solution to this minimization
problem is unique. This procedure yields an exact solution to the inverse problem
if there is one, and a satisfactory approximation if there is not. The linear operator
defined by this prescription is the so-called pseudoinverse or Moore–Penrose inverse
H C � .H TH /�1H T.

However, the matrix H is often ill-conditioned. As mentioned, the noise com-
ponents present in g are amplified by the inversion, so that the reconstructed image
Of is not useful. In this case the Moore–Penrose inversion (described in Eq. 12.31)

yields a result that is mathematically correct but practically unusable. We conclude
that in such a situation the exact inversion must be replaced by something else to
keep the reconstruction error under control.

To achieve this, the Moore–Penrose inverse is regularized by replacing H C by
a family of matrices T � with the property T � g ! H Cg for all g as 	 ! 0.
Furthermore, we need a function 	."/ for which kT�."/k" ! 0 as " ! 0. With
these two ingredients, it is easy to show that for projections contaminated by noise,
g D g0 C "�, where � is a noise vector, jjT �."/g � H Cg0jj ! 0 as " ! 0.
This means that the error in the reconstruction goes to 0 when the noise level " goes
to 0. Note that in this discussion, which applies to finite-dimensional matrices, the
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error in the reconstruction eventually goes to 0 even for the exact inversion. This
is not necessarily the case for operators on infinite-dimensional spaces. The point
here, however, is that a careful choice of T � and 	."/ can make the error go to 0
much faster than for the exact inversion. This is particularly important since one
usually cannot choose the noise level at will but must take whatever is available.
Unfortunately, choosing good regularization parameters is not easy and is more of
an art than a science.

An example of such a regularization technique is the Tikhonov regularization. It
consists of replacing the prescription for the Moore–Penrose inverse by finding the
minimizer of the functional kg �Hf k2 C 	 kf k2 with 	 > 0. If the error level
in g is known, an appropriate value of 	 can be estimated; however, this depends
on the particular problem at hand. One can show that the operator defined by this
minimization is given by T� D .HTH C 	1/�1HT .

More generally, regularization can be achieved by adding regularization terms
R.f / to the objective function ˆ.f ;g/, which in our case here is kg �H f k2. In
this sense the additional terms in the MAP framework can also be seen as regular-
ization methods to alleviate the ill-posed nature of the reconstruction problem.

12.3.7 Ingredient 5: Optimization Algorithm

In the preceding paragraphs, we presented different criteria to select the “best”
image. Given a criterion, finding the optimal solution of an numerical algorithm,
typically iterative, is required. The algorithm is designed to produce a sequence of

estimates Of 1
; Of 2

; : : : ; Of k
; : : : that converges to a solution Of , which optimizes the

objective function.
The general structure of most iterative reconstruction algorithms is illustrated in

Fig. 12.4. The process begins with Of 0
, an initial estimate of the unknown image;

Of 0
is usually a uniform image in which all voxels contain the same number of counts

(uniform distribution). To speed up the process, the iterative process can be started
using the results of a previous reconstruction using FBP, for instance.

The next step consists of forward projecting the current estimate into the mea-
surement space. This is carried out using the system matrix H; the vector Og0 �
H Of 0

represents an estimate of the data that the detection system would have mea-

sured if Of 0
would describe the true object. It follows the comparison between the

measured data g and the estimated data Og0. When the two vectors do not coincide,
a set of weights is generated in the measurement space, accounting for the differ-
ence. These weights are backprojected using the transpose of H to generate a set
of weights into the image space. The latter are then used to modify the last image

estimate, which becomes the new estimate Of 1
. The starting point of the second iter-

ation thus will be Of 1
. This process is repeated again and again until convergence is

reached or the process is terminated by the user.
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Fig. 12.4 Schematic representation of the iterative process

In principle, the optimization algorithm should asymptotically converge to a
global maximum (minimum); it should also be fast stable, and independent of the
initial estimate; the final image should not depend on the choice of the numerical
algorithm but on the objective function alone. In practice, a large number of iter-
ations is often required to reach convergence; therefore it is common to terminate
an iterative algorithm before convergence. As a consequence, different algorithms
will lead to different images. In the literature, several optimization methods have
been presented. The most popular ones can be classified into search algorithms for
functional minimization and functional substitution methods.

12.3.7.1 Search Algorithms

A general expression to describe the search algorithm family of methods is

Of .kC1/ D Of .k/ C ˛ks.k/; (12.32)

which can be interpreted as follows: Choose a search direction p.k/ in the image
space and take a step ˛k in that direction to update the last estimate. Several
algorithms can be summarized using this equation. They mainly differ in the pro-
cedure for defining the set of directions fs.k/g and the rule for determining the step
length ˛k .

A particular case of this family of methods is the steepest-ascent algorithm,
which sets s.k/ to the gradient of the cost function for the current estimate k, that

is, r˚ .Of k
;g/, while ˛k maximizes the cost function along the gradient direction.

Then, Eq. 12.32 takes the form
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Of kC1 D Of k C ˛kr˚
� Of k

;g
�
:

˛k D argmax
f

˚
� Of .k/ C ˛r˚

� Of .k/
;g
�
;g
�

(12.33)

This method takes a particularly simple form when applied to find the LS solution.
In that case,

r˚
� Of k

;g
�
D H T H Of k �H T g

A faster alternative is the conjugate gradient algorithm, which uses s.k/ � p.k/ as
a search vector, with p.k/ a vector related to a combination of the gradient with the
gradient found at the previous location.

As an alternative to the aforementioned gradient-based methods, coordinate-
ascent algorithms update each voxel in turn to maximize the objective function with
respect to that voxel. The update equation for voxel j then has the form

Of kC1

j D Of k

j C hk : (12.33)

and all other components are left unchanged at this iteration.

12.3.7.2 Functional Substitution Methods and Maximum
Likelihood-Expectation Maximization

The functional substitution methods and maximum likelihood-expectation maxi-
mization (MLEM) class of methods is based on replacing the original cost function
˚.f ;g/ at each step by an alternative or surrogate function Q̊ .f ;f k;g/.

In ET, the best-known algorithm of this kind is the EM algorithm, which offers
a general methodology to maximize the likelihood for a probabilistic model. The
EM algorithm requires specification of a set of “complete” but unobserved data (in
opposition to the measured but “incomplete” data). This unobserved data set can
consist of a missing data set or be just an abstraction such that, if these data were
accessible, the solution would be easy to find.

In ET, the EM framework is used for finding ML solutions for a Poisson data
model; the resulting algorithm is therefore called the MLEM algorithm [22,23] and
is the most widely used algorithm in PET and SPECT.

The complete data set in ET is denoted by the set of random variables fwijI i D
0; : : :I � 1; j D 0; : : :; J –1g, where I and J are the number of LORs and vox-
els, respectively. The element wij represents the number of emissions originating in
voxel j and detected in the LOR i , and it is obviously unobserved. (If we had access
to wij, the reconstruction problem would be easily solved).

MLEM consists of two alternating steps, which are repeated until convergence:
In the E step, the conditional expectation of the log likelihood of the unobserved
data set is calculated, while in the M step this conditional expectation is maximized
with respect to the image. Mathematically,
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E step:
Q̊ .f ;f k;g/ D EŒL.wIf /jgIf k � (12.34)

M step:
f .kC1/ D arg max

f

Q̊ �f ;f k;g
�

(12.35)

The MLEM is considered a functional substitution method because maximiza-
tion (the M step) affects the surrogate function Q̊ .f; f k; g/, which is previously
calculated in the E step.

Taking into account Eqs. 12.15, 12.16, 12.34, and 12.35, the following iterative
formula can be derived:

Of .kC1/
j D

Of .k/
jPI�1

iD0 Hij

XI�1

iD0

giPJ �1
j D0 Hij0

Of .k/
j 0

Hij (12.36)

This equation can be interpreted as follows: The term
PJ �1

j D0 Hij0
Of .k/
j 0 corresponds

to the forward projection into the measurement space of the last image estimate
and can be renamed as Og.k/

i ; therefore, the quotient gi= Og.k/
i expresses the compari-

son between the measured data and what we would have measured if the emission
source were described by Of .k/

given an imaging system described by H. This ratio,
after backprojection into the image space by means of H T, is used to correct the
last image estimate. The normalization term

PI�1
iD0 Hij accounts for the detection

sensitivity of the system for emissions originating in voxel j .
The MLEM algorithm and its accelerated version, the ordered-subsets expecta-

tion maximization algorithm [24] (OSEM), can be considered the most commonly
implemented reconstruction methods in ET scanners. The main advantages of
MLEM over other iterative algorithms are guaranteed convergence, simple formula,
and ease in programming; it does not require any step size or additional parameter,
and it uses a realistic statistical model (Poisson) to describe the data distribution.
On the other hand, MLEM presents two main shortcomings: The convergence is
slow and image noise increases with increasing number of iterations. The latter fact
arises from the ML criterion, which seeks the solution having the greatest consis-
tency with the data. But since the data g are noisy in nature, the comparison step
gi= Og.k/

i encourages those images that better reproduce the noisy measurement.

12.3.8 Correction of Image Degradation Effects

One of the main advantages of iterative reconstruction methods is that the acquisi-
tion process, including linear image degradation effects such as attenuation, scatter,
collimator or detector response, and so on, can be incorporated within the system
matrix. However, accurate modeling of these physical phenomena within the system
matrix can become difficult and time consuming. Other effects, such as accidental
coincidences in PET, are a nonlinear function of the activity distribution and cannot
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be included in the model described by Eqs. 12.19 and 12.20. Moreover, although
object scatter could be included within the system matrix, this approach would lead
to an object-dependent, nonsparse matrix that is difficult to handle and that sig-
nificantly increases the computational cost. Therefore, object scatter and, in PET,
random coincidences can be modeled apart, as additive terms in Eq. 12.20. For PET,
this equation becomes

Ng D Hf C NsC Nr; (12.37)

where Ns and Nr represent the mean of the scatter coincidences and random coinci-
dences for LOR i , respectively. (In SPECT, the term Nr does not exist.)

Since each of both random and scatter components can be described by a Poisson
distribution, an algorithm such as MLEM can be reformulated as

Of .kC1/
j D

Of .k/
jPI�1

iD0 Hij

XI�1

iD0

gi

Og.k/
i C Osi C Ori

Hij; (12.38)

where Osi and Ori are the estimates of the scatter and random distributions for LOR i ,
respectively. (A detailed description of scatter and random estimation techniques is
outside the scope of this chapter.) An example of random correction using Eq. 12.37
is shown in Fig. 12.5.

In practice, some scanners, when operating in standard mode, perform online
correction of the measured counts by subtracting the estimated randoms and scatter
coincidences. This approach not only reduces processing time and data storage but
also modifies the statistical distribution of the data. Given a noncorrected measured
data vector Og and a random estimate Or, the precorrected data are now Og � Nr , which
is no longer a Poisson variable. The scatter component is usually subtracted as well,
so the precorrected measured vector becomes Og � Or � Os.

The effect of precorrecting can be described, for example, through a shifted
Poisson model [25], a weighted least squares (WLS) estimator [26], or penalized
WLS [14].

Fig. 12.5 Maximum likelihood-expectation maximization (MLEM) applied to simulated positron
emission tomographic (PET) data. Left: No correction applied. Center: True coincidences only.
Right: Modified MLEM including random estimate. (Courtesy of I. Torres-Espallardo)
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20. Rafecas, M., Mosler, B., Dietz, M., Pögl, M., Stamatakis, S., McElroy, D.P. and Ziegler, S.I.
Use of a Monte–Carlo based probability matrix for 3D reconstruction of MADPET–II data.
IEEE Trans. Nucl. Sci. 51, 2597–2605 (2004).

21. Panin, V.Y., Kehren, F., Michel, C., and Casey, M. Fully 3-D PET reconstruction with system
matrix derived from point source measurements. IEEE Trans. Med. Imaging. 25, 907–921
(2006).

22. Lange, K. and Carson, R. EM reconstruction algorithms for emission and transmission
tomography. J. Comput. Assist. Tomogr. 8, 306–316 (1984).

23. Shepp, L.A. and Vardi, Y. Maximum likelihood reconstruction for emission tomography. IEEE
Trans. Med. Imaging. 1, 113–122 (1982).



232 C. Hoeschen et al.

24. Hudson, H.M. and Larkin, R.S. Accelerated image reconstruction using ordered subsets of
projection data. IEEE Trans. Med. Imag. 13, 601–609 (1994).

25. Yavuz, M. and Fessler, J.A. Statistical image reconstruction methods for randoms-precorrected
PET scans. Med. Image Anal. 2, 369–378 (1998).

26. Huesman, R.H., Gullberg, G.T., Greenberg, W.L., and Budinger, T.F. Users manual – Don-
ner algorithms for reconstruction tomography. Publication PUB-214, Lawrence Berkeley
Laboratory, Berkeley, (1977).



Chapter 13
Biokinetic Models for Radiopharmaceuticals

Augusto Giussani and Helena Uusijärvi

13.1 Internal Dosimetry of Radiopharmaceuticals

Radiopharmaceuticals administered for diagnostic or therapeutic applications in
humans are selectively transported into specific organs and tissues of the body,
metabolised, and finally excreted according to their biochemical and metabolic
properties. Due to the presence of the radioactive label, each of the body regions
containing the substance becomes an emitting source (source region), which can
also irradiate the neighbouring tissues (defined as target regions). Consequently,
each body organ or tissue could receive a radiation dose (absorbed dose) after
administration of radiopharmaceuticals even if no activity is present in it. The
absorbed dose delivered by incorporated radioactive material is called the internal
dose. Direct measurements of the internal dose are not possible for evident practical
reasons, so this quantity has to be calculated using a mathematical approach. Such
an approach has to take into account that

� The activity in a source region varies with time not only because of the physical
process of nuclear transformation but also due to the metabolic behaviour of the
carrier molecule.

� The energy of the radiation emitted by a radionuclide present in a given source
region may be fully or partially absorbed in the source region itself or par-
tially deposited in the neighbouring tissues (depending on type and energy of
the emitted radiation as well as the relative positions of the pair source–target
regions).

� The absorbed dose to a given target region is the sum of the absorbed doses
delivered separately by each source region.
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Such an approach was formalised in 1988 by the MIRD (Medical Internal
Radiation Dose) Committee of the U.S. Society of Nuclear Medicine with the publi-
cation of the Primer for internal dose calculations [1]. According to that publication,
the absorbed dose Drk

in a target region rk is given by

Drk
D

X

h

QAh S.rk  rh/ (13.1)

where QAh (called the cumulated activity) is the number of nuclear transformations
that occurred in the source region rh (time integral of the activity curve) and

S.rk  rh/ D k
P

i ni Ei�i .rk  rh/

mrk

(13.2)

is the so-called S factor (the same as the dose factor [DF] used by other authors),
which takes into account the physical properties of the radionuclide (ni is the emis-
sion probability of the i th radiation, Ei is the energy of the i th radiation) and of the
anatomy of the subject (mrk

is the mass of the target region rk , �i .rk  rh/ is the
fraction of the energy of the i th radiation emitted in rh that is absorbed in rk). Here,
k is a multiplicative factor that depends on the units used.

For practical reasons, the absorbed dose per unit administered activity is often
used; in that case, Eq. 13.1 is rewritten as

Drk

A0

D
X

h

�h S.rk  rh/ (13.3)

where A0 is the administered activity and �h D QAh

A0
is the number of transforma-

tions per unit activity. In this expression, �h has been called the residence time since
it has the units of time and indeed corresponds to the residence time in the case of
monoexponential clearance from the organ where activity was administered. How-
ever, in more general cases this terminology can be somewhat deceptive, and the
ratio between the cumulated activity (integral of the activity curve) and the initial
activity should not be confused with the biokinetic characteristic times described
later in this chapter.

The International Commission on Radiological Protection (ICRP) has adopted a
similar approach in its publications “Radiation Dose to Patients from Radiopharma-
ceuticals” [2–4] but using slightly different terminology:

DT D
X

S

QAS S.T  S/ (13.4)

with

S.T  S/ D c
P

i Yi Ei'i .T  S/

MT

(13.5)
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having substituted S for rh, T for rk , Yi for ni , and 'i for �i . The use of alter-
native symbols (which also differ from the ones used by ICRP for occupational
exposures) can be confusing, and recently a proposal has been made for standard-
isation of nomenclature in radiopharmaceutical dosimetry. In MIRD Pamphlet 21
[5], it is suggested that source and target regions are indicated by the symbols rS

and rT , respectively; the number of transformations in a source region is called
time-integrated activity and indicated with the symbol QA.rS ; TD/ (where TD is the
time of integration); and the number of transformations per unit intake is called
time-integrated activity coefficient and is given the symbol Qa.rS ; TD/. This new
nomenclature is adopted in the rest of this chapter.

Irrespective of the terminology used, however, the process of estimation of the
internal dose can be basically described as a combination of three inputs: one
physical input (probabilities and energies of the emitted radiations), one “physi-
coanatomical” input (masses of the target regions and absorbed energy fractions),
and one biokinetic input (the number of transformations in the source region).

The physical properties of the radionuclides are in general well known from
nuclear physics studies, and a compilation of the relevant information for internal
dosimetry has been issued by ICRP [6]. The calculation of the fraction of deposited
energy for each pair of source–target regions is dealt with in Chap. 14 of this book.
The present chapter describes the modalities for the quantitative determination of the
activity in the organs of the patients (Sect. 13.2); discusses the modelling approaches
used for the determination of the time–activity curves A.rS ; t /, which are the start-
ing point for the calculation of the time-integrated activity QA.rS ; TD/ (Sect. 13.3);
and presents some practical applications (Sect. 13.4).

13.2 Measurement of Activity Curves in Patients

The uptake, distribution, and retention of the administered activity in the organs
and tissues of patients can be studied by acquiring gamma camera, single-photon
emission computed tomographic (SPECT), or positron emission tomographic (PET)
images over the body region of interest (ROI) at different time points after the activ-
ity injection. It is common to collect blood samples as well as urine and sometimes
faeces samples depending on the excretion pathway of the radiopharmaceutical.

13.2.1 Data Collection

When using a radiopharmaceutical suitable for gamma cameras, such as radiophar-
maceuticals containing 99mTc, 111In, or 123I, planar gamma camera or SPECT
images can be collected. Acquisition times depend on the injected activity: With
lower injected activity, the measured count rate will be lower, and a longer time is
needed to get satisfying counting statistics in the images. One planar whole-body
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image is built from several fields-of-view (FOVs), each called a bed position. One
image acquisition takes around 15–20 min, depending on the time of each bed posi-
tion. One rotation around the patient when collecting SPECT images may take up to
about 40 min, depending on the number of projections and duration of each projec-
tion. Due to the long imaging time for SPECT, it is not possible to make whole-body
SPECT images. In biokinetic studies for determination of the time–activity curves in
the source regions, the most common procedure is thus to collect planar whole-body
images at different time points after the injection. This procedure can be combined
with one SPECT image taken over the body ROI (i.e., over the organs of interest for
the absorbed dose calculations). The SPECT image is used for the absolute activity
quantification, and the series of planar images is used for the shape of the time–
activity curves. The requirement for sufficiently elevated count rates is particularly
important in the case of SPECT acquisition since with too few counts the final image
will be too noisy, and the activity quantification will be unreliable.

When using a positron-emitting radiopharmaceutical (e.g., 18F or 11C), PET
images are suitable for determining the activity in the different organs. In contrast
to SPECT cameras, PET cameras contain a ring of detectors and can therefore mea-
sure the radiation coming from the patient in all directions at the same time. This
shortens the imaging time tremendously with respect to SPECT, and a whole-body
PET image takes around 25 min, depending on the time per bed position and the
number of bed positions needed.

In planar gamma camera, SPECT, as well as PET images, it is possible to draw
ROIs and obtain the number of counts per second (cps) in a specific part of the
image. SPECT and PET images are tomographic images in which each organ is
represented as a series of consecutive slices of known thickness. To determine the
activity content in an organ, one needs to draw one ROI in each of the slices con-
taining the organ. The counts per second in each slice i are added to obtain the total
number of counts per second in the organ:

Ctot D
kX

iD1

Ci (13.6)

where k is the number of slices.

13.2.2 Tracer and Tracee

The ideal scenario, of course, is to collect biokinetic data using the radionuclide of
interest. However, in therapeutic applications of radiopharmaceuticals, this is not
always possible. For example, 90Y, a commonly used radionuclide for systemic
therapy, does not emit photons suitable for imaging, and a substitute for this radionu-
clide is needed when performing biokinetic studies. In most cases, the distribution
and biological retention of the radiopharmaceutical are determined by the chemical
compound and not by the attached radioactive labels, so the biokinetic information
can be obtained using labels that are suitable for gamma camera, SPECT, or PET
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imaging (like 111In or 86Y as a substitute for 90Y). In this case, 90Y is called the
tracee (i.e., the substance that is to be studied), and 111In and 86Y are called tracers
(i.e., the substances used to trace the biokinetics of the tracee). The same is valid for
many other alpha- and beta-emitters used in clinical radionuclide therapy.

13.2.3 Efficiency Calibration

To convert the number of counts per second in an ROI to the activity content in the
organ, it is necessary to make an efficiency calibration of the camera. The efficiency
is usually given as counts per second per becquerel, that is, the number of counts that
the camera registers per decay. The efficiency calibration can be made by measuring
a known activity, drawing ROIs around the source on every slice of the image, and
summing the counts per second, correcting them for physical decay, and dividing
by the known activity:

" D C �
tot

A0

(13.7)

where " is the efficiency of the camera, C �
tot is the number of total counts per second

corrected for physical decay, and A0 is the activity in the source region at the initial
time point. It is important to perform the efficiency calibration for different activities
in the source to make sure the response of the camera is linear. For planar gamma
camera images, the efficiency is determined in the same way by drawing an ROI
around the source on the planar image and correcting the counts for physical decay.
However, planar whole-body images make it possible to determine the percentage of
injected activity directly without using the efficiency " of the camera. The counts per
second in the whole body at the first acquisition can be seen as 100% of the injected
activity. It is, however, important to make sure that the patient has not voided the
bladder before the acquisition. This method can only be used if all activity injected
is left within the body. By dividing the counts per second in the organs (corrected
for background and attenuation; see Sects. 13.2.4 and 13.2.5 for more details) with
the counts per second in the whole body from the first acquisition, the percentage
injected activity (%IA) is obtained:

%IAorgan D Corgan

Cwholebody
(13.8)

This expression gives the percentage activity in the organ of interest without know-
ing the efficiency factor and the injected activity. For dose estimates, however, this
information is crucial. Before injection, the activity is therefore measured in an
activity meter, usually a well ionisation chamber. It is therefore important not only
that the gamma, SPECT, and PET cameras are calibrated with respect to efficiency,
but also that the activity meter is calibrated carefully. When using radionuclides
emitting photons with high energy (e.g., PET substances with annihilation photons
of 511 keV), the measurement geometry is not crucial due to the low self-absorption
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in the source. However, when using radionuclides with lower photon energy (e.g.,
99mTc with 140 keV and 123I with 159 keV), the self-absorption in a source (e.g.,
a syringe or vial) will be dependent on the shape and volume of the source; it is
therefore important to calibrate the activity meter for the specific source geometry
that will be used. The same is true for the gamma counter in which blood and urine
samples can be measured. It is also important to make an efficiency calibration using
the geometry that is intended to be used for the gamma counter.

13.2.4 Background Correction

The SPECT and PET images consist of thin slices with no overlapping tissue, and
there will be no need for background correction. On the other hand, in the planar
gamma camera images, the whole body will be shown in a two-dimensional image,
and there will be overlapping tissue both in front and behind many of the organs.
It is therefore necessary to make background corrections. A ROI should be placed
at a location of the body where the activity uptake is expected to be similar to the
activity in the overlapping tissue (e.g., in the leg of the patient where there is no
specific activity uptake or close to the organ of interest). The counts per second in
the background ROI are subtracted from the counts per second in the ROI of the
organ to obtain the net counts per second in the ROI of the organ:

Cnet D Corgan ROI � Cbkg ROI: (13.9)

13.2.5 Attenuation Correction

For SPECT and PET systems, the number of counts per second received is usually
automatically corrected for attenuation using a computed tomographic (CT) scanner
built in the SPECT or PET unit or using a transmission source belonging to the unit.
Some PET systems give the activity concentration in an ROI, but in other systems
as well as in SPECT images the user needs to convert the counts per second to the
activity by hand. The planar gamma camera images are usually not corrected for
attenuation, and the counts per second registered by the camera will be dependent
on the depth of the body at which the organ is located. The attenuation-corrected
counts per second in an organ can be expressed as

Cattcorr D Cnete
�effd (13.10)

where �eff is the effective attenuation coefficient, and d is the depth of the organ.
The thickness of the organ is assumed to be infinitesimal. Values of the effective
attenuation coefficient �eff are tabulated. For more specific applications, values of
�eff can be directly estimated in the real experimental conditions by placing a planar
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Fig. 13.1 Determination of the effective attenuation coefficient. A 50-mL cylindrical source with
a diameter of 3 cm was placed in a 30 � 30 � 30 cm3 water phantom. The effective attenuation
coefficient was 0:113 cm�2. These values correspond to the gamma camera head above the phan-
tom; the effective attenuation coefficient will be slightly higher for the gamma camera head under
the table due to attenuation in the table itself. cps: counts per second

source in a water phantom, varying the depth, plotting the counts per second as a
function of depth, and fitting an exponential function, as seen in Fig. 13.1.

The depth of the organ is difficult to know if there is no access to a CT image
(in some cases, the acquisition of a magnetic resonance image may be possible), but
there is a way to get around this: the conjugate view method [7]. In the conjugate
view method, two 180ı opposed images are used, usually one anterior (from the
front) and one posterior (from the back). The counts per second from the anterior
view can be expressed as

CA D "Ae��effd (13.11)

where A is the activity in the organ. The counts per second in the posterior view can
be expressed as

CP D "Ae��eff.T �d/ (13.12)

where T is the thickness of the patient at the particular part of the body. In the
conjugate view method, the geometric mean of the anterior and posterior counts per
second is used:

p
CACP D

p
"2A2e��eff.dCT �d/ D "Ae��eff

T
2 (13.13)

The organ depth is cancelled out, and only the knowledge of the total thickness of
the patient is needed. This equation can be rewritten so that the activity A in the
organ is expressed as

A D
p

CACP

"
e

�effT

2 (13.14)



240 A. Giussani and H. Uusijärvi

13.2.6 Time Schedule

The time after the activity injection when the images, blood, urine, and faeces sam-
ples should be collected depends on the radiopharmaceutical studied. For example,
peptides are known to have a short retention in the blood, while antibodies usually
circulate with the blood for a longer time. According to the data shown in Fig. 13.2,
it is important to take early blood samples when studying a peptide to correctly eval-
uate the fast clearance from the circulation: If the first blood sample would be taken
24 h after injection, it would be impossible to evaluate how fast the peptide has been
eliminated from the circulation. On the other hand, for antibodies it probably would
not make a big difference if the early blood samples were left out and the first sam-
ple was taken 24 h after injection. In this case, it is important to include late blood
samples to obtain a correct estimation of the activity remaining in the blood: If the
sample collection would be stopped 24 h after injection, it would not be possible to
evaluate the long-term retention in the blood.

The time points for imaging depend on the effective half-life of the radiophar-
maceutical studied, that is, a combination of the physical half-life and the biological
half-life. The study of previously published biokinetic data of similar radiopharma-
ceuticals in humans or animals can work as a guide when deciding the imaging time
scheme [7].

A general protocol could include one acquisition around the time of the effective
half-life and two additional acquisitions after around three and five effective half-
lives. To make it possible to solve the compartment models (see the next section),
at least three data points are needed for each exponential term of the model [7].
For rapid clearance of the radiopharmaceutical, it is important to include early time
points so the area under the curve is not overestimated. To characterise the long-
term retention and not underestimate the area under the curve, late time points are
necessary.

Activity content in blood

Time after injection (h)
0
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40
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80

%
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Antibody

Fig. 13.2 The activity content in blood at different times after injection. The peptide refers to
177Lu-DOTATOC and the antibody to 177Lu-Rituximab. %IA percentage injected activity (Data
from Dr. F. Forrer at Basel University Hospital, Switzerland)



13 Biokinetic Models for Radiopharmaceuticals 241

It might be necessary to collect urine and faeces samples, depending on the excre-
tion route of the radiopharmaceutical. It is more common to collect urine samples
than faeces samples, not only because the kidneys are a common path of excretion
but also because of the inconvenience for patients to collect faeces. When collect-
ing urine samples, the cumulated activity is of interest. The patients can be asked
to collect each bladder voiding in a separate sample, divide the urine samples into
different time intervals, or collect all urine in one sample. The total duration of urine
collection depends on the effective half-life of the radiopharmaceutical in the body.

13.3 Formulation and Identification of Biokinetic Models

13.3.1 Analytical Description of the Activity Measurements

The activity values measured as described in the previous section are the basis for
the definition of the time–activity curves in the source organs. The simplest way to
obtain an analytical formula for the time-dependent activity A.rS ; t / in the source
region rS is to fit a sum of exponentials to the experimental data:

A.rS ; t / D
nX

iD1

ai e
�bi t : (13.15)

In general, a sum of exponentials is able to describe the uptake–clearance curves
measured in patients’ organs. The only condition is to have a number of experi-
mental data that exceeds the number of free coefficients to be fitted. Commonly,
the initial conditions at time t D 0 are known; that is, there is no initial activity
in the organ rS unless it is the organ where the activity A0 is administered. So, the
following constraint equations need to be considered:

A.rS ; 0/ D
nX

iD1

ai D 0 (13.16a)

or, alternatively,

A.rS ; 0/ D
nX

iD1

ai D A0 (13.16b)

and the number of free parameters becomes 2n � 1.
Such an approach is easy and immediate to implement, and the time-dependent

activity curve in the region can be easily integrated over the time TD to obtain the
value of the time-integrated activity:

QA.rS ; TD/ D
nX

iD1

ai

bi

� .1 � e�bi TD / (13.17)
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This analysis, however, is not based on physiological considerations and does not
take interconnections between organs into account. Consequently, the obtained
curves cannot be used in a prospective way (e.g., to predict the future evolution
of organ activities or to simulate the influence of modifications in the adminis-
tration modalities). The curves have indeed been constructed to describe the avail-
able experimental data, and their validity cannot be extended over the period of
observation.

13.3.2 Definition of Compartmental Models

A more elegant and powerful (but also more critical and time-consuming) approach
is that of using a physiologically realistic model to describe the data. In general,
compartmental analysis is applied for the development of biokinetic models. A com-
partmental model consists of a series of interconnected units (the compartments).
The fundamental assumption is that the substance investigated behaves uniformly
and homogeneously within one given compartment, so its behaviour in that com-
partment can be described by means of a variable of state. Figure 13.3 shows a
simple four-compartment model, with the units (compartments) represented by the
boxes and some arrows expressing the exchange of material between compartments
or clearance towards the external environment.

In the case of radiopharmaceuticals administered to patients, the compartments
may represent the source organs, and the corresponding variables of state are the

1 2

3

4

Fig. 13.3 Four-compartment model
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activities in those organs. Actually, it is not necessary to have a one-to-one corre-
spondence between organs and compartments; one compartment may be taken to
represent several organs, where the substance is assumed to behave similarly, or
one organ can be split into more compartments when the substance is known not to
behave homogeneously within that specific organ.

The advantages of a compartmental approach are manifold: All collected data
for all organs and ROIs can be simultaneously analysed with a single structure
supposedly developed starting from physiological considerations and taking into
account the interdependencies and connections between the different units. So, more
general information is used for the formulation of the model in addition to the spe-
cific biokinetic data, and its validity may be extended beyond the duration of the
experimental study, provided that some theoretical conditions (see Sect. 13.3.4) are
verified. Under these assumptions, the model can well be applied for prospective
and not only for descriptive purposes.

13.3.3 Mathematical Solution of the Compartmental Models

The mathematical description of compartment models is given by a system of dif-
ferential equations, where the variation of the variable of state (e.g., the activity) in
compartment i is given by the net difference of the material exchange rates entering
that compartment and those leaving it:

dqi .t/

dt
D Rin.t; q/ �Rout.t; q/ (13.18)

having indicated with qi the generic variable of state of compartment i , with q the
vector of all variables of state and with R the generic exchange rate of material
between compartments. R.t; q/ can depend on time and on the variables of states
(and also on some other external parameters, not indicated here). For the specific
case of the model in Fig. 13.3,

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
ˆ̂̂
:

dq1.t/

dt
D �R21.t; q/ �R31.t; q/� R01.t; q/CR12.t; q/CR14.t; q/

dq2.t/

dt
D R21.t; q/ �R12.t; q/� R42.t; q/

dq3.t/

dt
D R31.t; q/ �R03.t; q/

dq4.t/

dt
D R42.t; q/ �R14.t; q/� R04.t; q/

(13.19)
Here, the engineering notation is used, with Rij meaning exchange from compart-
ment j to compartment i , and 0 indicating the external environment.

Several expressions are available to describe the exchange of material between
compartments. The simple assumption of first-order kinetics is commonly used
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in the absence of specific evidence of more complex mechanisms regulating the
transfer processes; according to this assumption, the material transferred between
compartments (or to the external environment) is proportional to the amount of
material present in the parent compartment:

Rij.t; q/ D kijqj .t/; (13.20)

where kij is a constant transfer rate coefficient. The clearance from compartment i

is given by the sum of all outflows from i , and its characteristic time is given by the
inverse of the sum of the corresponding transfer rate coefficients:

�i D 1
nP

j D0; j ¤i

kji

(13.21)

(not to be confused with the “deceptive” residence time defined in the original
MIRD primer).

The system of differential equations (Eq. 13.19) then becomes

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
ˆ̂̂
:

dq1.t/

dt
D �.k21 C k31 C k01/ � q1.t/C k12 � q2.t/C k14 � q4.t/

dq2

dt
D k21 � q1.t/ � .k12 C k42/ � q2.t/

dq3

dt
D k31 � q1.t/ � k03 � q3.t/

dq4

dt
D k42 � q2.t/ � .k04 C k14/ � q4.t/

(13.22)

and can be more easily written in matrix form:

dq

dt
D A � q (13.23)

where A is the compartmental matrix of the transfer rate coefficients:

A D

2
664

�.k01 C k21 C k31/ k12 0 k14

k21 �.k12 C k42/ 0 0

k31 0 �k03 0

0 k42 0 �.k04 C k14/

3
775 (13.24)

From linear algebra, we know that the solution of Eq. 13.23 is a sum of exponentials:

qi .t/ D
nX

mD1

amie
�bmt (13.25)
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k12
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k02

Fig. 13.4 Simple two-compartment model with both the external input (represented by the
syringe) and the sampling point (represented by the dot) in compartment 1

with n the number of compartments in the model. So, we have obtained that the
analytical solution of a model with n compartments is a sum of exponentials for
which the terms are less than or equal to the number of compartments (depending
on the initial conditions, some of the coefficients ami might be equal to 0).

The relationship between the coefficients ami and bm of Eq. 13.25 and the transfer
rate coefficients kij of the compartmental structure, however, is not straightforward.
For the sake of simplicity, let us check it for the simple two-compartment model
presented in Fig. 13.4.

The syringe represents an external input into compartment 1 (e.g., the adminis-
tration of a bolus activity A0 of a radiopharmaceutical at time t D 0), and the dot
indicates a sampling point (i.e., measurements are performed in compartment 1 at
given times postadministration). The solution of Eq. 13.23 for the two-compartment
model in Fig. 13.4 is the sum of two exponentials:

A.rS1
; t/ D q1.t/ D a11 � e�b1�t C a21 � e�b2�t (13.26)

where

a11 D A0

k12 C k02 � k21 � k01 C p
.k12 C k02 C k21 C k01/2 � 4 � .k21k02 C k01k12 C k01k02/

2 � p
.k12 C k02 C k21 C k01/2 � 4 � .k21k02 C k01k12 C k01k02/

a21 D A0

k21 C k01 � k12 � k02 C p
.k12 C k02 C k21 C k01/2 � 4 � .k21k02 C k01k12 C k01k02/

2 � p
.k12 C k02 C k21 C k01/2 � 4 � .k21k02 C k01k12 C k01k02/

b1 D .k12 C k02 C k21 C k01/ � p
.k12 C k02 C k21 C k01/2 � 4 � .k21k02 C k01k12 C k01k02/

2

b2 D .k12 C k02 C k21 C k01/ C p
.k12 C k02 C k21 C k01/2 � 4 � .k21k02 C k01k12 C k01k02/

2

(13.27)

It is clearly evident that as the number of compartments increases, the complexity
of the relation increases. Many current software packages are available that enable
solutions of compartmental models in order to obtain the unknown values of the
model parameters without the need to solve equations such as 13.27. However, the
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facility to use these software packages and obtain solutions even for complex models
should not be misleading and should not prevent checking the reliability and the
theoretical validity of the model. The following discussion gives some brief hints of
the important aspects of a priori and a posteriori identifiability.

13.3.4 A Priori Model Identification

To explain the problem of a priori identification, let us consider again the example
shown in Fig. 13.4. The model has four unknown parameters: k12, k02, k21, and
k01, and there are four equations relating the kij’s to the fit coefficients a11, b1, a21,
and b2 (Eq. 13.27). However, the two coefficients a11 and a21 are linked by the
constraint equation a11 C a21 D A0 (initial activity injected into compartment 1),
so that the actually independent equations are three instead of four, and the system
in Eq. 13.27 cannot be solved. In other words, there are infinite combinations of
the values of kij’s that correspond to a given set of fit coefficients, and the model
is unidentifiable. Figure 13.5 clearly shows the implications of an unidentifiable
model. The two-compartment model of Fig. 13.4 was fitted to some experimental
data measured in compartment 1. As discussed, there are infinite combinations of
the model parameters that correspond to the same best-fit curve. The left panel of
Fig. 13.5 shows the curves for two of the infinite sets of parameters; as expected, the
curves in compartment 1 are identical. However, the predictions in compartment 2
are significantly different for the two sets of parameters (right panel of Fig. 13.5),
and actually any other combination would give a different prediction for the curve
in compartment 2. However, the advantage of a model lies in the possibility to use it
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Fig. 13.5 Left panel: Fit of the compartmental model of Fig. 13.4 to experimental data mea-
sured in compartment 1. Two curves are shown (curves are not distinguishable). Right panel:
Corresponding predictions in compartment 2 for the two sets of parameter solutions



13 Biokinetic Models for Radiopharmaceuticals 247

for predicting the evolution of the system without the need to make additional inves-
tigations (e.g., at times when or in compartments where experimental measurements
are impossible or difficult to perform). An unidentifiable model is useless from this
point of view.

The identifiability issue is purely a mathematical issue: No matter how good or
how frequent the measurements are, no matter how good the fit to the data is (left
panel of Fig. 13.5), it will always be mathematically impossible to obtain unique
solutions for the model parameters. For the example shown, there will always be
three independent equations for four unknowns, and making more measurements
in compartment 1 or improving their accuracy and precision would not help. To be
able to obtain the parameter values, more independent equations are needed. This
could be done, for example, considering a second sampling point in compartment 2.
The activity in this compartment would be given by

A.rS2
; t/ D q2.t/ D a12 � eb1�t C a22 � eb2�t (13.28)

so that we now have two further equations (the ones relating the fit coefficients a12

and a22 to the kij’s). Of these equations, only one is independent since we also have
the further constraint a12Ca22 D 0 (no initial activity in compartment 2); however,
one additional independent equation is exactly what we needed to be able to solve
the system of equations and find unique solutions for the kij’s.

This simple example shows that the ability to find unique solutions for the
unknown parameters is not a property of the model structure alone but rather of
the combination between model structure and proposed experiment (choice of input
and output compartments). The identifiability issue can be formalized following the
clear and circumstantial approach used by Carson et al. [8].

Let the combination of model structure and proposed experiment be defined as
the constrained structure:

1. One model parameter of a constrained structure is said to be unidentifiable in
the observation interval [t0, T ] if there exists an infinite number of solutions for
that parameter. If one or more parameters of a model are unidentifiable, then
the model is said to be unidentifiable.

2. One model parameter of a constrained structure is said to be identifiable in the
observation interval [t0, T ] if there exists a finite distinct number of solutions for
that parameter. If all parameters are identifiable, then the model is said to be
identifiable.

3. One model parameter of a constrained structure is said to be uniquely identifi-
able in the observation interval [t0, T ] if there exists one and only one solution
for that parameter. If all parameters are uniquely identifiable, then the model
is said to be uniquely identifiable. If at least one parameter is nonuniquely
identifiable, then the model is said to be nonuniquely identifiable.

The a priori (theoretical) identifiability should always be tested before starting
with the experimental studies (data collection). If the structure proves to be uniden-
tifiable, the experiment should be revised. In the previous example, adding a new
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Fig. 13.6 Four-compartment model to study intestinal absorption with the help of the double-
tracer technique

sampling site in the second compartment enabled the unique identifiability of all
parameters. A second possibility is to change the model structure, making it simpler;
for example, eliminating one transfer path in the structure shown in Fig. 13.4 reduces
the number of unknown parameters to three, that is, the number of free equations.
This simplification of the model is recommended only when it is physiologically
realistic and does not implicate a loss of the information that can be obtained with
the model. A third option consists in looking for additional information (e.g., in the
scientific literature) to be used for the identification of one or more parameters. Let
us show that using the constrained model structure shown in Fig. 13.6.

The model corresponds to the description of absorption of ingested material into
blood on the basis of the ICRP30 gastrointestinal (GI) tract model [9] (the model
used before the introduction of the human alimentary tract model in Publication 100
[10]). Ingested material is transported from the stomach to the small intestine, and
from there it can be absorbed into the systemic circulation (path k32/ or be directly
excreted (path k02/. The proposed experiment is a typical double-tracer investiga-
tion, with simultaneous administration of one oral and one intravenous tracer and
measurement of both tracers in plasma (transfer compartment). It can be shown that
the model is identifiable; however, the parameters k21, k02, and k32 all have two
possible solutions, with k21 and k02 having exchangeable values. The ambiguity
can be solved knowing (from the literature) that gastric emptying is faster than the
removal of material from the intestine; so, from the two possible combinations of
parameter values, the one for which k21 < k02 should be chosen. It might be inter-
esting to note that the absorbed fraction, that is, the fraction of material entering the
systemic circulation and defined in ICRP30 as the ratio

f1 D k32

k32 C k02

; (13.29)
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is a uniquely identifiable combination of nonuniquely identifiable parameters. Para-
meter lumping is indeed another solution to the identifiability issue.

Checking the identifiability of the chosen constrained model structure is there-
fore an essential step in the modelling process. However, this is not an easy task,
especially for models consisting of more than three compartments. Carson et al. [8]
presented some methods of testing for identifiability that are of difficult practical
implementation. One necessary condition for identifiability is that each compart-
ment should be linked with at least one external input and at least one sampling
point. Although this condition does not guarantee that the structure is identifiable, it
enables recognition of at least the unidentifiable ones.

A significant help in checking the identifiability issue could be obtained with
specific software; at the moment, only a few such software packages are available
[11, 12].

13.3.5 A Posteriori Model Identification

The check of the a priori identifiability is only the first step in solving the model;
once the uniqueness of the solutions for the model parameters has been verified
from a theoretical (mathematical) point of view, the parameter values have to be
determined. This is usually done by fitting the model curves to the experimental
data by maximum likelihood or least squares minimization techniques. Different
from the issue of a priori identifiability, the fitting techniques are described in detail
in many texts and Web resources. Here, we concentrate only on a few aspects related
to the quality of the results obtained.

First, it should be stressed again that the a priori identifiability (necessary con-
dition for having unique values of the model parameters) does not guarantee that
the model is the correct one to describe the experimental data. This feature can be
evaluated only a posteriori using the statistical information on the goodness of fit
commonly provided by the software employed.

Two main problems may arise: The model is not able to predict the data, and the
precisions of the parameter estimates are poor. The disagreement between data and
model can be generally observed e.g. through a graphical comparison of the model
curves with the experimental data. The graphical comparison may be subjective as it
might be difficult to properly evaluate the influence of the experimental uncertainties
on the goodness of fit; therefore, the evaluation of the ability of the model to predict
the data should rely only on the available statistical indicators. Should these indica-
tors suggest that the fit is unacceptable, it means that the model structure, although
a priori identifiable, might be logically or physiologically wrong, and it needs to be
changed. The precision of the parameter estimates depends primarily on the experi-
mental uncertainties on the measured data and on the sampling schedule. As pointed
out in Sect. 13.2.6, the choice of the time schedule for the collection of the biokinetic
data is crucial to be able to properly characterise processes with different character-
istic time constants. The uncertainties related to the parameter estimates can thus
be improved, improving the precision of the measurements and/or optimizing the
sampling schedule.
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To summarise, an a priori identifiable model might be unable to describe the
experimental data since its structure has been ill defined; alternatively, the model
parameters may be uniquely but poorly defined. On the other hand, an excellent
fit of the experimental data is not sufficient to provide the correct values of the
model parameters if the model is not uniquely identifiable. The ideal combination
of model and experimental setup is therefore the one that verifies both conditions of
a priori identifiability (unique values for the unknown parameters) and a posteriori
identifiability (the model solution closely resembles the characteristics of the data,
and the parameters can be estimated with acceptable statistical precision).

13.4 Some Examples: Biokinetic Models Available
in the Literature

Biokinetic models can look in many different ways depending on the aim of the
model, the organs of interest and the data available. When choosing the number of
compartments, there is no right or wrong; it all depends on the user and the aim
of the study. As the statistician George Box said: “All models are wrong, but some
are useful.” The following are some examples of biokinetic models presented in the
literature.

13.4.1 Two-Compartment Model for 131I-G250 Antibody

Loh and coworkers [13] studied the biokinetics of 131I-G250 antibody in renal cell
carcinoma patients. They chose to use a two-compartment model representing the
serum and the rest of the body (Fig. 13.7).

The activity was injected in the serum and assumed to be excreted from the
rest of the body. During the time when the patients were isolated, due to radi-
ation safety constraints, the whole-body activity content was obtained by survey

Whole body

Serum
Rest of
body

Fig. 13.7 The two-compartment model used by Loh and coworkers [13] when studying the bioki-
netics of 131I-G250 antibody in patients with renal cell carcinoma. The activity was injected in the
serum and excreted from the rest of the body
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meter measurements using a handheld ionisation chamber. When the patients were
released from isolation, planar whole body gamma camera images were collected.
The geometric mean was taken of the anterior and posterior counts, and the patient
thickness for attenuation correction was obtained from a CT image. Blood samples
were drawn throughout the treatment, and the activity content was measured using
a gamma counter.

13.4.2 Three- and Five-Compartment Models for 111In-Labelled
Monoclonal Antibody

Odom-Maryon and coworkers [14] studied the biokinetics of the 111In-labelled
monoclonal antibody T84.66 in patients with carcinoembryonic antigen-producing
metastases. They used a three-compartmental model to describe the activity content
in blood and the excretion with urine (Fig. 13.8, left panel) and a five-compartment
model to describe the activity content in blood and urine as well as the liver, the rest
of the body, and faeces (Fig. 13.8, right panel).

The activity was injected in the blood, and eight blood samples were taken:
immediately after injection, 30 min after injection, and 1, 2 and 6 h after injections
as well as at every acquisition. Four whole-body images were collected (6, 24, and
48 h after injection as well as one between 4 and 7 days postinjection). In addition,
two SPECT images were collected: 48 h after injection and between 4 and 7 days
postinjection. Daily urine samples were collected for up to 5 days after injection.
A bowel cathartic was administered to the patients before every scan to reduce the
faecal gastrointestinal activity, but the faeces were not collected. Blood and urine
samples were measured in a gamma counter. The geometric mean of the anterior
and posterior images was used to determine the activity in the organs and whole
body.

Blood BloodResidual Residual Liver-
blood

UrineFaecesUrine

Fig. 13.8 The compartment models used by Odom-Maryon and coworkers [14] when studying the
biokinetics of the 111In-labelled monoclonal antibody T84.66 in patients with carcinoembryonic
antigen-producing metastases. Left: The three-compartment model. Right: The five-compartment
model
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Fig. 13.9 The compartment model used by Janzen and coworkers [15] to describe the iodide
uptake in the thyroid in patients with autonomous nodule syndrome

13.4.3 Nine-Compartment Model for Radioiodine

Janzen and coworkers [15] studied the biokinetics of radioiodine in the thyroid in
patients with autonomous nodule syndrome; 123I for dosimetric studies and 131I for
therapy was administered. The thyroids of the patients were imaged up to 120 h dur-
ing the dosimetric study and up to 46 days during therapy. In some patients, also
concentrations in blood and urine samples were measured. A nine-compartment
model structure was developed (Fig. 13.9); the thyroid was split into a healthy lobe
and an autonomously functioning nodule, each with its own characteristic kinetics.
The structure explicitly differentiated between inorganic iodide and organic iodine
in blood, nodule, and lobe, so that each of these tissues was actually described by
two compartments. Organic iodide is excreted into the faeces, whereas inorganic
iodine can be transported to other body tissues or excreted into the urine. A popula-
tion kinetics approach was used to identify the parameters depending on individual
kinetics and those common to the whole population and thus to single out those fea-
tures of the biokinetic structure that need to be closely and individually investigated
in each patient.

13.4.4 Thirteen-Compartment Model for 111In-DOTATOC

Cremonesi and coworkers [16] used a compartment model containing 13 differ-
ent compartments to describe the biokinetics of 111In-DOTATOC in patients with
neuroendocrine tumours. The compartments represented blood, extracellular fluid,
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Fig. 13.10 The compartment model used by Cremonesi and coworkers [16] to describe the bioki-
netics of 111In-DOTATOC in patients with neuroendocrine tumours. The activity was injected in
the blood and excreted in the urine via the kidneys. The organs were represented by one fast and
one slow component. ECF extracellular fluid

heart content, lungs, spleen, liver, kidneys, and urine (Fig. 13.10). The heart content,
lungs, spleen, liver and kidneys were all represented by two compartments each. The
two compartments for one organ correspond to one fast and one slow component.

The activity was injected in the blood, and blood samples were drawn at 30 s; 1,
3, 5, 10, 15, 20, and 30 min; and 1, 3, 12, 16, 24, 36, and 48 h after injection. All
urine was collected up to 50 h after injection in eight different samples. The activity
content in the blood and urine was determined with a gamma counter. Planar whole-
body images were collected 30 min after injection as well as after 3–4, 24, and
48 h. One SPECT acquisition was made for each patient 3–4 h after injection. The
conjugate view method was used to determine the activity content in the organs and
whole body. In this study 111In-DOTATOC was used to determine the biokinetics
of 90Y-DOTATOC due to the fact that 90Y is not suitable for imaging with a gamma
camera. This means that 111In was used as a tracer for 90Y, which was the tracee.

13.4.5 Twenty-Compartment Model for FDG

Hays and Segall [17] used a 20-compartment model to describe the biokinetics of
the PET substance 18F-FDG (2-[18F]-2-deoxy-D-glucose). They used four compart-
ments each for the myocardium, liver, and brain; three compartments for the lungs;
two each for the whole body and other tissues; and one for the urine (Fig. 13.11).

The activity was injected in the blood, and dynamic PET images using a single
bed position over the lower chest area, including the heart and the upper part of the
liver, were collected. The data collection started immediately after injection. PET
images were collected for 20 s each during the first 5 min, after that for 1 min each
during the following 10 min, and for 5 min each for the following 75 min. Blood
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Fig. 13.11 The compartment model used by Hays and Segall [17] to describe the biokinetics for
18F-FDG (2-[18F]-2-deoxy-D-glucose). The activity was injected in the blood and excreted with
the urine

samples were collected as close to the middle of each PET acquisition as possible.
The imaging and blood sampling stopped after 90 min, and one urine sample was
collected. Previously published parameters of the brain kinetics were used in the
modelling.
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Chapter 14
Voxel Phantoms for Internal Dosimetry

Maria Zankl, Helmut Schlattl, Nina Petoussi-Henss, and Christoph Hoeschen

14.1 Introduction

The calculation of radiation dose from internally incorporated radionuclides is based
on so-called absorbed fractions (AFs) and specific absorbed fractions (SAFs). AFs
specify the fraction of energy emitted by radioactivity in a given (source) organ that
is absorbed in the source organ itself and in other (target) organs. SAFs are AFs
divided by target organ mass. According to the MIRD (Medical Internal Radiation
Dose) formalism [1], the equations relating absorbed dose, S values, and SAFs are
as follows:

D.rT ; TD/ D
X

rS

�
A.rS ; TD/ � S.rT  rS / (14.1)

where D.rT ; TD/ is the absorbed dose in target region rT ; QA.rS ; TD/ is the time-
integrated or cumulated activity in source region rS (equal to the total number of
transformations in the source region occurring during time TD), and S.rT  rS / is
the so-called S value (i.e., absorbed dose in the target region per unit of cumulated
activity in the source region in mGyMBq�1s�1). This equation takes into account
the biokinetic processes; that is, it considers the fact that a target region is generally
irradiated by several source regions. For each source and target region combination,

S.rT  rS / D k �
X

i

Ei � Yi � ˚.rT  rS ; Ei / (14.2)

where Ei is the mean energy of radiation type i (i.e., the mean energy of the
i th transition), and Yi is the yield of radiation type i per transformation (i.e., the
number of i th transitions per nuclear transformation); ˚.rT  rS ; Ei / (acronym
SAF) is the fraction of energy emitted in rS that is absorbed in rT divided by the
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corresponding target region mass; k is a proportionality constant for the conversion
between the different units used. This sum takes into account the physical proper-
ties of the radionuclide decay (i.e., the different radiation types and energies emitted
in the nuclear transformations and their respective emission probabilities). Note: In
the equations of this chapter, the nomenclature recently proposed in MIRD Pamphlet
21 [2] is adopted.

Equations 14.1 and 14.2 show that for the assessment of internal patient doses, a
variety of parameters has to be known: the amount and path of intake of the radionu-
clide, the temporal distribution of the radionuclide within the body, the nuclear
decay data of the radionuclide considered, and the energy-dependent SAFs for the
relevant source and target regions. The methods for assessing the first-mentioned
parameters are covered by other chapters of this book. The present chapter concen-
trates on the evaluation of SAFs and presents some examples of absorbed doses per
unit activity administered for selected radiopharmaceuticals. Finally, possibilities
regarding a personalised (patient-specific) dosimetry are discussed.

14.2 The Calculation of Specific Absorbed Fractions

14.2.1 Phantoms

For over 30 years and until recently, SAFs were calculated at the Oak Ridge National
Laboratory (ORNL) on the basis of MIRD-type anthropomorphic phantoms, which
are mathematical phantoms describing the geometry of a reference body and its
organs by mathematical inequalities [3–5]. A whole range of SAF data exists, cov-
ering all ages [6]. More recently, three-dimensional (3D) models of the human
body were constructed from computed tomographic (CT) or magnetic resonance
imaging (MRI) data of real persons. Among other laboratories, the Helmholtz
Zentrum München – German Research Center for Environmental Health (i.e., the
former GSF – National Research Center for Environment and Health) has developed
12 voxel phantoms of individuals of different stature and ages: 2 paediatric ones
and 4 male and 6 female adult models [7–11]. An overview of the currently existing
voxel models can be found in the literature [12,13]. This type of body model, the so-
called voxel model (from voxelD volume element), was found to represent human
anatomy more realistically than the MIRD-type (also called “mathematical”) mod-
els with respect to organ shape and location. First studies revealed that, due to the
simplified inequalities used to describe the organs in the MIRD-type models, some
of the interorgan distances tended to be larger in these models than they are in real-
ity, where neighbouring organs are often in immediate contact. This leads, especially
for lower photon energies, to higher values of SAFs for many source–target organ
combinations for the voxel models. These differences range from tens of percent
to orders of magnitude [14–22]. For internal dosimetry, the influencing parameters
are the relative position of source and target organs (for organ cross fire) and organ
mass (for organ self-absorption) [14,16,20,23]. Consequently, voxel phantoms that
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are based on CT data of real persons could significantly contribute to improved dose
assessment for patients.

Hence, the International Commission on Radiological Protection (ICRP) and the
International Commission of Radiation Units and Measurements (ICRU) decided
to use voxel models for the update of organ dose conversion coefficients, follow-
ing the recent revision of the ICRP recommendations [24]. According to the ICRP,
these voxel models should be representative of the adult reference male and refer-
ence female [25] with respect to their external dimensions and their organ masses.
Several attempts have been made to create voxel-based phantoms that correspond
to the ICRP reference anatomical values [9, 14, 26–31]. The reference computa-
tional phantoms adopted finally by the ICRP and ICRU were developed at the
Helmholtz Zentrum München in collaboration with the ICRP Task Group Dose
Calculations (DOCAL). Approximately 140 organs and tissues were segmented,
including objects that were not previously contained in the MIRD-type phantoms,
such as the main blood vessels, cartilage, muscles, and lymphatic nodes. The
external dimensions and nearly all organ masses of both models were adjusted to
the ICRP reference values. A detailed description of the reference computational
phantoms was provided by the ICRP [32]. The resulting reference computational
phantoms are characterised briefly in the following discussion.

The adult reference computational phantoms are defined in the form of a 3D
voxel array. The array entries are organ identification numbers that describe to which
organ a specific voxel belongs. The columns correspond to the x coordinates, with
numbers increasing from right to left; the rows correspond to the y coordinates,
increasing from front to back; and the slices correspond to the z coordinates, increas-
ing from the toes to the vertex of the body. The main characteristics of the adult
reference computational models are summarised in Table 14.1.

A graphical representation of the male and female adult reference computational
phantoms is shown in Fig. 14.1.

The skeleton is a highly complex structure composed of cortical bone, trabecular
bone, red and yellow bone marrow, cartilage, teeth, and “miscellaneous” skeletal tis-
sues (i.e., blood vessels and periosteum). A subregion of the bone marrow located
within 50 �m from the bone surfaces is defined as endosteal tissues (previously
also referred to as “bone surfaces”). The internal dimensions of most of these tis-
sues are smaller than the resolution of the reference computational phantoms; thus,
these volumes could not be segmented in the reference computational phantoms.

Table 14.1 Main characteristics of the adult male and female reference computational phantoms

Property Male Female

Mass (kg) 73 60
Height (m) 1.76 1.63
Voxel in-plane resolution (mm) 2.137 1.775
Slice thickness (mm) 8 4.84
Approximate number of tissue voxels (millions) 1.9 3.9
Number of columns 254 299
Number of rows 127 137
Number of slices 220 346
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Fig. 14.1 Frontal view of the male (left) and female (right) reference computational phantoms
representing the ICRP (International Commission on Radiological Protection) adult reference male
and reference female

Nevertheless, an attempt was made to represent the gross spatial distribution of the
source and target volumes in the voxel models as realistically as possible at the given
voxel resolution. Therefore, the skeleton was divided into those 19 bones and bone
groups for which individual data on red bone marrow content and marrow cellular-
ity were given in ICRP Publication 70 [33]. These were subdivided as cortical bone,
spongiosa, and – if applicable – medullary cavity. In total, 48 different identifica-
tion numbers were assigned to the skeleton. To fully exploit the available data on
red bone marrow distribution and marrow cellularity [33], the classified spongiosa
regions of different bones are composed of different ratios of mineral bone and red
and yellow bone marrow [10, 32].

It is not possible to segment the entire blood pool of the body; the larger part of
the blood volume is situated in the small vessels and capillaries inside the organs
and cannot be segmented. On the other hand, the elemental compositions of tissues
as listed in the relevant ICRP and ICRU publications [25,34] are exclusive of blood.
Therefore, the blood content in each organ as given in ICRP Publication 89 [25] was
considered by including a blood portion in the elemental tissue composition of each
organ.

In addition to the skeletal fine structures, there are other regions that could not
be directly segmented or could not be adjusted to their reference values due to their
small size or complex structure. These are as follows:
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� Extrathoracic airways (represented by an entire voxel layer lining the airways
of nose, larynx, and pharynx, whereas in reality they are only a few tens of
micrometres thick)

� Bronchi (not followed further than the first generations of branching)
� Bronchioles (too small for segmentation; represented by homogeneous lung tis-

sue with a density that is the average of the densities of bronchiolar tissue and
air)

� Skin (represented by one voxel layer wrapping the exterior of the phantoms)
� Cartilage (only partly segmented; rest included in elemental composition of

spongiosa regions)
� Gallbladder (sum of wall and contents has reference mass sum; otherwise, not

enough wall voxels to encompass the entire volume of the content)
� Adipose tissue (“residual tissue” used to adjust whole body mass to reference

value; matching of reference adipose tissue mass approximately achieved)

The eye lens masses were adjusted to the reference values, but the shape of the
lenses is somewhat coarse due to their small size compared to the voxel dimensions.

14.2.2 Monte Carlo Calculations

SAFs for a variety of phantoms have been calculated at various sites. For the new
male and female reference computational phantoms, SAFs were calculated at the
Helmholtz Zentrum München using the well-known Monte Carlo radiation trans-
port program package EGSnrc [35]. The calculations were performed for 55 source
and more than 65 target regions. For photons and electrons, 25 particle energies
between 10 and 10 MeV were considered, and the number of histories followed per
simulation was 5–10 million.

14.2.3 Comparison of SAF Values Calculated
with Stylized/Reference Computational
Phantoms (Photons)

In the following, SAF values calculated using the male and female reference
computational phantoms are compared with SAF values from the ORNL [6,36,37].

For organ self-absorption, there is a strong dependence of SAFs on organ mass,
which results in rather small differences between the MIRD values and the voxel
SAF values. Examples are shown in Fig. 14.2, which presents SAF values for self-
absorption in the liver and the thyroid.

There is excellent agreement between the values for the reference computational
phantoms and the values calculated previously at the ORNL. For the thyroid, a rather
small organ, the values calculated with EGSnrc and full secondary particle trans-
port are slightly lower for photon energies above approximately 500 keV than the
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Fig. 14.2 Specific absorbed fractions (SAFs) for photon self-absorption in the liver (a) and the
thyroid. (b). ORNL: Oak Ridge National Laboratory

previous values calculated with kerma approximation. This shows that, for small
organs, secondary particle equilibrium is not established above this photon energy.

For organ cross fire, larger discrepancies occur for some organ pairs between the
reference voxel and MIRD-type models, as can be seen in Fig. 14.3; these are due to
the fact that interorgan distances tend to be larger in the MIRD-type phantoms than
in reality. Consequently, the SAF values then have a tendency to be lower for the
MIRD-type phantoms than for voxel phantoms.

Figure 14.4 presents photon SAF values for irradiation of the stomach wall
by a uniformly distributed source in the stomach contents. Here again, excellent
agreement of the EGSnrc calculated values for the new ICRP/ICRU reference
computational phantoms with the previous values from the ORNL can be seen.
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Fig. 14.3 Specific absorbed fractions (SAFs) for photon cross fire from stomach contents as source
region to the target region liver. ORNL Oak Ridge National Laboratory
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Fig. 14.4 Specific absorbed fractions (SAFs) for photon irradiation of the stomach wall from
stomach contents as source region. ORNL Oak Ridge National Laboratory

14.2.4 Comparison of ICRP 30 Approximations and Calculated
Electron SAF Values

As mentioned, the photon SAF values for the mathematical models, used as input
data from many software tools for internal dosimetry, were calculated at the ORNL
[6]. For electrons, no SAF values stemming from particle transport were available.
Instead, the following assumptions were used [38]: For solid regions,
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�.rT  rS ; Ei / D

8
ˆ̂<

ˆ̂:

1; if rT D rS

0; if rT ¤ rS
MrT

MWB
; if rS DWB

(14.3)

where rT is the target region; rS is the source region; WB is the whole body; MrT

and MWB are the masses of the target region and of the whole body, respectively;
and �.rT  rS ; Ei / is the fraction of energy emitted in rS that is absorbed in
rT (AF).

For contents of walled organs, the assumption was used that the dose to the wall
is the dose at the surface of a half-space or half the equilibrium dose to the contents:

ˆ.wall contents/ D 0:5

Mcontents
(14.4)

which means that the AF is half the mass ratio of wall and contents,

�.wall contents/ D 0:5 � Mwall

Mcontents
(14.5)

More recently, electron AFs have been published by the ICRP for irradiation of the
radiation-sensitive target cell layers in specific regions of the alimentary tract from
sources in the wall and contents of these regions [39]. Therefore, the approximation
mentioned of half the equilibrium dose to the contents is currently retained only for
the urinary bladder wall.

In the following, SAF values for electrons calculated using the male and female
reference computational phantoms are compared with SAF values following the
assumptions of ICRP Publication 30 [38]. These results confirm earlier findings
that the previously applied assumption of electrons being fully absorbed in the
source organ itself is not always true at electron energies above approximately
300–500 keV [23].

Electron SAF values for self-absorption in the liver and the thyroid are shown
in Fig. 14.5. It can be seen that high-energy electrons have the ability to leave the
source organ. This effect is much more pronounced in the thyroid, which is a small
organ and therefore has a high surface-to-volume ratio.

Monte Carlo calculated electron SAFs for cross fire from the kidneys to the thy-
roid and from the stomach contents to the liver are shown in Fig. 14.6. While the
electron cross-fire SAFs for distant organs, such as kidneys and thyroid, are indeed
negligibly small, the electron SAFs for neighbouring organs, such as stomach con-
tents and liver, can reach the same magnitude as those for photons for electron
energies above 1 MeV.

Finally, electron SAFs calculated with EGSnrc for irradiation of the urinary
bladder wall by activity in the contents are presented in Fig. 14.7. The energy-
independent values from the ICRP 30 assumption are 2:5 kg�1 for both phantoms if
a urinary bladder content mass of 0.2 kg is assumed. Obviously, this is a substantial
overestimation, especially for electron energies below 1 MeV.
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Fig. 14.5 Electron specific absorbed fractions (SAFs) calculated with the adult male and female
reference computational phantoms for self-absorption in the liver and the thyroid, compared with
the constant values derived using the ICRP 30 approximation of full electron absorption in the
source organ

14.3 Evaluation of Absorbed Doses per Administered Activity
for Selected Radiopharmaceuticals

For the following absorbed dose coefficients, photon as well as electron SAFs
were calculated and implemented for the calculation of doses due to radiophar-
maceuticals. As an example, absorbed doses per administered activity of 18F-FDG
(2-fluoro-2-deoxy-d-glucose) are given in Table 14.2, evaluated with and without
explicit electron transport, to quantify the impact of the improved electron dosime-
try. For comparison, also the values from ICRP Publication 106 are given that have
been evaluated with MIRD-type phantoms and without electron transport.
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Fig. 14.6 Electron specific absorbed fractions (SAFs) calculated with EGSnrc and the adult male
and female reference computational phantoms for cross fire from the kidneys to the thyroid and
from the stomach contents to the liver. For both cases, the International Commission on Radiolog-
ical Protection (ICRP) 30 assumption of full electron absorption in the source organ results in zero
SAFs

The organ-absorbed doses per administered activity for the two evaluation meth-
ods agreed within 4% for all non-source organs. As expected, the organ-absorbed
doses for most of the source organs evaluated with calculated electron SAFs were
slightly lower than those for the ICRP 30 approach, with differences up to 4.1% for
the solid source organs. The dose to the urinary bladder wall was 61% lower for
the male and 59% lower for the female reference computational phantom using the
calculated electron SAFs, compared to the ICRP 30 approach, due to the large differ-
ence in SAFs, especially at electron energies below 1 MeV (see Fig. 14.7). The fact
that most of the differences are so small is probably because of the predominance of
activity cumulated in the remaining tissues. Therefore, the decrease in source organ
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Fig. 14.7 Electron specific absorbed fractions (SAFs) calculated with EGSnrc and the adult male
and female reference computational phantoms for cross fire from the urinary bladder contents to the
urinary bladder wall. The ICRP 30 assumption of half the equilibrium dose to the contents results
in an energy-independent value of 2.5 kg�1 if one assumes a urinary bladder contents mass of
0.2 kg, which is the value for both reference computational phantoms. If a urinary bladder contents
mass of 0.120 kg is assumed, the value of the SEECAL software [6], the overestimation is even
more pronounced. ICRP International Commission on Radiological Protection

self-dose and increase in organ cross-fire dose for neighbouring organs have only a
small impact on the overall absorbed dose values.

14.4 Towards a More Personalised Dosimetry

While both the MIRD-type and the new ICRP/ICRU reference computational phan-
toms were designed to match the physical characteristics of the ICRP reference
male and reference female [25], they do not necessarily represent the individual
patient under study. Voxel phantoms, based on CT data of real persons, could sig-
nificantly contribute to a better approach in providing guidance on how to properly
scale reference phantom S values to fit the individual patient. A study using seven
individual adult voxel phantoms was therefore performed to examine the influence
of individual organ masses and individual organ topology on SAF and S values
[20, 41].

14.4.1 Characteristics of Seven Adult Voxel Phantoms

For this study, a variety of voxel models was used, all except one segmented at the
Helmholtz Zentrum München. The main characteristics of these phantoms are given
in Table 14.3 and selected organ masses in Table 14.4.
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Table 14.2 Comparison of organ-absorbed doses per administered activity (mGy/MBq) for the
18F-FDG (2-fluoro-2-deoxy-d-glucose) radiopharmaceutical, calculated using the ICRP 30 approx-
imation and electron specific absorbed fractions (SAFs). The MIRD values of ICRP Publication
53 are also shown [40]. The source organs are marked by an asterisk

Organ Organ dose per unit administered activity (mGy MBq�1)
Male Female
ICRP 30 With ICRP 30 With ICRP
approximation electron approximation electron Publication

SAFs SAFs 53

R-marrow 1.25E-2 1.25E-2 1.44E-2 1.44E-2 1.1E-2
Colon 1.27E-2 1.26E-2 1.59E-2 1.58E-2 1.4E-2
Lungs 1.28E-2 1.28E-2 1.50E-2 1.51E-2 1.1E-2
St-wall 1.18E-2 1.17E-2 1.28E-2 1.27E-2 1.2E-2
Breast 8.71E-3 8.70E-3 1.14E-2 1.13E-2 1.1E-2
Ovaries 2.41E-2 2.40E-2 1.5E-2
Testes 1.06E-2 1.06E-2 1.5E-2

� UB-wall 1.66E-1 6.45E-2 1.67E-1 6.82E-2 1.7E-1
Oesophagus 1.42E-2 1.43E-2 1.62E-2 1.65E-2
Liver 1.17E-2 1.17E-2 1.33E-2 1.33E-2 1.2E-2
Thyroid 9.82E-3 9.85E-3 1.18E-2 1.18E-2 9.7E-3
Endost-BS 1.02E-2 1.03E-2 1.22E-2 1.22E-2 1.0E-2

� Brain 2.55E-2 2.54E-2 2.80E-2 2.79E-2 2.6E-2
S-glands 8.89E-3 8.90E-3 1.12E-2 1.12E-2
Skin 7.67E-3 7.44E-3 9.21E-3 8.89E-3
Adrenals 1.27E-2 1.28E-2 1.42E-2 1.42E-2 1.4E-2
ET 9.83E-3 9.86E-3 1.18E-2 1.18E-2
GB-wall 1.10E-2 1.08E-2 1.28E-2 1.25E-2

� Ht-wall 5.74E-2 5.54E-2 7.34E-2 7.05E-2 6.5E-2
� Kidneys 2.06E-2 2.05E-2 2.30E-2 2.29E-2 2.1E-2

Lymph 1.39E-2 1.40E-2 1.51E-2 1.53E-2
Muscle 9.87E-3 9.87E-3 1.20E-2 1.20E-2
O-mucosa 9.48E-3 9.52E-3 1.11E-2 1.12E-2
Pancreas 1.18E-2 1.18E-2 1.33E-2 1.33E-2 1.2E-2
Prostate 2.97E-2 3.01E-2
SI-wall 1.41E-2 1.40E-2 1.75E-2 1.75E-2 1.3E-2
Spleen 1.16E-2 1.16E-2 1.32E-2 1.32E-2 1.2E-2
Thymus 1.19E-2 1.19E-2 1.47E-2 1.48E-2
Uterus 3.46E-2 3.48E-2 2.0E-2

R-marrow: red marrow, St-wall: stomach wall, UB-wall: urinary bladder wall, Endost-BS: endos-
teum, S-glands: salivary glands, ET: extrathoracic airways, GB-wall: gallbladder wall, Ht-wall:
heart wall, O-mucosa: oral mucosa, SI-wall: small intestine wall

14.4.2 Method to Adjust Source Organ Mass to Reference Values

Since photons have only a moderate ability to penetrate, especially at the low ener-
gies typical for many radionuclides, a large amount of energy is absorbed in the
source organ itself. Hence, the SAF values for self-absorption are strongly influ-
enced by the source organ mass, which can be quite different for the individual
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Table 14.3 Main characteristics of seven individual voxel phantoms. Voxelman is the model from
Zubal et al. [42]. All other voxel models were segmented at the Helmholtz Zentrum MRunchen

Age Height Mass Body region Voxel Voxel Slice No. of
(years) (cm) (kg) width depth thickness slices

(mm) (mm) (mm)

Frank 48 Head and trunk 0.74 0.74 5 193
Golem 38 176 69 Whole body 2.08 2.08 8 220
Visible Human 38 180 103 Head to knee 0.91 0.94 5 250
Voxelman 178 70 Head to thigh 3.75 3.75 4 236
Donna 40 176 79 Whole body 1.875 1.875 10 179
Helga 26 170 81 Head to thigh 0.98 0.98 10 114
Irene 32 163 51 Whole body 1.875 1.875 5 348

phantoms. For studying the influence of the individual organ topology, indepen-
dent of the individual organ masses, this influence of the source organ mass is
impedimental. Therefore, a method was developed that allows performing the cal-
culations as if the source organ had the ICRP reference mass, although in reality
this is not the case. Thus, two independent calculations could be performed for each
phantom and source organ, one using the individual source organ mass, the other
assuming the reference organ mass [20].

14.4.3 Dependence of SAFs for Photons on Individual
Anatomical Characteristics

The organ with the largest mass variability among the seven voxel models was the
thyroid, ranging from 6.2 g (Voxelman) to 31.8 g (Visible Human), that is, approxi-
mately a factor of 5. The large influence of the organ mass can be seen in Fig. 14.8,
which shows photon SAFs for self-absorption in the thyroid for individual as well
as reference thyroid masses.

The MIRD Committee recommends scaling reference SAF values for organ self-
absorption with the inverse 2/3 power of the organ mass [43]. By examining the ratio
of the individual thyroid self-absorption SAFs calculated with individual thyroid
masses and those assuming reference thyroid masses, this relation was confirmed
[41] (see Fig. 14.9).

For organ cross fire, on the other hand, no dependence on source organ mass was
found. This can be seen in Fig. 14.10, in which SAFs for irradiation of the lungs by
activity in the thyroid for the seven phantoms with their original, individual thyroid
mass are shown, as well as the ratios of the SAFs evaluated with the individual
thyroid masses over those evaluated with the reference thyroid masses. While the
SAFs for the individual phantoms showed a large variability, the SAF ratios were
close to unity for all phantoms and photon energies above 100 keV. This shows that
the SAFs for organ cross-fire do not depend on the source organ mass.
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Table 14.4 Selected organ masses of the seven individual voxel phantoms compared with the
reference values [25]

ICRP Frank Golem Visible Voxelman ICRP Donna Helga Irene
reference Human reference
male female

Adipose 13,500 30,590a 19,970 26,040a 26.7 17,700 34,820 39,800a 11,630
tissue

Adrenals 14 13.6 22.8 7.2 3.7 14. 21.7 6.6 12.4
Bladder wall 45 56.6 68.4 51.9 186 45 61.0 60.8 39.0
Bladder 200 218 272 41.2 382 200 45.0 22.1 25.5

contents
Brain 1,400 1,827 1,218 1,429 1,081 1,200 1,208 1,279 1,255
Breast 26 1.8b – – – 360 43.9b 134b 57.0b

Colon wall 370 379 297 790 1,080 360 322 426 271
Colon 355 666 237 2,186 67.0 294 309 609 273

contents
Gallbladder 10 9.0 8.3 3.1 19.4 8 6.6 5.7 19.3
Heart 330c 381c 716 637 553 240c 446c 531c 472c

Kidneys 310 494 316 383 450 275 281 390 212
Liver 1,800 2,072 1,592 2,037 1,729 1,400 1,585 1,757 1,225
Lungs 1,000 1,338 729 1,026 912 800 631 463 685
Muscle 28,000 13,820a 26,970 40,970a 21,160a 17,000 25,420 21,340a 21,100
Oesophagus 40 62.6 30.1 86.2 37.9 30 27.7 28.0 24.3
Ovaries – – – – – 11 12.1 11.9 11.9
Pancreas 100 60.0 71.9 62.5 46.8 85 41.2 43.3 61.9
Red bone 1,170 1,363a 1,177 1,399 1,223 900 1,012 1,043 916
marrow
Skeleton 10,500 7,250a 10,450 8,841a 6,448a 7,800 7,484 6,503a 8,201
Skin 2,600 737a 4,703 1,950a 18,000 1,790 4,351 1,653a 3,620
Small 640 664 959d 521 1,562d 600 435 443 396

intestine
Ccont. 400 382 767 331 363 637 311
Spleen 180 339 174 266 329 150 306 298 203
Stomach wall 150 127 233 258 303 140 195 62.8 163
Stomach 250 177 140 166 207 305 10.3 205

contents
Testes 35 – 21.1 25.5 102 – – – –
Thymus 20 3.3 10.7 14.0 – 20 19.0 7.7 25.3
Thyroid 20 22.3 25.8 31.8 6.2 17 18.7 31.5 20.0
Uterus – – – – – 80 71.7 79.8 25.0
ICRP International Commission on Radiological Protection.
aCorresponding mass of part of the arms and legs is missing.
bGlandular tissue only.
cWall (muscle) only.
d Wall and contents not separated.
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Fig. 14.8 Photon specific absorbed fraction (SAF) values for self-absorption in the thyroid for
seven individual voxel phantoms. Top: Individual thyroid masses ranging from 6.2 to 31.8 g. Bot-
tom: Reference thyroid masses of 17 g (female phantoms) and 20 g (male phantoms), respectively.
ORNL Oak Ridge National Laboratory

For cross-fire photon SAFs, it is further known that there is reciprocity between
source and target organs [3, 44], which means that

ˆ.rT  rS ; Ei ; t/ � ˆ.rS  rT ; Ei ; t/ (14.6)

This ensures that the cross-fire photon SAFs are also independent of the target organ
mass. Hence, the reason for the individual variability must be due to the topology of
the organs, namely, the distances between the source and target organ.

Table 14.5 shows interorgan distances for selected organ pairs in the seven adult
voxel phantoms compared to those for the MIRD-type phantom Adam [45].
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Fig. 14.9 Ratios for thyroid self-absorption of specific absorbed fraction (SAF) values for seven
adult voxel models calculated using individual thyroid masses, over SAFs calculated for thyroid
masses adjusted to the reference value. The values of the inverse 2/3 power of the organ mass ratios
for the various phantoms are 0.93 (Frank), 0.84 (Golem), 0.73 (Visible Human), 2.18 (Voxelman),
0.93 (Donna), 0.66 (Helga), and 0.90 (Irene)

Although there is a large variability of the interorgan distances among the seven
individual voxel phantoms, it can be seen that, in many cases, the interorgan distance
for the MIRD-type phantom was larger than any of the interorgan distances for the
voxel phantoms.

14.4.4 Organ Absorbed Doses per Incorporated Activity
for Individual Voxel Phantoms

In the following, organ-absorbed doses per incorporated activity for the seven
individual voxel models are given in Table 14.6 for 99mTc-pertechnetate and in
Table14.7 for 123I-iodide, two examples of frequently used radiopharmaceuticals.
Accepting the low impact of Monte Carlo calculated electron SAFs demonstrated,
the ICRP 30 approach was used for this evaluation.

Compared to photon SAFs, which may differ by orders of magnitude, the
variability of organ-absorbed doses is much reduced. Nevertheless, there were sig-
nificant dose differences among the individual voxel models: In only 27 of 44 cases,
the doses for the voxel models agreed within 50% of their average value; in 10
cases, the variation exceeded 60%, and 100% in 4 cases. Despite the relatively large
dose ranges spanned by the voxel models, in 19 cases the doses for the MIRD
phantom were still outside this range. Since for the evaluation of organ-absorbed
doses all source organs were assigned reference masses, these results showed that
there is a significant influence of individual organ topology on the resulting doses.
An additional evaluation of the organ-absorbed doses per incorporated activity for
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Fig. 14.10 Specific absorbed fractions (SAFs) for irradiation of the lungs by activity in the thyroid,
calculated with the original, individual thyroid mass (top) and ratios of these SAFs over those
evaluated with thyroid masses adjusted to the reference values (bottom). ORNL Oak Ridge National
Laboratory

123I using the original, individual source organ masses increased the variability
of absorbed doses in these organs significantly, with the largest increase from a
(variation of 17.2% to 203.8%) for the thyroid [20].

14.5 Summary/Conclusions

The ICRP and the ICRU have decided to use voxel-based models for the update
of organ dose conversion coefficients, following the recent revision of the ICRP
recommendations. Adult male and female reference computational phantoms were
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Table 14.5 Interorgan distances (cm) for the voxel models of this study and the adult male Medical
Internal Radiation Dose (MIRD) phantom. Each distance shown is the arithmetic mean of the
distances of 5 million point pairs randomly selected in the two organs considered

Organ 1 Organ 2 MIRD Frank Golem Visible Voxelman Donna Helga Irene
human

Bladder contents Liver 31.2 29.3 32.1 36.2 28.8 32.8 35.2 28.6
Bladder contents Lungs 46.2 39.2 43.2 47.5 39.6 43.2 44.7 43.1
Bladder contents Stomach 28.7 27.9 31.5 36.7 29.1 31.9 35.7 30.3
Bladder contents Thyroid 64.3 54.2 54.7 59.2 50.7 53.9 54.2 53.9
Kidneys Bladder wall 27.7 20.2 25.7 27.6 26.4 27.8 28.4 25.6
Kidneys Liver 15.3 15.5 13.4 15.5 14.1 12.5 13.9 11.1
Kidneys Lungs 24.2 23.4 20.9 23.6 20.6 18.8 19.6 20.2
Kidneys Stomach 15.4 15.5 13.5 15.6 13.6 11.8 12.9 11.1
Kidneys Thyroid 41.8 37.1 31.3 34.5 30.5 28.6 28.2 30.6
Liver Lungs 21.3 18.4 16.5 17.2 17.5 15.7 15.4 17.9
Liver Stomach 18.8 14.2 13.3 15.1 14.1 13.8 14.5 12.2
Liver Thyroid 36.9 29.4 25.3 25.9 25.8 23.7 22.1 27.3
Stomach contents Lungs 22.3 18.4 16.7 16.1 15.9 16.8 14.5 15.7
Stomach contents Thyroid 38.0 28.5 25.3 24.5 24.1 24.4 20.3 24.2
Thyroid Lungs 22.6 19.3 15.2 15.9 14.9 14.9 13.5 14.5

developed at the Helmholtz Zentrum München in collaboration with the ICRP Task
Group DOCAL. Approximately 140 organs and tissues were segmented, including
objects that were not previously contained in the MIRD-type phantoms. The exter-
nal dimensions and nearly all organ masses of both models were adjusted to the
ICRP reference values.

Photon SAFs have been calculated for the new voxel-based reference computa-
tional phantoms adopted by the ICRP and the ICRU. For photon SAFs for organ
self-absorption, there is excellent agreement between the values for the reference
computational phantoms and the values calculated previously at the ORNL. For
organ cross fire, larger discrepancies occur for some organ pairs between the refer-
ence voxel and MIRD-type models; these are due to the fact that interorgan distances
tend to be larger in the MIRD-type phantoms than in reality. Consequently, the
SAF values then have a tendency to be lower for the MIRD-type phantoms than for
voxel phantoms. For irradiation of the wall by activity in the contents of an organ,
again excellent agreement of the EGSnrc calculated values for the new ICRP/ICRU
reference computational phantoms with the previous values from the ORNL can
be seen.

The explicit Monte Carlo calculation of electron SAF values showed that high-
energy electrons have the ability to leave the source organ. Consequently, the ICRP
30 approach assuming full absorption of electrons in the source organ presents an
overestimation for organ self-absorption and an underestimation for organ cross fire
for electron energies above approximately 1 MeV. For neighbouring organs, such as
stomach contents and liver, electron SAFs can reach the same magnitude as those
for photons for electron energies above 1 MeV. For irradiation of the urinary bladder
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Table 14.6 Organ-absorbed doses per incorporated activity of 99mTc-pertechnetate for seven
individual voxel phantoms and the corresponding values for Medical Internal Radiation Dose
(MIRD)-type phantoms from ICRP Publication 53 [40]. The source organs are marked by an
asterisk. In case of the bladder, the source is in the contents
Organ Organ dose per unit administered activity (mGy MBq�1)

MIRD Frank Golem Visible Voxelman Donna Helga Irene
Human

Bladder wall � 1.9E-02 1.54E-02 1.31E-02 1.96E-02 2.20E-02 1.97E-02 2.10E-02 2.36E-02
Breast 2.3E-03 – – – – 2.42E-03 2.09E-03 2.96E-03
Colon wall � 4.2E-02 4.38E-02 4.10E-02 4.10E-02 3.89E-02 5.01E-02 4.66E-02 5.07E-02
Ovaries 1.0E-02 – – – – 7.70E-03 6.11E-03 9.60E-03
Testes 2.7E-03 – 2.53E-03 2.45E-03 4.44E-03 – – –
Liver 3.9E-03 6.08E-03 5.86E-03 5.16E-03 5.22E-03 4.61E-03 6.15E-03 5.34E-03
Lungs 2.7E-03 4.84E-03 3.84E-03 3.66E-03 4.35E-03 3.26E-03 3.30E-03 3.83E-03
Oesophagus – 6.04E-03 4.53E-03 5.47E-03 5.37E-03 3.88E-03 4.11E-03 3.77E-03
Red bone 6.1E-03 3.54E-03 3.80E-03 3.34E-03 5.96E-03 4.04E-03 3.98E-03 4.64E-03

marrow
Skeleton 3.9E-03 4.87E-03 3.95E-03 4.54E-03 6.39E-03 4.63E-03 5.44E-03 5.01E-03
Skin – 1.50E-03 1.89E-03 1.78E-03 8.22E-03 2.73E-03 2.04E-03 2.98E-03
Stomach � 2.9E-02 2.85E-02 3.00E-02 2.94E-02 3.69E-02 3.02E-02 3.44E-02 3.08E-02

wall
Thyroid � 2.3E-02 2.35E-02 2.88E-02 2.39E-02 2.87E-02 3.38E-02 2.79E-02 2.73E-02
Adrenals 3.6E-03 6.79E-03 5.75E-03 5.06E-03 5.18E-03 8.82E-03 7.71E-03 6.83E-03
Brain – 2.33E-03 1.85E-03 1.70E-03 1.93E-03 1.83E-03 1.93E-03 2.45E-03
Kidneys � 5.0E-03 8.73E-03 7.14E-03 6.94E-03 7.77E-03 6.78E-03 8.73E-03 6.76E-03
Muscle – 2.89E-03 2.93E-03 3.29E-03 3.60E-03 4.00E-03 4.14E-03 4.21E-03
Pancreas 5.9E-03 8.02E-03 1.04E-02 7.52E-03 8.16E-03 9.73E-03 1.02E-02 9.15E-03
Small � 1.8E-02 1.31E-02 1.13E-02 9.88E-03 1.38E-02 1.35E-02 1.27E-02 1.38E-02

intestine
wall

Spleen 4.4E-03 6.52E-03 5.42E-03 5.35E-03 7.42E-03 7.91E-03 7.93E-03 6.80E-03
Thymus – 1.97E-03 3.48E-03 2.69E-03 – 3.17E-03 2.53E-03 4.04E-03
Uterus 8.1E-03 – – – – 9.98E-03 6.45E-03 1.33E-02

wall by activity in the contents, the energy-independent values from the ICRP 30
assumption present a substantial overestimation, especially for electron energies
below 1 MeV.

The organ-absorbed doses per administered activity evaluated with and without
explicit electron transport for 18F-FDG agree within a few percent for all non-source
organs. As expected, the organ-absorbed doses for the source organs evaluated with
calculated electron SAFs are slightly lower than those for the ICRP 30 approach.
The dose to the urinary bladder wall is significantly lower for the male and female
reference computational phantom using the calculated electron SAFs, compared to
the ICRP 30 approach, due to the large difference in SAFs, especially at electron
energies below 1 MeV. However, the decrease in source organ self-dose and increase
in organ cross-fire dose for neighbouring organs have only a small impact on the
overall absorbed dose values, apart from the urinary bladder wall.
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Table 14.7 Organ-absorbed doses per incorporated activity of 123I-iodide for seven individual
voxel phantoms and the corresponding values for Medical Internal Radiation Dose (MIRD)-type
phantoms from ICRP Publication 53 [40]. The source organs are marked by an asterisk. In case of
the bladder, the source is in the contents
Organ Organ dose per unit administered activity (mGy MBq�1)

MIRD Frank Golem Visible Voxelman Donna Helga Irene
Human

Bladder wall � 6.90E-02 5.38E-02 4.83E-02 7.73E-02 4.62E-02 7.67E-02 8.73E-02 9.83E-02
Breast 5.00E-03 – – – – 5.35E-03 4.24E-03 6.90E-03
Colon wall � 1.50E-02 1.26E-02 1.31E-02 1.36E-02 2.00E-02 1.30E-02 1.24E-02 1.34E-02
Ovaries 1.10E-02 – – – – 1.30E-02 1.44E-02 2.12E-02
Testes 5.20E-03 – 4.90E-03 4.74E-03 8.20E-03 – – –
Liver 6.30E-03 1.07E-02 9.73E-03 8.42E-03 1.04E-02 9.00E-03 1.01E-02 9.51E-03
Lungs 6.10E-03 1.15E-02 1.21E-02 1.17E-02 1.41E-02 1.09E-02 1.27E-02 1.39E-02
Oesophagus 3.12E-02 5.44E-02 3.41E-02 4.50E-02 4.29E-02 5.65E-02 5.09E-02
Red bone 9.80E-03 7.90E-03 8.65E-03 7.18E-03 1.01E-02 8.66E-03 9.40E-03 1.06E-02

marrow
Skeleton 7.50E-03 1.16E-02 9.25E-03 9.97E-03 1.38E-02 1.03E-02 1.33E-02 1.19E-02
Skin 4.10E-03 4.24E-03 4.16E-03 3.74E-03 1.52E-02 6.06E-03 4.55E-03 6.58E-03
Stomach � 6.80E-02 1.65E-01 1.73E-01 1.77E-01 2.09E-01 1.76E-01 1.97E-01 1.79E-01

wall
Thyroid � 3.2 3.08 3.08 3.09 3.1 3.65 3.59 3.59
Adrenals 6.40E-03 1.30E-02 1.15E-02 8.34E-03 1.41E-02 1.45E-02 2.14E-02 1.57E-02
Brain 5.70E-03 4.72E-03 3.99E-03 3.67E-03 4.43E-03 4.21E-03 4.47E-03 5.17E-03
Kidneys � 1.10E-02 1.65E-02 1.37E-02 1.27E-02 1.90E-02 1.37E-02 1.56E-02 1.36E-02
Muscle 7.90E-03 7.55E-03 6.94E-03 7.25E-03 8.32E-03 8.44E-03 9.58E-03 8.91E-03
Pancreas 1.40E-02 1.75E-02 1.95E-02 1.44E-02 2.61E-02 2.10E-02 2.50E-02 2.53E-02
Small � 4.30E-02 4.97E-02 3.67E-02 3.98E-02 5.57E-02 5.07E-02 4.72E-02 5.21E-02

intestine
wall

Spleen 9.60E-03 1.26E-02 1.25E-02 1.16E-02 1.83E-02 1.70E-02 1.65E-02 1.66E-02
Thymus 7.10E-03 4.84E-03 4.56E-02 9.68E-02 – 1.49E-02 1.77E-02 1.16E-02
Uterus 1.40E-02 – – – – 2.45E-02 1.63E-02 4.65E-02

While both the MIRD-type and the new ICRP/ICRU reference computational
phantoms were designed to match the physical characteristics of the ICRP refer-
ence male and reference female, they do not necessarily represent the individual
patient under investigation. A study using seven individual adult voxel phantoms
was performed to examine the influence of individual organ masses and individual
organ topology on SAF and S values.

The MIRD Committee recommends scaling reference SAF values for organ self-
absorption with the inverse 2/3 power of the organ mass; this relation was confirmed.
For organ cross fire, on the other hand, no dependence on source organ mass was
found. Together with the reciprocity principle, this ensures that the cross-fire pho-
ton SAFs are also independent of the target organ mass. Hence, the reason for the
individual variability must be due to the variability of the interorgan distances.
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Compared to photon SAFs, which may differ by orders of magnitude, the vari-
ability of organ-absorbed doses per administered activity of radiopharmaceuticals is
much reduced. Nevertheless, there are significant dose differences among the indi-
vidual voxel models. Despite the relatively large dose ranges spanned by the voxel
models, in many cases the doses for the MIRD phantom are still outside this range.
This shows that there is a significant influence of individual organ topology on the
resulting doses. An additional evaluation of the organ-absorbed doses per incorpo-
rated activity using the original, individual source organ masses showed a significant
mass dependence for those organs where self-absorption is dominant.

It should, however, be noted that the cumulated activity in the source organs
is ruled by biokinetic processes and body metabolism. Here, the uncertainties are
much higher than for the calculated SAF values, and the individual variability may
be much higher. Therefore, steps towards individual dosimetry are only meaningful
if individual biokinetic data also are available.
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