EVOLUTIONARY
PROTEIN
DESIGN

Volume 55

Frances H. Arnold




ADVANCES IN PROTEIN CHEMISTRY

Volume 55

Evolutionary Protein Design



This Page Intentionally Left Blank



ADVANCES IN
PROTEIN CHEMISTRY

EDITED BY
FREDERIC M. RICHARDS DAVID S. EISENBERG

Department of Molecular Biophysics Department of Chemistry and Biochemistry
and Biochemistry University of California, Los Angeles
Yale University Los Angeles, California
New Haven, Connecticut

PETER S. KIM

Department of Biology
Massachusetts Institute of Technology
Whitehead Institute for Biomedical Research
Howard Hughes Medical Institute Research Laboratories
Cambridge, Massachusetts

VOLUME 55

Evolutionary Protein Design

EDITED BY
FRANCES H. ARNOLD

California Institute of Technology
Pasadena, California

ACADEMIC PRESS

San Diego London Boston New York
Sydney Tokyo Toronto



This book is printed on acid-free paper.

Copyright © 2001 by Academic Press

All Rights Reserved.

No part of this publication may be reproduced or transmitted in any form or by any
means, electronic or mechanical, including photocopy, recording, or any information
storage and retrieval system, without permission in writing from the publisher.

The appearance of the code at the bottom of the first page of a chapter in this book
indicates the Publisher’s consent that copies of the chapter may be made for personal or
internal use of specific clients. This consent is given on the condition, however, that the
copier pay the stated per copy fee through the Copyright Clearance Center, Inc. (222
Rosewood Drive, Danvers, Massachusetts 01923), for copying beyond that permitted by
Sections 107 or 108 of the U.S. Copyright Law. This consent does not extend to other
kinds of copying, such as copying for general distribution, for advertising or promotional
purposes, for creating new collective works, or for resale. Copy fees for pre-2000 chapters
are as shown on the title pages. If no fee code appears on the title page, the copy fee is
the same as for current chapters. 0065-3233/00 $35.00

Explicit permission from Academic Press is not required to reproduce a maximum of two
figures or tables from an Academic Press chapter in another scientific or research
publication provided that the material has not been credited to another source and that
full credit to the Academic Press chapter is given.

Academic Press

A Harcourt Science and Technology Company

525 B Street, Suite 1900, San Diego, California 92101-4495, USA
http:/ /www.academicpress.com

Academic Press

Harcourt Place, 32 Jamestown Road, London NW1 7BY, UK
http://www.academicpress.com

Library of Congress Catalog Card Number: 0065-3233

International Standard Book Number: 0-12-034255-3

PRINTED IN THE UNITED STATES OF AMERICA
00 01 02 03 04 05 5B 9 8 7 6 5 4 3 2 1



CONTENTS

PREFACE

X

New Functions from Old Scaffolds: How Nature Reengineers Enzymes

IL.
III.

Iv.

= <

IL.
III.
Iv.

= <

for New Functions

PatriciA C. BABBITT AND JOHN A. GERLT

Introduction

Defining Protein Superfarnlhes

The Enolase Superfamily: A Paradigm for
Understanding How Nature Evolved Enzymes for New
Functions.

Studies of Other Superfamlhes and Fold Classes
Conclusions

References

Evolution of Protein Functon by Domain Swapping

MARC OSTERMEIER AND STEPHEN J. BENKOVIC

Introduction

Terminology .
Evolution of Proteins in Nature by Domaln Swapplng
Domain Swapping for Protein Engineering
Methodologies.

Perspective

References

21
26
26

29
30
31
43
59
67
68



vi

IL.

<2 E

IL.

Ss2-2E

VIII.

IL.
III.

CONTENTS

Rational Evolutionary Design:
The Theory of In Vitro Protein Evolution

CHRISTOPHER A. VOIGT, STUART KAUFFMAN, AND ZHEN-GANG WANG

Introduction .
Sequence Space and Fltness Landscapes
Modeling Directed Evolution .

Rational Evolutionary Design .

Summary and Conclusions

References

Temperature Adaptation of Enzymes:
Lessons from Laboratory Evolution

PaTrick L. WINTRODE AND FRANCES H. ARNOLD

Introduction .

Influence of Temperature on Enzymes

Studies of Natural Extremophilic Enzymes

Directed Evolution .

Stability, Flexibility, and Catalytlc Act1v1ty

Why Are Proteins Marginally Stable? .

Why Are Thermophilic Enzymes Poorly Active at Low
Temperature? . . . .
Conclusions

References

Structural Analysis of Affinity Matured Antibodies
and Laboratory-Evolved Enzymes

M. CeciLiA ORENCIA, MICHAEL A. HANSON,
AND RaymMonD C. STEVENS

Introduction .
Structural Studies of Antlbody Afﬁnlty Maturatlon .
Structural Studies of Enzyme Directed Evolution
Conclusions

References

79
81
97
138
152
154

161
164
167
173
208
216

218
219
221

227
228
244
254
257



IL.
III.
IV.

=<

CONTENTS

Molecular Breeding: The Natural Approach to Protein Design

JoN E. NEss, STEPHEN B. DEL CARDAYRE, JEREMY MINSHULL,
AND WILLEM P. C. STEMMER

Introduction . .

The Need for Better Protems .
Strategies for Optimizing Proteins .
Screening Is Key

Beyond Proteins

Concluding Remarks

References

vii

261
263
264
277
281
285
286

Analysis of Large Libraries of Protein Mutants Using Flow Cytometry

IL.

<25

GEORGE GEORGIOU

Introduction

Library Screening Technologles

Cell Surface Display Technologies .
Library Screening by Flow Cytometry
Concluding Remarks

References

293
294
301
303
311
311

From Catalytic Asymmetric Synthesis to the Transcriptional Regulation

of Genes: In Vivo and In Vitro Evolution of Proteins

CArLOS F. BArBAS III, CHRISTOPH RADER, DAVID J. SEGAL, BENJAMIN LIST,

IL.
III.

IV.

AND JAMES M. TURNER

Introduction and Scope of Review . .
Selecting and Evolving Therapeutic Human Antlbodles
Directing Evolution at the Level of Chemical
Mechanism: Aldolase Antibodies and Asymmetric
Catalysis .

Multiple Hapten Selectlon Reﬁnlng the Actlve Slte of a
Catalytic Antibody by In Vitro Selection .

Selection and Evolution of Novel DNA-Binding
Proteins: From Principles to Applications

References

317

318

331

349

350
363



viii

IL.

III.
Iv.

CONTENTS

In Vitro Selection and Evolution of Proteins

ANDREAS PLUCKTHUN, CHRISTIANE SCHAFFITZEL, JOZEF HANES,
AND LuTz JERMUTUS

Introduction . . . . . .
The Key to In Vitro Protein Evolution: Cell-Free
Translation . .

In Vitro Selection Strategies

Applications of Ribosome Display

Perspectives of Directed In Vitro Evolution
References

AUTHOR INDEX
SUBJECT INDEX

367

372
374
388
398
399

405
429



PREFACE

Evolutionary methods have emerged in the short space of a decade
as key tools for protein design and engineering. The robustness and
wide applicability of these methods, together with some impressive dem-
onstrations of altering proteins to achieve defined functional goals, have
already placed them in a very visible position in biological design. Labora-
tory evolution is also beginning to provide new tools for understanding
the molecular basis of protein function, structure, and evolution. This
volume is a compilation of ideas and recommendations from some of
the leading practicioners of evolutionary design. Several chapters also
present insights derived from natural protein evolution that both inspire
and help guide evolutionary engineering and design.

Classical biochemical approaches to studying components and trying
to build up to larger and more complex systems—macromolecular as-
semblies, genetic circuits, metabolic pathways, cells, organisms—
eventually fail somewhere along the line. Even single proteins rarely
submit to being designed from the bottom up, and most biological
systems are overwhelmingly complex when viewed from this perspective.
Evolution, however, works on and draws its strength from this very com-
plexity. The ‘“blind watchmaker”’! is the colorful name given to the
algorithm of mutation and natural selection that has chugged its way
to everything from nitrogenase to the chimpanzee. Stymied in their
attempts to tame proteins (and other complex systems) ‘‘rationally,”
scientists and engineers are now developing their own laboratory versions
of this algorithm, and have excellent results to show for it.

Applied molecular evolution, directed evolution, molecular breed-
ing—the process is known by different names—all use some variation

I'R. Dawkins, ‘“The Blind Watchmaker.” Longmans, London, 1986.

ix



X PREFACE

on a mutation and selection strategy to improve or even create new
functions in proteins. A laboratory evolution process, of course, differs
from the blind watchmaker in that there is a functional goal. In this
sense it is “‘directed”” and more like the breeding process practiced by
mankind for thousands of years to manipulate crops, flowers, and domes-
tic animals.” Breeding molecules in the test tube is much more flexible
than breeding plants or animals, however. Useful results can be obtained
using a variety of different strategies, as is apparent from the diversity
of approaches outlined in this volume. It is also much faster, since a
generation can be completed in as little as a day, and with large numbers
of progeny.

What problems are amenable to evolutionary approaches? Successful
laboratory evolution requires that (1) the desired function be physically
feasible, (2) the function be evolutionarily feasible (i.e., that there exists
a mutational pathway to get from here to there through identifiable
variants), and (3) you can make and screen libraries of mutants complex
enough to contain beneficial mutations or recombinations. Ultimately,
perhaps the most restrictive requirement is the second one, getting there
from here. Test tube evolution will not yield answers to problems for
which the paths are highly improbable or nonexistent. For example,
new catalytic sites that require the simultaneous placement of several
residues are difficult to evolve. (They are also difficult to design ratio-
nally!) A stepwise path of evolving binding and then catalysis may yield
workable, if not ideal, solutions. So may a combined strategy in which
computation, to calculate a poor but workable configuration, is followed
by evolutionary fine-tuning. Just now emerging, combined computa-
tional—evolutionary approaches will dominate the protein design scene
in coming decades.

Daniel Dennett’s and Richard Dawkins’ books ‘‘Darwin’s Dangerous
Idea”? and ““The Blind Watchmaker’’! should be read by all students
of molecular evolution. Both use Jorge Luis Borges’ wonderful short
story, the Library of Babel,* to introduce the concept of sequence space.
The Library of Babel is the vastly (‘“‘very much more than astronomi-
cally”’) large collection of all possible books. This unimaginably large
collection contains the complete story of your life (and death). It also
contains a very large number of imposter biographies, some of which
differ from the true one by no more than a single date. This library

? The analogy to breeding is well developed at the Maxygen web site (www.maxygen.com).

*D. C. Dennett, ‘“‘Darwin’s Dangerous Idea. Evolution and the Meanings of Life.”
Simon & Schuster, New York, 1995.

*]J. L. Borges, The Library of Babel, in ‘‘Labyrinths: Selected Stories and Other Writ-
ings.” New York: New Directions, 1962.
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contains all the information of mankind’s history and future, but, alas,
does so in no particular order that can be discerned by its long-suffering
librarians. Dennett’s Library of Mendel is the equivalent collection of
all possible gene sequences wherein resides the code for all living things.
In fact, the code for all possiblelife is also here, interspersed unfortunately
with a great deal of gibberish. Nature has figured out how to traverse
the functional volumes and explore new knowledge. We, the librarians
of Mendel’s collection, are challenged to do the same. Exploring this
space promises exciting adventures for years to come, and the solutions
we encounter offer a remarkable opportunity to unravel the mysteries
of the amazing molecular machines that are proteins.

Frances H. Arnold
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I. INTRODUCTION

This volume, devoted to ‘‘Evolutionary Approaches to Protein De-
sign,” focuses on the recent applications of new methods in high
throughput protein engineering. Why, then, begin the book with a
discussion of natural evolution when it is already clear that in vitro and
other laboratory methods not only hasten the engineering process but
explore structural solutions that nature never thought of? Several reasons
come to mind. First, understanding how nature has reengineered protein
structures for new functions will be useful for intelligent design of charac-
terization protocols for reengineered proteins whether their sources are
in vivo or in vitro evolution. Second, it may not always be desirable to
generate all possible variants of a structure but rather to generate a
smaller subset specifically targeting some element of function or specific-
ity. Refinement of the engineering strategy through rational design

1 Copyright © 2001 by Academic Press.
ADVANCES IN All rights of reproduction in any form reserved.
PROTEIN CHEMISTRY, Vol. 55 0065-3233/00 $35.00



2 PATRICIA C. BABBITT AND JOHN A. GERLT

principles depends heavily on a sophisticated understanding of the
structure-function relationships pertinent to the template being used.
In other words, knowing how nature evolved a particular scaffold to
deliver specific aspects of function is important. Third, choice of an
appropriate template for reengineering is not always straightforward.
Analysis of how nature reengineers specific scaffolds for new functions
can provide insight into the constraints and engineering opportunities
already embedded in candidate template structures. As more superfami-
lies are characterized, we expect such information to be useful for decid-
ing which scaffold would be the best starting template for a particular
engineering application.

A primary issue in examining how nature reengineers protein struc-
tures for new functions is to ask how often and for what range of functions
each template has been used. Although it is clear that we have only
characterized a subset of all of the known or predicted folds, those
that have been investigated suggest that a large set of broadly different
structural strategies are available. The number of scaffolds that exist,
however, is far fewer than the number of functions that are needed.
Thus, the total number of protein folds present in all of biology has
been estimated at ~500-1000 (May et al., 1994), while the number of
unique proteins in the human genome alone is likely to range from
~60,000 to 100,000 (Alberts et al., 1994). Whatever variations in those
numbers one prefers, it is clear that there are many more protein func-
tions than folds available to deliver them. This leads to the inescapable
conclusion that nature has reengineered the same scaffolds over and
over to provide the range of functions required by biology.

With the advent of the genome projects, it now becomes possible to
explore how nature has achieved functional diversity from a limited
set of structural types by examining structure-function relationships in
protein superfamilies. Our ability to do this at a sophisticated level is
currently limited by the relatively small number of fold classes that have
been structurally characterized, but recent initiatives to determine many
more three-dimensional structures can be expected to substantially ad-
dress this deficit over the next few years (Sali, 1998).

This chapter describes how nature has reengineered some protein
scaffolds for a range of functions by examining a small number of
example superfamilies. The goal is to illustrate how organizing very
distantly related proteins into superfamilies provides a useful context
for understanding evolutionary protein engineering that cannot be
achieved by even the most elegant analysis of single proteins, one at a
time. In this chapter we describe three enzyme superfamilies, the enolase,
vicinal oxygen chelate fold (VOC), and haloacid dehalogenase (HAD)
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superfamilies, which we believe effectively exemplify some of the differ-
ent types of structural engineering that nature has employed over the
course of evolution.

II. DEFINING PROTEIN SUPERFAMILIES

A.  Classical Definitions vs. Definitions that Include
Functional Characteristics

Before embarking on an analysis of specific superfamilies, it is impor-
tant to define what we mean by the term. One classical definition simply
describes protein families as homologous proteins of >50% sequence
identity and superfamilies as evolutionarily related proteins of <50%
sequence identity (Li and Graur, 1991). Note that this definition uses
sequence information alone to determine relationship. At 50% identity,
related sequences can usually be creditably aligned and functional infor-
mation is not generally required to infer homology. But homologous
proteins in superfamilies may also exhibit percent sequence identities
well below 50% and have diverged to the point that they mediate very
different overall functions. As will be shown, this is the most interesting
window for examination of protein reengineering through natural evolu-
tion. It is also the window in which sequence information alone may be
insufficient to confirm divergent relationship. To increase the credibility
of these assignments, we have incorporated functional information.

There is another important reason to include functional information
in the definition of superfamilies containing highly divergent proteins.
This is because our analysis focuses on important structurally conserved
elements that can be explicitly associated with fundamental characteris-
tics of function. By defining protein function in this way, we make the
explicitassumption that protein superfamilies evolved to deliver function
in a specific and unique manner. These structural strategies for delivery
of function can be recognized most easily when the problem is viewed
in terms of linked structure-function relationships.

B.  Enzymes as Model Systems for Superfamily Analysis

In principle, describing protein superfamilies in terms of the associ-
ated structure-function paradigm can be applied to any class of proteins.
In our initial analyses we have focused on enzymes rather than on other
classes of proteins because the relationships between protein structure
and function can be more easily identified and tested in enzymes than
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in classes such as transporters or structural proteins. This is because
individual steps of enzymatic reactions can be mapped explicitly to spe-
cific elements of the associated structures, giving us the direct correlation
between protein structure and function required. Breaking down enzyme
function into such individual mechanistic steps is especially important
for identifying the common elements of function that are conserved
among the structures of very divergent enzymes. Overall function, on
the other hand, is frequently not shared by all divergent members of
a superfamily.

C. Issues in Superfamily Analysis

A simple protocol for superfamily analysis is given in Figure 1. Note that
it begins with the identification and verification of structural similarities,
using both sequence and, as available, three-dimensional structural infor-
mation. Itis critical that the analysis begins with sequence and structural
analysis rather than function. This is because nature has frequently
evolved multiple structural strategies for delivering similar functions.
Thus, unique mappings between structure and function can only be
obtained by starting with a set of structurally similar proteins. The con-
verse, an assumption of common evolutionary origin for similar func-
tions, does not hold.

It is equally important that the evaluation of initial assignment of
sequences to a superfamily be made from structural rather than func-
tional criteria. This avoids, for example, trivial but important errors from
the use of keyword searches to identify members of a superfamily. It
also avoids early bias in determining residues/motifs that are conserved
across all members of a superfamily. Multiple alignment and motif analy-
sis provide sensitive methods for structure-based confirmation of se-
quence similarity. Scoring systems that can be applied to such methods
provide verification of the statistical significance associated with the com-
parisons.

For these reasons, it is important to focus on the most divergent set
of superfamily members that can be identified. Although a variety of
new methods have recently been developed for identification of distantly
related protein sequences [see, for example, Psi-Blast (Altschul et al.,
1997), methods based on Hidden Markov Models such as SAMT98 (Kar-
plus et al., 1998), the Intermediate Sequence Search algorithm of Park
et al., (Park et al., 1997), or the simple congruence method, Shotgun
(Pegg and Babbitt, 1999)], confirmation of these relationships can be
technically difficult. In some cases, three-dimensional structural informa-
tion or experimental structure-function analysis will be required to pro-
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Identify distantly related sequences
(structures)

v

Assign sequences to
a superfamily using
structural criteria

v

Evaluate similarities
common to all members

.

Using mechanistic information
for characterized members,
determine the fundamental

common chemical step

Fic. 1. Protocol for superfamily analysis.

vide convincing evidence of evolutionary relationship among the most
distant of candidate homologs.

Once the set of superfamily members has been confirmed, the next
step is to identify conserved sequence elements that can be associated
with conserved functional steps among the member proteins. This will
be most easily achieved for superfamilies in which one or more members
have been mechanistically characterized and residues or motifs playing
important chemical roles already identified. Here, inference based on
analogy can be highly useful in predicting properties of uncharacterized
proteins. This, generally, is one of the most common procedures in
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Bioinformatics analysis and is routinely used to identify functions of
closely related sequences from database searching. For more divergent
proteins such as those discussed here, multiple alignment of homologs
can be used to determine conserved motifs or residues. This information
may be sufficient to infer important properties of poorly characterized
proteins or of unknown reading frames. Even when little biological
information about any of the homologs is available, patterns of conserva-
tion across divergent sets of superfamily members may be useful to form
hypotheses about conserved function.

III. THE ENOLASE SUPERFAMILY: A PARADIGM FOR UNDERSTANDING How
NATURE EvoLvEs ENZyMES FOR NEwW FUNCTIONS

We begin this discussion with an analysis of the enolase superfamily
for several reasons. First, as one of the best-described superfamilies to
date, it provides a good example of the usefulness of describing structure-
function relationships in the superfamily context. Consistent with the
criteria we have identified for effective superfamily analysis, it includes
a wide range of highly divergent enzymes that catalyze sometimes very
different overall reactions using substantially different substrates. Based
on the similarities among six superfamily members that have so far been
structurally characterized, all the superfamily members are predicted to
have highly similar three-dimensional structures. Despite the functional
differences among them, this conservation in structure appears to apply
even to the identity and geometries of functionally important residues
in the respective active sites. Finally, the enolase superfamily scaffold is
an «/f3 barrel, one of the most common and best characterized fold
types in all of biology (Farber and Petsko, 1990; Gerstein, 1997; Gerstein
et al., 2000). Thus, analysis of the manner in which the enolase superfam-
ily evolved to deliver function may be useful for interpreting structure-
function relationships in other superfamilies of /8 barrels.

A.  Early History: The Mandelate Racemase/Muconate Lactonizing
Enzyme Story

The enolase superfamily story started with the serendipitous discovery
that two enzymes catalyzing very different overall reactions, mandelate
racemase (MR) and muconate lactonizing enzyme (MLE), had virtually
superimposable structures (Neidhart e al., 1990). As shown in Figure
2, MR catalyzes the reversible racemization of mandelate, an aromatic
substrate, while MLE catalyzes the equilibration of muconolactone with
cis,cismuconate. Given the substantial differences in these reactions, it
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CO,- -
2 MR 02
' OH D E— ' ""II/H
H OH
R-Mandelate S-Mandelate
CO,-
O,
Z ™ co,- __MLE _ Pon.,, 0
-~
\ COZ- H L
cis,cis-Muconate Muconolactone

Fic. 2. Overall chemical reactions of MR and MLE.

was particularly surprising to find that even the active sites of the two
enzymes have highly similar geometries (Fig. 3, see color insert), raising
the question: How do two such dissimilar chemistries come to be medi-
ated by such highly similar structures?

The critical insight for answering this question came from analysis,
not of the overall reactions, but of the individual steps that make up
the mechanisms of each. Here, two common elements of function could
be identified. First, both MR and MLE are metal dependent enzymes,
each using a divalent metal ion as an obligate cofactor in their mecha-
nisms. Second, both enzymes initiate their reactions by abstraction of a
proton « to a carboxylate group in their respective substrates leading
to a common type of stabilized enolate intermediate. Not only were
these fundamental functional characteristics common to both enzymes,
the conserved functional groups in their active sites were precisely those
thathad been verified, through mechanistic studies of MR, to be responsi-
ble for these aspects of the chemical function (Landro et al, 1991;
Neidhart et al., 1991; Powers et al., 1991; Landro et al., 1994; Kenyon et
al., 1995). Thus, the common fundamental mechanistic steps that both
enzymes share are those that map explicitly to the conserved elements
in their active sites and can be essentially “‘read off’’ the superposition
shown in Figure 3.
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Legends for Color Insert

Fic. 3. Superposition of the active sites of MR and MLE showing conserved active site residues.

Fic. 5. Alignment of MR and MLE with the first five homologs identified. The sequences of
MR and MLE are shown in red. Numbering is that for the MR sequence. Conserved residues
discussed in the text are shown in large size, black, bold lettering. Residues colored green designate
a nonhomologous residue at that position that would not be expected to provide the requisite
chemical capability associated with that conserved motif. (A) Sequence region containing the
proton abstraction machinery for an S-substrate. (B) Sequence region containing the three metal
binding ligands. The “N”’ residue at the 247 position in GlucD has been shown from crystallographic
studies to perform as the third metal binding ligand in this protein even though it is not correctly
aligned by multiple alignment algorithms (Gulick et al., 1998). (C) Sequence region containing
the proton abstraction machinery for an R-substrate (positions 270, 297) and the active site acidic
residue involved in stabilization of the enolate intermediates predicted to be formed in all of the
enzymes (position 317). Swiss Protein (SP) or Genbank (GB) database accession numbers for the
sequences are: RspA, URF (E. coli): SP P38104; Spa2, URF (Streptomyces ambofaciens): SP P32426;
GalD, galactonate dehydratase (E. coli): SP P31458 (this sequence includes an N-terminal region
of an aldolase as explained in the text); MLE, muconate lactonizing enzyme I (Pseudomonas putida):
GB, U12557 (the sequence used in the alignment differs slightly from U12557); MR, mandelate
racemase (Pseudomonas putida): SP P11444; rTSa, URF (Homo sapiens): GB X67098; GlucD, glucarate
dehydratase (Pseudomonas putida): SP P42206.

Fi16.8. Conserved motifs for some divergent proteins in the enolase superfamily. Residues known
or predicted to be involved in proton abstraction are marked with a vertical arrow and residues
acting as metal binding ligands are marked with an asterisk. Numbering is that for MR except for
the K345 below the alignment in the purple-boxed motif, which is that of enolase. Yellow shading
designates motifs described in the text. Green shading designates a nonhomologous residue at a
conserved position that would not be expected to provide the requisite chemical capability associated
with that motif. Because neither RspA nor Spa2 has been functionally or structurally characterized,
ability to perform the relevant chemistry has not been ruled out and may be accessible using yet
to be identified residues in the active site. The horizontal lines designate subgroupings related to
structure-function relationships described in Babbitt et al. (Babbitt et al., 1996). Proteins whose
structures have been published (cited in the text) are designated with horizontal arrows next to
the name abbreviations. The red-boxed motif contains the KXK motif associated with proton
abstraction from an S-substrate. The blue-boxed motif contains the metal binding ligands. The
purple-boxed motif contains residues known or predicted to be involved in proton abstraction
from an R-substrate. Sequence information for MR, GalD, GlucD, RspA, Spa2, rTS (rTSA), MLE
I (MLE) is given in the legend to Figure 5. Swiss Protein (SP) or Genbank (GB) database accession
numbers for the remaining sequences are: MLE II, muconate lactonizing enzyme II (Pseudomonas
putida): SP P11452; NAAAR, N-acyl amino acid racemase (Amycolaptosis sp.): GB D30738; BMAL,
B-methylaspartate ammonia lyase ( Clostridium tetanomorphum): SP Q05514; OSBSEc, o-succinylben-
zoate synthase (E. coli): SP P29208;0SBSSsp, o-succinylbenzoate synthase (Synechocystis sp.): GB
D64001; EnolSc, enolase (Saccharomyces cerevisiae): SP P00924; Enolhal, enolase (Haloarcula marismor-
tui): SP P29201; CPEPS, carboxyphosphoenolpyruvate synthase (Streptomyces hygroscopicus): GB
D37878; cMycBP, cMyc promoter binding protein (Homo sapiens): SP P22712.

Fi16. 13.  Superposition of «/B barrel domains of MR (white/red), MLE I (blue/red), enolase
(yellow/red). Red coloring represents most similar regions among each pairwise comparison as
described in the text.
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This explicit mapping between structure and function for MR and MLE
include the three metal binding ligands responsible for coordination to
the divalent metal ions required for activity in MR (Mg**) and MLE
(Mn*"). These ligands, D195 and E221 in MR, are in virtually identical
positions to those of their homologs, D198 and E224, in MLE. The
functionally important carboxyl groups of the third metal binding li-
gands, E247 (MR) and D249 (MLE), are also oriented similarly. The
proton abstraction machinery required to initiate each reaction can be
identified on the either side of the active sites. On the left of the active
sites shown in Figure 3, the conserved KXK motif can be associated with
proton abstraction from the S-substrates, with K166 (MR) the S-specific
base for S-mandelate and its homolog in MLE, K169, the S-specific base
that initiates the reaction by abstraction of a proton from muconolac-
tone. On the R-face of the active site, the pattern differs. Here, the
proton abstraction machinery for MR is a His-Asp dyad, D270/H297,
with H297 acting as the R-specific base. Since MLE performs the proton
abstraction step only in the reverse direction, the Lys residue that super-
imposes with H297 in MR is expected to be only a spectator to the
chemistry. As will be seen later, however, we propose that conserved
active site lysines in this position in other superfamily members do act
to abstract protons from R-substrates. As shown in Figure 3, both MR
and MLE have another conserved residue in their active sites (E317 in
MR, E327 in MLE) that is thought to be involved in stabilization of the
enolate intermediate.

Based on these insights and the structure-function paradigm they
define, the MR and MLE reactions can be rewritten to emphasize the
common fundamental chemistry they share through structural conserva-
tion of their active sites (Fig. 4) (Petsko et al., 1993).

B.  Expansion of the Superfamily: Extending the Definition of the
Structure-Function Paradigm

Following the discovery of the MR/MLE superfamily, the advent of
the genome projects began to fill the public databases with enormous
volumes of new sequence information. Not surprisingly, routine database
searches identified new homologs of MR and MLE. The first five of
these homologs discovered were all proteins of unknown function. From
alignments of these proteins with MR and MLE, it was immediately clear
that they shared many of the same conserved residues that had been
identified as important to the functional steps common to both. Thus,
multiple alignment of all seven proteins showed conservation of the
three metal binding ligands associated with catalysis in MR and MLE as
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Fic.4. Chemical reactions of MR and MLE written to emphasize the proton abstraction
step.

well as the stabilizing Glu (E317 in MR) and one or both sets of proton
abstraction machinery (Fig. 5, see color insert).

Among the most interesting of these new homologs was an unknown
reading frame (URF) from the E. coli sequencing project, orf587, which
appeared to contain the MR-like His/Asp dyad proton abstraction ma-
chinery for catalysis with an R-substrate, but was missing the K166 homo-
log responsible for proton abstraction from an S-substrate. If we consider
MR the model for proton abstraction for either an R- or an S-substrate
and MLE the model for proton abstraction of an S-substrate alone, then
orf587 represents the third statement of the active site: proton abstraction
from an R-substrate alone. The next goal, it appeared, was to determine
whether the structure-function paradigm defined by MR and MLE could
be used to infer functional properties of orf587.

1. Using the StructureFunction Paradigm to Predict New Functions

a. Prediction of Function for An Unknown Reading Frame: orf587. We
reasoned that the paradigm that had been defined through the analysis
of MR and MLLE, if correct, could be used to infer two important proper-
ties of orf587: (1) that it catalyzes a reaction for a substrate whose
stereochemical configuration is R- and (2) that it initiates the reaction
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by abstraction of a proton « to a carboxylate group in the substrate.
From the partially completed E. coli sequencing project (Burland et al.,
1993), we were able to obtain the critical additional information neces-
sary to identify the explicit function of this URF. That analysis showed
the N-terminal third of 0rf587 to have some sequence similarity with
sugar metabolizing enzymes, specifically bacterial aldolases. This was
consistent with our analysis, which showed only the terminal two-thirds
of the ORF to be homologous to MR and MLE. The sequencing project
had also localized 0rf587 in the vicinity of minute 82 on the physical
map of the E. coli chromosome. Reasoning that orf587 might represent
one enzyme in a pathway associated with sugar metabolism, we searched
near minute 82 of the genetic map of E. coli for such a pathway that would
include an enzyme whose chemistry was consistent with our hypothesis.

We found such a pathway, encoded by the dgo operon, which is respon-
sible for metabolism of the acid sugar galactonate (Babbitt et al., 1995).
One of the genes in this operon, dgoD, encodes the enzyme galactonate
dehydratase (GalD), which exhibits the properties predicted by our
analysis, initiation of the reaction by abstraction of an a-proton of an
R-substrate, b-galactonate. Subsequent experimental confirmation of the
predicted GalD activity also revealed that orf587 had been mistranslated
due to a sequencing error that resulted in combination of a part of the
2-oxo-3-deoxygalactonate 6-phosphate aldolase gene, dgoA, and dgoD as
one ORF, 0rf587.

The GalD reaction, drawn to emphasize the proton abstraction step
common to members of the superfamily, is shown in Figure 6. From
comparison of the GalD reaction with those of MR and MLE (Fig. 4),
we suggest that it would have been virtually impossible to identify GalD
without the conceptual framework provided by the earlier definition of
the MR/MLE superfamily.

GalD

H,0

(D)-Galactonate 2-Keto-3-deoxy-(D)-galactonate

FiG. 6. Chemical reaction of GalD.
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b.  Prediction of Additional Functions for Glucarate Dehydratase. In addi-
tion to its usefulness for prediction of the function for 0r7f587, the multi-
ple alignment as shown in Figure 5 allowed prediction of additional
functions for another superfamily member, glucarate dehydratase
(GlucD). The GlucD function had been previously characterized (Jeff-
coat et al.,, 1969). Thus, GlucD was known to convert (D )-glucarate to
5-keto-4-deoxy-(D-glucarate. From this information, one would expect
that the active site of GlucD would contain only a single general base
for initiating catalysis via proton abstraction, that is, a homolog for K166
in MR. However, as shown in Figure 5, the alignment of GlucD with
other known members of the superfamily depicts both a K166 homolog
and a homolog for the H297/D270 dyad. Assuming that all members
of the MR/MLE superfamily employ a common catalytic strategy, this
suggested an additional reaction for this enzyme, dehydration of (L)-
idarate. Experiment and three-dimensional structural characterization
subsequently confirmed this prediction and helped to interpret the
additional finding that the enzyme can also catalyze the epimerization
of the two substrates (Palmer and Gerlt, 1996; Gulick et al., 1998; Palmer
et al., 1998). All three reactions are shown in Figure 7. Again, as in the
prediction of the GalD function, these additional functions of GlucD
would not have been discovered without the inferences made obvious
from examination of this sequence in its superfamily context.

2. Characteristics of Conservation and Variation Across Divergent Members

As more sequence information has become available, many additional
members of the superfamily have been identified. These include the
enzyme, enolase, as described by Babbitt et al. (Babbitt et al., 1996). It
is evident from an analysis of this larger set of homologs that nature
has used this specific o/ barrel scaffold, evolved for metal dependent
catalysis involving an initial proton abstraction step, to elaborate many
different functions. Although many of these proteins are highly divergent
from each other, exhibiting <20% sequence identity even in the con-
served a/( barrel domain, all can be identified as members of the
superfamily by the patterns of conserved residues shown in Figure 8
(see color insert).

In addition to the sequence similarities, structural similarities are evi-
dent among the six divergent members of the superfamily that have
been structurally characterized. These include MR, MLE, and GlucD,
as previously cited, as well as enolase (Lebioda and Stec, 1988; Lebioda
and Stec, 1991; Wedekind et al., 1995; Larsen et al., 1996). These, along
with preliminary structural characterization of two other superfamily
members, GalD (J. Clifton, S. Wieczorek, J. Gerlt, and G. Petsko, unpub-
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Fic. 7. Chemical reactions of GlucD.

lished) and o-succinylbenzoate synthase (OSBS) (T. Thompson, J. Gar-
rett, J. Gerlt, and I. Rayment, unpublished), provide additional evidence
that all the superfamily members are likely to share structural and func-
tional similarities that are consistent with the structure-function para-
digm we have described.
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H
Enolase H
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*H,0 OPO,>
2-PGA PEP

FiG. 9. Chemical reaction of enolase.

Addition of enolase to the superfamily is particularly important be-
cause it provides yet another major variation of the chemistries that can
be mediated by the superfamily scaffold. As shown in Figure 9, the
enolase reaction is also initiated by abstraction of a proton « to a carboxyl-
ate group in the substrate. Unlike any of the other chemistries that can
be associated with either the MR or the MLE patterns, however, enolase
exhibits substantially greater differences. Thus, the substrate of the eno-
lase reaction is 2-phosphoglycerate, showing that phosphorylated sub-
strates can be included in the range of substrates that the scaffold can
accommodate. Enolase has two conserved metal ions, unlike other pre-
viously characterized members of the superfamily.

Despite the implications of these differences for substantial variations
of the overall mechanisms, superposition of enolase with MR and MLE
shows great similarity, even though the a/8 barrel domain in enolase
that contains the active site is only ~13% identical in sequence to either
(Babbitt et al., 1996). This similarity extends, as expected, to the geome-
tries of the residues in the active site associated with the common chemis-
try of the superfamily, as shown in Figure 10. Enolase has only one set
of proton abstraction machinery, however, a homolog for K273 in MLE,
consistent with available mechanistic information (Poyner et al., 1996;
Reed et al., 1997). This active site base is identified as K345 in Figure 8.

3. Another Variation on the Theme: Does N-acyl Amino Acid Racemase
Represent FEvolution in Action?

Of the individual members of the enolase superfamily so far deter-
mined to exhibit different overall functions, only one, N-acyl amino
acid racemase (NAAAR) (Tokuyama and Hatano, 1995a; Tokuyama and

Fic. 10. Comparison of the active sites of MR (P. putida), MLE 1 (P. putida), and
enolase (S. cerevisae). From Babbitt el al. (1996, Figure 1, p. 16490).
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Hatano, 1995b) from Amycolaptosis sp. is known to catalyze more than
one different chemical reaction using a substantially different substrate
(Palmer et al., 1999). Investigation of this catalytic flexibility in the
context of the enolase superfamily raises the question of whether this
enzyme may represent an example of nature’s present-day reengineering
of the superfamily scaffold for an entirely new function. Other examples
of catalytically promiscuous enzymes from other superfamilies have been
observed, as reviewed by O’Brien and Herschlag (O’Brien and Her-
schlag, 1999).

Like MR, NAAAR represents another racemase activity in the enolase
superfamily. As would be expected, this enzyme contains machinery for
initiation of its chemical reaction by abstraction of the a-proton from
either an R- or an S-substrate. Thus, NAAAR possesses the S-specific base
motif, KXK, as well an R-specific base, this time a Lys, in contrast to the
His/Asp dyad in MR (Fig. 8). For this reason, NAAAR was originally
assigned to the MLE subgroup, the structurally characterized member
of the superfamily to which it is most similar (29% identical to the MLE
I of P. putida) and which also has a Lys residue in the R-specific base
position. Unlike any other members of the superfamily, however, NAAAR
is a remarkably inefficient enzyme (k,/K, = 3.7 X 10* M™' s7).

Subsequent to the assignment of NAAAR to the enolase superfamily,
routine database searches revealed a new homolog in B. subtilis that is
43% identical to NAAAR. Analysis of this gene in its operon context
revealed itlikely to be an o-succinylbenzoate synthase (OSBS), an enzyme
whose orthologs in several species had also been determined to belong
to the enolase superfamily. The NAAAR and OSBS reactions are shown
in Figure 11. The high degree of sequence identity between the putative
OSBS from B. subtilis and NAAAR suggested that NAAAR, in turn, might
also possess OSBS activity. Experimental investigation of this hypothesis
showed that not only was NAAAR capable of catalyzing the OSBS reaction
(kew/ K, = 2.57 X 10° M~! s71), it was much better at the OSBS reaction
than at its originally characterized chemistry (Palmer et al., 1999)! Fur-
ther investigation showed that other OSBS enzymes from several species
were unable to catalyze the NAAAR reaction. Taken together, the evi-
dence suggested that the true physiological role of NAAAR is, in fact,
the OSBS reaction, with the racemization chemistry a fortuitous side
reaction of this particular enzyme from Amycolaptosis.

Although a convincing explanation for the presence of the low effi-
ciency racemization chemistry remains a subject of speculation, these
results suggest that NAAAR/OSBS represents a unique engineering solu-
tion within the enolase superfamily. (It will be interesting to see whether
other superfamily members are also capable of equally surprising addi-
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Fic. 11. Chemical reactions of NAAAR and OSBS.

tional chemistries, however.) Perhaps this is how nature engineers new
functions into the scaffold. If so, two salient points are obvious. First,
comparison of the NAAAR reaction with the OSBS reaction (Fig. 11)
shows them to be substantially different with regard to substrate size
and type as well as the overall chemical reactions they catalyze. Moreover,
itappears to us that it would be extremely unlikely that human engineers
would predict that an OSBS could perform NAAAR chemistry or vice
versa. It seems, at least from this example, that we understand very
little about how nature chooses template structures and chemistries for
reengineering. Second, despite the remarkable differences between the
OSBS and NAAAR reactions, both are entirely consistent with the
structure-function paradigm we have described. Thus, while it appears
that nature can accommodate even the very different OSBS and NAAAR
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reactions with one structure, it has performed that feat using a rather
rigidly conserved structure-function paradigm. Whether these themes
will continue to apply as new members of the superfamily are identified
remains to be seen.

4. Nature’s Engineering Principles for the Enolase Superfamily

a. Primary Constraints in Nature’s Reengineering the Enolase Superfamily
for Many Functions. Given the broad range of substrates and products
represented in the enolase superfamily, it appears quite clear that nature
conscripted this scaffold for reengineering based on the common funda-
mental chemical step that it catalyzes rather than on its ability to bind
similar substrates. This notion contradicts a primary doctrine for enzyme
evolution initially proposed by Horowitz, that binding a common sub-
strate is the critical constraint in the evolution of new functions from a
particular structural scaffold (Horowitz, 1945; Horowitz, 1965). Although
itis likely that across the breadth of the protein universe both paradigms
obtain, depending on the structural and functional characteristics of
each superfamily, it is clear that there are a growing number of examples
of superfamily evolution in which the conservation of chemical capabili-
ties is a dominant constraint. (For short reviews of some of these super-
families see Babbitt and Gerlt, 1997; Gerlt and Babbitt, 1998). Use of
this notion as a critical principle in interpreting the structure/function
relationships of the enolase superfamily has allowed us to correctly pre-
dict function and mechanism for a number of the member proteins. In
addition, even for those members of the superfamily for which we are
still unable to identify the precise substrates or overall enzymatic reac-
tions, the powerful conceptual framework implicit in the structure-
function paradigm we have described allows us to predict important
active site residues from sequence alignments alone (see Babbitt et al.
1996).

Recently, Hwang et al. have performed conceptually similar predictions
using three-dimensional structural information (Hwang et al., 1999).
Here, structural similarities between a protein of unknown function and
others available in the public databases were used to infer the general
function of the URF as a new nucleotide triphosphosphatase. It is ex-
pected that as many new structures of URFs are solved over the next
few years, the conceptual approaches described here will be useful in
interpreting characteristics of such proteins even in the absence of a
clear understanding of overall function or identification of specific sub-
strates and products.

b.  General Structural Characteristics That Describe the Manner in Which the
Enolase Superfamily Scaffold Delivers Function. The proteins of the enolase
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superfamily, like all a/8 barrel enzymes (Farber and Petsko, 1990),
deliver function in an active site effectively centered in the spherical
locus of the barrel. Emanating from the beta sheets that form the barrel
or the loops connecting them are functionally important residues poised
to catalyze a chemical reaction involving an appropriately positioned
substrate bound in the barrel. As shown in Figure 12 and described
previously for the enolase superfamily (Babbitt and Gerlt, 1997; Hasson
et al., 1998), the evolutionary advantage offered by such an arrangement
may help to explain the predilection nature apparently has for using
the o/ barrel as an engineering template of choice: Evolution of new
chemistries can be obtained essentially by point mutations of functionally
important residues ringing the substrate (s) from any of the eight possible
octant positions surrounding the barrel. These changes, accompanied
by alterations in the active site to accommodate new substrates, interme-
diates, and products provide, to a simplified first approximation, the
architectural schema used in the «/8 barrels for the evolution of new
enzymes. Moreover, these evolutionary ‘‘hot spots,” because they are
presented on individual secondary structural units, can evolve more or
less independently, without obvious consequences for distortion in

Lys 164
Lys 166

Glu 317

His 297

Glu 247

F16.12. o/ barrel domain of MR (based on Protein Data Bank entry 1 mnr). Impor-
tant active site residues and the associated secondary structure elements are labeled and
designated with arrows. From Babbitt and Gerlt (1997, Figure 1, p. 30592).
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nearby beta sheets. The result, as interpreted for the enolase superfamily,
allows for generation of new catalytic functions while retaining the com-
mon fundamental chemical step conserved in all members.

Support for this general interpretation is provided from a simple
superposition experiment. All possible pairs of the MR, MLE, and enolase
o/ 3 barrels were superimposed and the RMSDs of all a-carbons calcu-
lated. Those RMSDs that fell below a defined threshold for all superposi-
tions were then colored red to visualize where all three structures, relative
to each other, showed the greatest similarity. One such visualization is
shown in Figure 13 (see color insert). As can be seen in this figure, most
of the variation (regions not colored red) among all three structures
occurs in two outer loop regions and in the upper right quadrant of
the structures. This relatively variable region is the same for all three
proteins, indicating that nature altered this region most extensively in
each protein relative to the others. This region is near the attachment
sites for the N-terminal domains in each protein. These domains have
been shown from crystallographic studies to be involved in interactions
with the substrate. This is precisely the region that would be most ex-
pected to require retooling to accommodate the range of substrate sizes
and chemical moieties exhibited within the superfamily. Conversely, the
large red-colored region in Figure 13 represents the regions of these
proteins that have been changed the least relative to each other. The
center of this region, opposite the multicolored region, is the “‘bottom”’
of the o/ barrel, where the highly conserved metal binding ligands
reside. In other words, the mapping of conservation shown in red is
consistent with the notion that the fundamental chemistry associated
with metal-assisted catalysis has been least disturbed during nature’s
reengineering of the ancestral scaffold.

Although it is tempting to suggest that the simple discrimination of
conserved versus variable regions illustrated in Figure 13 (see color
insert) could be used to help direct reengineering efforts for this super-
family in the laboratory, the complexities and surprises associated with
our investigation of these proteins also suggest caution. Nevertheless,
these observations are consistent with the accumulated sequence, struc-
tural, and functional evidence and suggest that the members of this
superfamily have been retooled by relatively simple mechanisms inherent
in the architecture of the a/3 barrel structure. As ongoing DNA shuffling
experiments in reengineering of members of this superfamily are com-
pleted, it will be interesting to see how closely the results match the
model presented here.

5. How Do Other Superfamilies of the a/B Barrel Fold Fit into This Model?

Many other a/8 barrel enzymes have been characterized both func-
tionally and structurally and «/ barrels now represent some twenty-
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two superfamilies in the SCOP (Structural Classification of Proteins)
classification of known three-dimensional protein structures (Murzin et
al., 1995). Among the o/ barrels, we and others have analyzed the N-
acetylneuraminate lyase superfamily (Babbitt and Gerlt, 1997; Lawrence
et al., 1997) and Holm and Sander have described the amidohydrolase
superfamily (Holm and Sander, 1997). In these superfamilies, the gen-
eral paradigm described for the enolase superfamily obtains: a funda-
mental partial reaction in all the divergent members of the superfamilies
can be explicitly mapped to conserved elements of the structures and
used to interpret structure-function relationships across the superfamily.

Although these observations suggest that we have attained some impor-
tant insights into how nature has reengineered this fold class for new
functions, they do not answer the question whether all of the o/ barrels
diverged from a single or at most a few common ancestors. If divergent,
the important unanswered question becomes: How did entirely different
chemistries, without even a partial reaction in common, evolve from an
ancestral structure? This question has been debated extensively in the
literature and will not be discussed in this review, yet it remains unclear
how the structure-function paradigm we have described fits in to this
larger picture. Perhaps the simplicity of the way in which function is
delivered in o/ 8 barrels allows, through point mutations and additional
modest changes, entirely new chemistries to evolve. Perhaps the Horowitz
model, in which new functions are conscripted on the basis of substrate-
binding specificity, obtains in these furthest reaches of evolutionary
divergence. Whatever the answer(s), it seems likely that we will have to
await many new structures and superfamily analyses to address more
fully the relationships among superfamilies of the «/@ barrel fold. We
expect that new exercises in combinatorial protein engineering will offer
some additional explanations as well.

IV. StUDIES OF OTHER SUPERFAMILIES AND FOLD CLASSES

Given the conclusions generated from the enolase superfamily analysis,
it would be valuable to determine whether the principles we suggest are
relevant to other fold classes besides the «/ barrels. To date, even
including a/@ barrel proteins, only a few studies have been completed
that focus on the explicit structure-function correlations among highly
divergent members of enzyme superfamilies. Some examples of such
studies are given in Table I. In each case, a fundamental chemical step,
rather than binding of similar substrates, is the functional characteristic
that correlates with conserved structural features. For each of these
superfamilies these fundamental functional characteristics, along with
the relevant references, are also included in the table.
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TaBLE 1
Some Examples of Enzyme Superfamilies Whose Members Mediate a Common Fundamental
Chemical Step
Superfamily name (reference) Fundamental common chemistry
Enolase (Babbitt et al., 1996) Stabilization of enolate anions generated from
abstraction of a proton « to a carboxylate
Haloacid dehalogenase (Baker Hydrolysis, phosphoryl group transfer via
et al., 1998) hydrolytic nucleophilic substitution
Vicinal oxygen chelate fold Stabilization of diverse oxyanion intermediates
(Bergdoll et al., 1998) via metal-assisted catalysis
N-acetylneuraminate lyase Schiff base dependent formation of an
(Lawrence et al., 1997) “electron sink”
Amidohydrolase (Holm and Hydrolysis of amides, ureas, phosphotriesters,
Sander, 1997) triazines
Crotonase (Gerlt and Babbitt, Stabilization of oxyanion intermediates
1998) derived from thioesters

Although a full exposition of these additional superfamilies is beyond
the scope of this discussion, a short description of two, the vicinal oxygen
chelate fold (VOC) superfamily and the haloacid dehalogenase (HAD)
superfamily, are included. Neither of these superfamilies belongs to the
o/ 3 barrel fold class and a discussion of the way in which each delivers
function provides an important contrast to our discussion of the eno-
lase superfamily.

A.  The VOC Superfamily: Reengineering the Scaffold through
Wholesale Domain Shuffling

The VOC superfamily, like the enolase superfamily, includes proteins
whose substrates, products, and overall chemical reactions are very differ-
ent. These include the large class of extradiol dioxygenases [see Eltis and
Bolin for a good review (Eltis and Bolin, 1996) |, glutathione-dependent
lactoylglutathione lyases (glyoxalase I) and antibiotic-resistant proteins
such as fosfomycin resistance protein (Bernat et al., 1997; Laughlin et
al., 1998; Bernat et al., 1999), and methylmalonyl-CoA epimerase (T.
Haller and J. Gerlt, unpublished). Although each type of reaction is
dependent on a different metal ion, the structure/function paradigm
can be generally described in terms of metal-assisted catalysis in which the
metal provides electrophilic assistance through chelation of substrates/
intermediates leading to stabilization of an oxyanion intermediate (Bab-
bittand Gerlt, 1997). This is reminiscent of our description of the enolase
superfamily insofar as a common fundamental functional step can be
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identified in all the divergent members that maps explicitly to the similar-
ities in their active sites.

The architectures of these proteins are very different from those of
the o/ barrels, however, and this has dictated a very different set of
structural possibilities for delivery of function than is seen in the enolase
superfamily. Where we can describe the primary changes in reengineer-
ing the enolase superfamily in terms of single point mutations to obtain
new chemistries and active site variation to accommodate new substrates,
the overall strategy that nature has used in reengineering the VOC
scaffold is more complex. As has been elegantly described by Bergdoll
et al. (Bergdoll et al., 1998), analysis of the three-dimensional structures
available for different members of the VOC superfamily shows that nature
has generated new structures and functions by shuffling whole domains
through multiple gene duplication and fusion events. In all cases, the
critical metal-binding residues are conserved and can be used as primary
criteria for assigning new sequences to the superfamily. Interestingly,
recent analysis of a new subgroup within the extradiol dioxygenase family
suggests that this paradigm has also been used for catalysis with a sub-
strate in which the OH- groups are para, obviating the possibility for
chelation of the metal ion (Xu et al., 1999). Even in this case, however,
areasonable mechanism can be written that is consistent with the super-
family paradigm.

B.  The HAD Superfamily: A Common Chemistry for Hire?

The HAD superfamily, again, like the enolase and VOC superfamilies,
represents highly divergent enzymes catalyzing many different functions.
Again, the common active site machinery can be correlated with a com-
mon functional step in all the member mechanisms. Of the superfamilies
represented in Table I, the sequences of the HAD superfamily are the
most divergent. These include the haloacid dehalogenase function, many
phosphatases, phosphonatases (in which the cleavage reaction involves a
P-C bond rather than the P-O bond normally associated with phosphate
esters), B-phosphoglucomutase, and a family of P-type ATPases (Koonin
and Tatusov, 1994; Aravind et al., 1998; Baker et al., 1998).

Comparison of available three-dimensional structures for two haloacid
dehalogenases (Hisano et al., 1996; Ridder et al., 1997) with that of a
recently solved structure for a phosphonatase (M. Morais and K. N.
Allen, unpublished) shows them to be superimposable, with substantial
active site similarities associated with an aspartic acid that is rigorously
conserved in all the member sequences. As reviewed by Baker et al.
(Baker et al., 1998), mechanistic studies of several of the superfamily
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members show that this aspartic acid functions in nucleophilic catalysis.
Thus, it is the central player in the structure-function paradigm that can
be described for this superfamily—that is, a general structural strategy
for hydrolytic nucleophilic substitution.

The architectural scheme by which the members of the HAD superfam-
ily deliver function differs substantially from that described above for
either the enolase or VOC superfamilies. Representing a new and unique
fold type, the HAD superfamily members can apparently serve as integral
modules in varied and complex larger protein structures. As shown in
Figure 14, superfamily members are observed as single soluble proteins
as represented by HAD, phosphonatase, and other proteins of unknown
function, as membrane-bound proteins, as in phosphoserine (PSP) phos-
phatase, as a domain in bifunctional proteins such as the histidinol
phosphate phosphatase or as a domain of unknown function in the
soluble epoxide hydrolases from animals, or as the ATP-hydrolyzing
catalytic domain of some P-type ATPases. The ability of this scaffold to
deliver catalysis via a conserved chemical step in such a broad range of
structural contexts provides a remarkable example of the engineering
versatility accessible to nature. As more members of this superfamily are
identified and characterized, it will be interesting to see how this built-
in versatility for adaptive localization can be exploited by protein engi-
neers in the laboratory.

HAD, phosphonatase, others
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Fic.14. Localization of homologous modules in the HAD superfamily in representative
larger protein contexts as described in the text. Gray-stippled regions represent the HAD
superfamily homologs.



NEW FUNCTIONS FROM OLD SCAFFOLDS 25

C. Implications of Superfamily Analysis for Current Definitions
of Enzyme Function

Analysis of protein superfamilies through explicit mapping of common
functional characteristics to conserved structural elements among very
distantly related homologs provides a valuable conceptual approach to
connecting sequence, structure, and function in ways that are important
for understanding both natural and laboratory-based protein engineer-
ing. From this perspective, the approach offers some progress in achiev-
ing a more systematic and structurally contextual description of enzyme
function than has previously been available. This is because a definition
of enzyme function in the superfamily context more precisely reflects
the physical reality of protein evolution—that protein function evolves
through changes in protein structure—than do earlier definitions that
were developed without benefit of structural information. An example
of the confusion that arises in describing enzymes only in terms of
their functional characteristics is evidenced in the way the E.C. system
(Bairoch, 1999) designates the members of the enolase, VOC, and HAD
superfamilies. As shown in this review, the enzymes of these superfamilies
can all be described in terms of common, correlated structural and
functional characteristics. Yet these enzymes are assigned very different
E.C. numbers, as shown in Table II. This conundrum arises from the
history of the development of the E.C. system, whose conceptual ground-

TasLE II
E.C. Classifications for Some Enzymes in the Enolase,
VOC, and HAD Superfamilies

Enzyme name E.C. number

Enolase superfamily

Galactonate dehydratase 4.2.1.6
Enolase 42.1.11
Glucarate dehydratase 4.2.1.40
Mandelate Racemase 51.2.3
Muconate Lactonizing Enzyme 55.1.1
VOC Superfamily
Extradiol Dioxygenases 1.13.11.x
Lactoylglutathione Lyase 4415
HAD Superfamily
Phosphoserine phosphatase 3.1.3.3
Histidinol phosphatase 3.1.3.15
Phosphonatase 3.11.1.1
2-Haloacid dehalogenase 3.8.1.2

B-Phosphoglucomutase 54.2.6
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work was established prior to the availability of structural information.
As a result, the E.C. system’s focus on the overall chemical reactions of
enzymes does not map well to structurally defined clusters of related
proteins. Although we expect that the E.C. system will continue to be
useful for categorization of the substrates and overall chemical reactions
of enzymes, it is not an appropriate database for generating correlations
between protein structure and function, at least when viewed from the
superfamily level.

V. CONCLUSIONS

Although all the superfamilies that we have examined to date show
that chemistry is the dominant constraint in nature’s reengineering of
the respective scaffolds for new and different functions, examples also
exist that may provide support for Horowitz’ original proposals. For
example, two proteins that function in histidine biosynthesis, phosphori-
bosylformimino-5-aminoimidazole carboxamide isomerase and imidaz-
ole glycerolphosphate synthase, catalyze successive steps in that pathway
and are homologous (Fani et al., 1998). As more enzyme superfamilies
are characterized, it will be interesting to see how the evolutionary
constraints associated with them partition between the two schemes
proposed by us and by Horowitz. We suggest that knowing the answer
to this issue for any particular superfamily will be valuable in providing
appropriate direction for using that scaffold for protein engineering in
the lab. We expect that this will be particularly true when new reactions
or metabolic paths are sought to provide chemistries that are substantially
different from any now known in nature.
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I. INTRODUCTION

Obtaining proteins and enzymes with desired properties and activities
is an important goal of biotechnology. However, even though recombi-
nant DNA technology and molecular biology techniques allow the cre-
ation of a protein with any desired amino acid sequence, our current
understanding of proteins falls short of that necessary for de novo design
of protein function. Thus, two alternatives remain: (1) discovery of novel
enzymes through scrutiny of natural resources or through recombinant
genetic libraries (Short, 1997) and (2) remodeling of proteins already
existing in nature. A balanced approach utilizing both strategies is likely
to be the most successful, partly because new proteins discovered using
(1) will create a larger database for performing (2).
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Protein remodeling by rational design utilizes our current understand-
ing of how proteins function and, guided by computer modeling, identi-
fies specific changes designed to impart the desired function onto the
existing protein. Since our current understanding of enzymes is less than
complete, combinatorial methods for protein remodeling that mimic
evolutionary processes have become increasingly popular. Such remodel-
ing of existing proteins can be performed by creating random libraries by
methods such as error-prone PCR, cassette mutagenesis, DNA shuffling
(Stemmer, 1994), molecular breeding (Crameri et al., 1998), or by swap-
ping elements of two or more existing enzymes to create hybrid enzymes.
For the latter, the elements being exchanged may be individual residues,
secondary structural elements, subdomains, domains, or whole proteins
(i.e., fusion proteins) (Nixon et al., 1998).

This chapter explores the use of large exchanges of structure (subdo-
mains, domains, and whole proteins) to evolve new function in proteins.
Both rationally designed and combinatorial exchanges are explored, as
both mirror methods nature employs to evolve new function. Judicious
application of both strategies will likely prove to be important for ad-
vances in the field.

II. TERMINOLOGY

The terms ‘““domain” and ‘‘subdomain’’ are used to describe proteins
and fragments thereof. The term domain has been defined as ‘“‘a subre-
gion of the polypeptide chain that is autonomous in the sense that it
possesses all the characteristics of a complete globular protein” (Schultz
and Schirmer, 1979). The term subdomain usually refers to units smaller
than a domain that can be described as having a particular function
or structure (i.e., some rationale for being grouped together). What
distinguishes the two from each other can often be confusing and the
terms are frequently used interchangeably.

The problems in the use of the terms domain and subdomain result
from their meaning being context dependent. What constitutes a subdo-
main for folding may not constitute a subdomain for a catalytic unit.
For instance, the portion of a transcription factor responsible for binding
DNA is most commonly called a “DNA binding domain’ as it can
bind DNA on it own, even though it lacks the complete function of a
transcription factor because it is missing the activator domain. However,
for an enzyme that can be divided into separate segments that are
responsible for binding substrate and catalysis, these segments are com-
monly referred to as subdomains, even though the substrate binding
subdomain may bind substrate on its own. The difference seems to
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come down to more intimate contact and functional coupling between
subdomains than between domains. To avoid confusion, this chapter
will use the term domain very loosely to refer to both domains and subdo-
mains.

The term ‘‘domain swapping’’ refers to genetic rearrangement of
proteins by combining pieces of genes that code for domains or subdo-
mains. This is distinguished from the term ‘3D domain swapping’’ that
describes the process in which one domain of a multidomain protein
breaks its noncovalent bonds with the other domains and is replaced by
the same domain of an identical protein chain (Schlunegger et al., 1997).

III. EvoLuTION OF PROTEINS IN NATURE BY DOMAIN SWAPPING

The study and understanding of the natural evolution of protein
function clearly has important implications for the design of in vitro
evolution strategies. Because nature is blind to the rules and relationships
of sequence, structure, and function, strategies that seem most applicable
are combinatorial methods. Sequence and structural space are enor-
mously large yet likely to be sparse in function. Nature must explore
these spaces in a manner that preferentially examines areas relatively
high in function. Thus, an understanding of how proteins evolve is an
important step in rationally designing combinatorial protein engineer-
ing strategies.

Itis generally accepted that nature evolves proteins for novel function
by redesigning existing protein frameworks. This is supported by a num-
ber of lines of evidence: (1) the occurrence of gene duplications and
recombination of genes and gene fragments is well established, (2)
the relatedness of interspecies homologs observed by sequence and
structural comparisons, (3) the distribution of motifs related by sequence
and structure among disparate proteins, (4) the limited number of
protein folds, with similar folds found in functionally dissimilar proteins,
and (5) the deduction that sequence space is largely empty of function;
hence, the de novo design of new proteins is too restrictive and inefficient
a strategy to have evolved the current diversity and complexities of
proteins, given the age of life on earth.

The creation of new function depends on minor and major changes in
the sequence of existing genes. Minor changes include point mutations,
deletions, and insertions of a few amino acids. Such minor changes can
produce no effect, totally inactivate a protein, or lead to small or large
changes in functionality. However, major changes in the sequences of
genes through insertions of long sequences, tandem duplication, and
circular permutations provide opportunities for major structural re-
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arrangements and the evolution of entirely novel function. Major
changes allow a protein to escape a local energy minimum and activate,
in combination with other sequences, latent functionality. The impor-
tance of domain swapping for evolution is clearly illustrated by the
evolution of Escherichia coli from Salmonella (Lawrence, 1997). None of
the phenotypic differences between the two species can be attributed
to point mutations. All the phenotypic changes have arisen by do-
main swapping.

The following sections explore nature’s use of domain swapping to
evolve new function. These include the formation of multifunctional
proteins, tandem duplication, domain recruitment, and cicular permuta-
tion (Fig. 1). The evolution of several enzymes in the purine (Fig. 2)
and pyrimidine (Fig. 3) de novo biosynthetic pathways, as well as other
enzymes, are discussed as illustrative examples.

Multifunctional Proteins Tandem Duplication

Domain Recruitment Circular Permutation

FiG. 1. Schematics of evolutionary mechanisms of domain swapping in nature. Multi-
functional proteins arise from the fusion of the genes coding for individual enzymes.
Often the individual domains of multifunctional proteins catalyze successive steps in
metabolic pathways. In tandem duplication, a gene is duplicated and the 3’ end of one
copy is fused in-frame to the 5’ end of the second copy. In domain recruitment, a
functional unit (whole gene or gene fragment) from one gene is either inserted within
or fused to an end of a second gene. Circular permuted genes are believed to arise via
tandem duplication followed by introduction of new start and stop codons (Ponting et
al., 1995).
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Fic. 2. Gene and domain organization of the glycinamide ribonucleotide synthetase
(GARSase), aminoimidazole ribonucleotide synthetase (AIRSase), glycinamide ribonucle-
otide formyltransferase (GARTase), and related genes from different species. GARSase,
AIRSase, and GARTase catalyze the second, fifth, and third steps in the de novo purine
biosynthetic pathway. In mammals, chicken, and Drosophila, all enzymes are encoded by
asingle gene. The Drosophila gene differs by having an internal duplication of the AIRSase
domain. In yeast, the GARSase and AIRSase are a single gene (Ade5,7) and GARTase is
separate (Ade8). All three activities are encoded by separate genes in E. coli. Sequential,
structural and functional similarities (see also Fig 4) suggest that fragments of the E.
coli genes for GARTase, methionyl-tRNA formyltransferase, and formyltetrahydrofolate
hydrolase have evolved from an ancestral formyltransferase and were incorporated into
these genes by domain recruitment.

A.  Multidomain Proteins

Multidomain proteins tend to occur more frequently in eukaryotes
than in prokaryotes. Often the eukaryotic counterpart to a set of individ-
ual prokaryotic enzymes that catalyze successive reactions is a single,
multidomain protein. The theoretical advantages proposed for such an
arrangement include (1) a geometry for the direct transfer of substrates
from one active site to another, in a process known as substrate channel-
ing, in order to increase the overall flux of the pathway, (2) the protection
of intermediates that may be unstable in aqueous environments or may
be acted on inappropriately by other enzymes, (3) the facilitation of
interactions between domains for purposes of allosteric regulatory func-
tions, and (4) the establishment of a fixed stoichiometric ratio of the
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FiG. 3. Gene and domain organization of the carbamoyl-phosphate synthetase
(CPSase), dihydroorotate dehydrogenase (DHOase), aspartate carbamoyltransferase
(ATCase), and related genes from different species. CPSase, DHOase, and AT Case catalyze
the first, third, and second steps in the de novo pyrimidine biosynthetic pathway. CPSase can
be divided into domains with glutaminase (GLNase) and synthetase (SYNase) activities. In
mammals and Drosophila, all activities are encoded by a single gene (CAD). The yeast
URAZ2 gene codes for a similar length peptide, but the DHOase-like domain is inactive.
In yeast, DHOase activity is encoded by the URA4 gene. All activities in F. coli are
encoded by separate genes and include a regulatory submit for ATCase (pyrl). Sequential,
structural, and functional similarities suggest that the CPSase and ATCase genes are
evolutionarily related to other enzymes. GLNase is related to several enzymes that utilize
cleavage of glutamine as the basis for catalysis. Acetyl-CoA carboxylase and pyruvate
carboxylase contain domains with homology to the amino terminal half of SYNase, itself
a product of gene duplication. This makes it likely that all three genes arose by domain
recruitment from an ancestral proto-SYNase. Sequence similarities throughout the orni-
thine transcarbamylase and ATCase genes, both of which use carbamoyl phosphate as a
substrate, suggest that they arose by duplication of an ancestral gene and divergent evo-
lution.
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enzymatic activities necessary for a sequential set of reactions (Srere,
1987; Hawkins and Lamb, 1995). Two examples of multidomain proteins
are discussed: eukaryotic and prokaryotic enzymes in the de novo purine
and pyrimidine biosynthetic pathways.

1. Purine Biosynthesis

Purines are synthesized de novo from phosphoribosyl pyrophosphate.
The first ten enzymatic steps lead to the formation of inosine monophos-
phate, from which adenosine monophosphate and guanosine mono-
phosphate are then synthesized in two steps. The second, third, and
fifth steps in this pathway are catalyzed by glycinamide ribonucleotide
synthetase (GARS), glycinamide ribonucleotide formyltransferase
(GART), and aminoimidazole ribonucleotide synthetase (AIRS), respec-
tively. In Escherichia coli (Zalkin and Nygaard, 1999) and Bacillus subtilis
(Ebbole and Zalkin, 1987) these enzymatic activities lie on separate
proteins, whereas in human, chicken (Aimi et al., 1990) and mouse (Kan
et al., 1993), a single gene locus codes for a trifunctional protein with
the domain order GARS-AIRS-GART (Fig. 2). Sequence and structural
data clearly indicate that the individual genes from bacteria and the
gene fragments corresponding to the functional domains of mammals
and chicken have a common evolutionary origin. Examination of the
organization of the corresponding genes in Drosophila (Henikoff et al.,
1986) and yeast (Henikoff, 1986) suggests a two-step evolutionary path-
way for the fusion of these genes. Initially, as seen in yeast, genes for
GARS and AIRS activities were fused, with GART activity remaining on
a single gene. Subsequently the GARS-AIRS and GART genes fused. In
Drosophila, tandem duplication of the AIRS region has led to a protein
with two tandem AIRS domains. How the genes for the GARS-AIRS-
GART multienzymatic protein became fused is an open question. A
reasonable model has been proposed that employed intron-intron medi-
ated rearrangement as the evolutionary mechanism, based largely on
the presence of introns at domain boundaries (Davidson and Pe-
terson, 1997).

2. Pyrimidine Biosynthesis

Carbamoyl-phosphate synthetase (CPSase), aspartate transcarbamo-
ylase (ATCase), and dihydroorotase (DHOase) catalyze the first, second,
and third steps in the pyrimidine de novo biosynthetic pathway, respec-
tively. CPSase has two enzymatic functions that are found as separate
units in bacteria: glutamine amidotransferase (GLNase) and synthetase
(SYNase). GLNase transfers the amino group of glutamine to the catalytic
site of SYNase, which in turn catalyzes the formation of carbamoyl phos-
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phate in a complex reaction. GLNase- and SYNase-like domains are
found in CPSase domains of higher species. CPSase, ATCase and CHOase
are independent in bacteria but fused into multienzyme proteins in
eukaryotes (CAD) in the order CPSase-DHOase-ATCase (Fig. 3). Unlike
in the purine enzymes previously described, there is no intermediate
level of gene fusions in species between bacteria and human to aid in
the elucidation of the order of gene assembly. Interestingly, the yeast
multifunctional enzyme URA2 contains an inactive DHOase-like domain
between the CPSase and ATCase domains with an individual DHOase
protein coded for on a separate operon (Souciet et al., 1989). This
observation is clearly suggestive of a gene duplication event.

Although channeling can be found in these multifunctional proteins,
it seems that the creation of more sophisticated allosteric control was
the driving force behind gene consolidation. Several lines of evidence
indicate that URA2 channels carbamoyl phosphate from the catalytic
site of CPSase to the catalytic site of ATCase (Belkaid et al., 1987; Hervé
et al., 1993) and partial channeling has been observed in mammalian
CAD (Mally et al., 1980). However, evidence for channeling has been
observed in the hyperthermophilic archaeon Pyrococcus abyssi CPSase,
ATCase, and DHOase enzymes, which are separate enzymes (Purcarea
et al., 1999), and in a truncated CAD with ATCase as a separate domain
(Davidson et al., 1993). Studies on independent domains of yeast and
mammalian CAD and yeast-mammalian chimeric CAD indicate that cata-
lytic activity resides entirely within the independent domains but that
regulation requires interdomain interactions (Serre et al., 1999). Thus,
it seems that the evolutionary driving forces behind consolidation of
these genes into a multifunctional enzyme were incorporating more
sophisticated allosteric control and, presumably, coordinate expression.

B.  Tandem Duplication

Duplication of genes or gene fragments in tandem is one method
observed in nature to evolve new function. Its occurrence in so many pro-
teins clearly supports its advantages: (1) increased stability, (2) new co-
operative functions, (3) formation of a binding site in a cleft, (4) pro-
duction of multiple binding sites in series resulting in more efficient or
specific binding, and (5) growth of long repetitive structures in modular
proteins (McLachlan, 1987). The two possible evolutionary outcomes
for such duplications are domains that function in isolation and domains
that interact. The former are likely to exist initially after duplication,
with interactions, if evolutionarily favorable, developing concomitant
with genetic changes in the two domains. Tandem duplication is also a



EVOLUTION OF PROTEIN FUNCTION BY DOMAIN SWAPPING 37

proposed first step in a mechanism for circular permutation of proteins
(Ponting and Russell, 1995).

1. Pyrimidine Biosynthesis

CPSase catalyzes the formation of carbamyl phosphate from glutamine,
bicarbonate, and two equivalents of ATP. The biosynthesis involves four
partial reactions. GLNase catalyzes the formation of ammonia from
glutamine. The remaining three partial reactions are catalyzed by
SYNase. Bicarbonate is activated by ATP to form carboxyphosphate,
which reacts with ammonia to form carbamate. The ATP-dependent
phosphorylation of carbamate results in the production of carbamyl
phosphate.

Comparison of the N-terminal and C-terminal fragments of the E. coli
carB gene, which codes for the large subunit of CPSase, suggests that it
arose from tandem duplication of a smaller ancestral gene (Nyunoya
and Lusty, 1983) (Fig. 3). The homology is especially strong between
residues 1-400 and 553-933, which exhibit 39% identity and 64% homol-
ogy with only four minor adjustments for insertions and deletions. Al-
though these two domains are commonly referred to as CPS.A and
CPS.B, they will be referred to as SYN.A and SYN.B, respectively, to
avoid confusion with CPSase. Since the two ATP-dependent reactions
of SYNase utilize similar substrates (bicarbonate and carbamate), one
might assume that tandem duplication of an ancient SYNase half-domain
occurred to catalyze these two reactions at different sites. However, the
picture is more complicated than that.

Remarkably, the isolated GLNase-SYN.A domains and a GLNase-SYN.B
fusion catalyze the entire series of reactions involved in glutamine-
dependent carbamyl phosphate synthesis (Guy and Evans, 1996). Also,
a truncated URA2 gene with the GLNase and SYN.A domains removed
still codes for an active enzyme that retains the ability to channel carbam-
oyl phosphate and be allosterically regulated by UTP (Serre et al., 1999).
Furthermore, Pyrococcus archaebacteria posses a SYNase that is less than
half the size of other SYNases (Purcarea et al., 1996; Durbecq et al., 1997).
All this evidence suggests that the ability to synthesize carbamylphosphate
predates tandem duplication.

This begs the question as to why the SYNase domain has evolved by
tandem duplication, since both SYN.A and SYN.B seem to be functionally
equivalent. However, evidence that the two ATP-dependent reactions
occur at different sites in SYNase is very strong (Guy et al., 1996), and
it has been subsequently shown that the functional form of SYN.A and
SYN.B domains in the absence of the other is a homodimer (Guy et al.,
1998). It appears that it is somehow advantageous to have separate, but
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proximal, domains for the ATP-dependent partial reactions. Although
this can occur intermolecularly, fusing the two domains together ensures
this geometry and stoichiometry. That both SYN.A and SYN.B can cata-
lyze the two reactions is probably an evolutionary leftover from an ances-
tral single domain SYNase, like that of Pyrococcus, which catalyzed both
reactions. This view of the function of SYN.A and SYN.B supports an
evolutionary pathway by tandem duplication, followed by optimization
by point mutation.

2. Proteases

The pepsin and chymotrypsin families of proteases are believed to
have evolved by tandem duplication. Members of the pepsin family of
proteases are composed of two large B-sheet domains, with their active
sites in between composed of catalytic aspartate residues from each
domain. Aside from structural similarities, the domains have sequence
homology, particularly around the active site aspartate residues. This
clearly suggests that the two domains arose by tandem duplication (Tang
et al., 1978). It seems that tandem duplication in pepsin allowed the
creation of a binding site cleft. Members of the chymotrypsin family of
proteases are composed of two homologous B-barrel domains packed
together asymmetrically. The important residues for catalysis are His57,
Aspl02, and Ser195. The domain interface forms the active site with the
first two catalytic residues on the N-terminal barrel and the last one on
the C-terminal barrel. Superposing the a-carbon atoms of the two do-
mains shows forty-six carbons fitting within a root-mean-square distance
of 2.4 A (McLachlan, 1979). This suggests that chymotrypsin evolved by
tandem duplication, although no detectable sequence similarity remains.

3. Modular Proteins

Modular proteins are described as displaying a beads-on-a-string orga-
nization of domains or modules because the individual domains (beads)
function independently but are connected via the peptide backbone
(string). Such an organization has been found in many eukaryotic pro-
teins such as fibronectin, collagen XII, factors involved in blood clotting
and fibrinolysis, muscle associated proteins such as twitchin and titin,
and cell surface receptors (Baron et al., 1991; Doolittle and Bork, 1993;
Hegyi and Bork, 1997). The demonstration that domain folding in pro-
karyotes is posttranslational and domain folding in eukaryotes is co-
translational and sequential may have been critical in the evolution
of modular proteins by allowing tandem duplication events to create
immediately foldable protein structures (Netzer and Hartl, 1997).
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C. Domain Recruitment

Domain recruitment is a mechanism by which functional units from
one protein are ‘‘recruited’’ by another protein. This mixing and match-
ing of existing domains constitute an efficient method to evolve proteins.
An apt explanation of this is a variation on the saying that ‘‘a thousand
monkeys typing at a thousand typewriters would eventually reproduce
the works of Shakespeare.”” The monkeys would obviously work much
more efficiently if, once they managed to type a coherentword, sentence,
paragraph, or chapter, they could reproduce these words, sentences,
paragraphs, and chapters with a single keystroke.

1. Purine Biosynthesis

The E. coli genes for glycinamide ribonucleotide transformylase
(PurN), methionyl-tRNA formyltransferase (FMT), and formyltetrahy-
drofolate hydrolase (purU) catalyze the transfer of the formyl group
from formyltetrahydrofolate to glycinamide ribonucleotide, methionyl-
tRNA, and water, respectively. Sequence homology, conservation of cata-
Iytic residues, and structural similarities between PurN and FMT (see
Fig. 4) suggest a common ancestor for the subdomain responsible for
formyltetrahydrofolate binding and deformylation.

The N-terminal domain of PurN is structurally homologous to other
N-terminal domains of GAR synthetase (PurD) and N°-carboxyaminoimi-
dazole ribonucleotide synthetase (PurK)—FE. coli enzymes that are in-
volved in purine biosynthesis (Wang et al., 1998; Thoden et al., 1999).
This N-terminal domain is responsible for ribonucleotide binding and
adopts a Rossman-fold (Rossmann ¢t al., 1974) thatis common in nucleo-
tide binding proteins. As a result of the structural similarity in the N-
terminus of three enzymes in the de novo purine biosynthetic pathway,
it is tempting to speculate that these enzymes have evolved by domain
recruitment. However, the very low sequence homology makes this diffi-
cult to prove. If domain recruitment did occur, it must have occurred
with an early ancestral nucleotide-binding motif for such a divergence
in sequence to accumulate.

2. Pyrimidine Biosynthesis

ATCase and ornithine carbamoyltransferase (OTCase) catalyze analo-
gous reactions. ATCase transfers the carbamoyl moiety from carbamoyl
phosphate to aspartate, and OTCase transfers the carbamoyl moiety
from carbamoyl phosphate to ornithine. They both share a common N-
terminal functional domain, which binds carbamoyl phosphate. The C-
terminal domains of these enzymes are structurally similar but have
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Fic. 4. (a) Sequence alignment of the E. coli genes for glycinamide ribonucleotide
formyltransferase ( purN), methionyl-tRNA formyltransferase (FM7T), and formyltetrahy-
drofolate hydrolase ( purU). Identical amino residues are shaded in gray. The key active
site residues of PurN are indicated by (*). The N-termini of all three enzymes do not
align well, but a sequence alignment of the N-termini of purN and FMT based on a
structural alignment (not shown here) has been proposed (Schmitt et al., 1996).
(b) Crystal structures of PurN (Almassy et al., 1992) and the domain of FMT (Schmitt et
al., 1996) homologous to PurN. The C-terminal domain of FMT is not shown. Side chains
of the key active site residues of PurN (Asn106, His108 and Asp144) and FMT (Asn108,
His110 and Asp 146) are shown in black.
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very divergent sequences. Based on multiple sequence alignments, the
simplest explanation is that the two carbamoyltransferases arose not by
domain recruitment but by duplication of an ancestral gene followed
by divergent evolution (Labedan et al., 1999) (Fig. 3).

In contrast, sequence relationships between CPSase and enzymes out-
side the pyrimidine pathway suggest domain recruitment as an evolution-
ary mechanism. Homology between the N-terminal half of SYNase and
subdomains of acetyl-CoA carboxylase (Takai et al., 1988) and pyruvate
carboxylate (Lim et al., 1988) suggest that these enzymes evolved by
domain recruitment. Similarly, GLNase is sequentially and functionally
related to domains in several enzymes that utilize cleavage of glutamine
as the basis for catalysis. GLLNase probably evolved from an ancestral
glutaminase that was duplicated and inserted into other proteins by
domain recruitment (Davidson et al., 1993).

3. Insertion of Domains

Identification of homologous domains can be confounded by irregu-
larities in the relationships between linear sequences and three-dimen-
sional structures (Russell and Ponting, 1998). This arises primarily from
the assumption that domains form distinct compact structures that are
coded for by a single, uninterrupted stretch of DNA. Although end-to-
end fusion is the predominant manner of linking two domains, the
increasing number of exceptions to this rule suggests an evolutionary
tolerance or even advantage to domain insertions. Although a protein
created by a domain insertion would be expected to incur protein folding
problems for entropic reasons, a number of advantages for insertions
have been proposed (Russell, 1994). Fixing both ends of an inserted
domain offers the advantages of a more compact structure to avoid
proteolysis and a more rigid structure to fix the relative spatial orientation
of the two domains in order to make functional combinations more
viable. Finally, a possible reason why one third of all proteins have their
N- and C-termini proximal (Thornton and Sibanda, 1983) —a proximity
that is required for a domain to be inserted—could be to allow for
domain insertion as an evolutionary mechanism.

Protein structure determinations have identified several examples of
one domain inserted within another. One example is the E. coli DsbA
protein, which catalyzes the formation of disulfide bonds in the per-
iplasm. The enzyme consists of two domains: a thioredoxin-like domain
that contains the active site, and an inserted helical domain similar to
the C-terminal domain of thermolysins (Martin et al., 1993). The inserted
domain forms a cap over the active site, suggesting that it plays a role
in binding to partially folded polypeptide chains before oxidation of
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cysteine residues. It has been proposed that DsbA’s potent disulfide
catalyzing ability results from the relative motions of the two domains,
though recent evidence shows that the motions are independent of the
redox state of the active site and thus may only be related to substrate
binding (Guddat et al., 1998). It seems likely that DsbA arose by the
insertion of a domain into an ancestral thioredoxin-like domain in order
to provide improved substrate binding, raising the catalytic power of the
enzyme. Of course, an alternative explanation that must be considered is
that thioredoxin is a result of the deletion of the helical domain from
an ancestral DsbA protein (Russell, 1994). Other examples of domain
insertion have been summarized elsewhere (Russell, 1994; Russell and
Ponting, 1998).

D. Circular Permutations

A circularly permuted protein has its original N- and C-termini fused
and new N- and C-termini created by a break elsewhere in the sequence.
Circular permutation can be thought of as a form of domain swapping
in which the C-terminal fragment of a gene has been moved to the
beginning of that gene. Circular permutation is believed to result when
tandem duplication of a gene is followed by the introduction of a new
open reading frame within the first repeat and a new stop codon within
the second repeat (see Fig. 1). This model is supported by the observation
of tandem duplication in prosaposins and adenine-N° DNA methyltrans-
ferase, genes for which circular permutated variants are known (Ponting
and Russell, 1995; Jeltsch, 1999).

The first in vitro construction of a circular permuted protein was
carried out on bovine pancreatic trypsin inhibitor by chemical means
(Goldenberg and Creighton, 1983). Since then, a number of circular
permuted proteins have been constructed, primarily by genetic methods
(for a review, see Heinemann and Hahn, 1995). These studies have
shown that circular permuted proteins very often fold up into stable,
active proteins. Comparisons of primary and tertiary structures within
several protein families have led to the conclusion that circular per-
mutation occurs in natural protein sequences. A recent review noted
evidence of naturally occurring circular permutations in lectins, bacterial
B-gluconases, aspartic proteases, glucosyltransferases, 8-glucosidases, sur-
face layer homology domains, transaldolases, and C2 domains (Lindqvist
and Schneider, 1997). Another recent example is adenine-N°* DNA meth-
yltransferases (Jeltsch, 1999).

An interesting case is a family of plant aspartic proteases in which
sequence alignments have predicted evolution by insertion of a saposin-
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like domain thatitself has been circularly permuted. Circularly permuted
variations of saposin-like domains have been termed ‘‘swaposins’ and
were first identified in plant aspartic proteases (Guruprasad et al., 1994).
The four a-helices of saposin have been permuted in swaposin such that
the order in swaposin is helices 3-4-1-2. The cDNA sequence that codes
for saposins suggests a mechanism for the evolution of swaposin (see
Fig. 1) (Ponting and Russell, 1995). Saposin domains are formed by
cleavage of prosaposin, which consists of four tandem repeats of saposin
domains. This is suggestive of an evolutionary event in which swaposin
was created by the creation of a new ORF whose N-terminus is helixes
3 and 4 followed by a linker and helices 1 and 2.

The evolutionary advantages of circular permutation are not clear
from the current examples of naturally occurring circularly permuted
proteins, as most have conserved function. However, examples of engi-
neered circularly permuted proteins have been shown to result in higher
stability (Wieligmann et al.,, 1998), effect quaternary domain assembly
in multi-domain proteins (Wright et al., 1998), and increase antitumor
activity in fusions of interleukin 4 and Pseudomonas exotoxin by changing
of their topology (Kreitman et al.,, 1995).

IV. DOMAIN SWAPPING FOR PROTEIN ENGINEERING

The following sections describe examples of domain swapping per-
formed to engineer proteins with desired function and properties. Stud-
ies are categorized under the intended goals of the protein engineering:
engineering of allosteric regulation, creation of activators and inhibitors,
improvement in stability or expression, modification of substrate speci-
ficity, improvement of catalytic efficiency, alteration of multimodular
synthetases, improvement of therapeutic properties, creation of molecu-
lar biosensors, and creation of novel enzymes. Some of this work has
also been explored in two recent reviews on hybrid enzymes (Nixon et
al., 1998; Beguin, 1999).

Bifunctional enzymes, generally end-to-end fusions of two domains
or proteins in which the two proteins have distinct and independent
functions, are mentioned only briefly in order to devote more space to
domain-swapped enzymes that have a higher degree of interaction. Re-
cent reviews that discuss the use of bifunctional enzymes in more detail
include those on recombinant immunotoxins (Reiter and Pastan, 1998),
signal sequences for cellular targeting (Martoglio and Dobberstein,
1998), gene fusions for phage display (Hoogenboom et al.,, 1998; Rodi
and Makowski, 1999) or bacterial display (Georgiou et al., 1997), affinity
purification (Nilsson et al., 1997), improved recombinant protein pro-
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duction (Baneyx, 1999), in vivo detection of proteins (Tsien, 1998),
chimeric transcription activators (Clackson, 1997), artificial systems for
assembling enzymes (Beguin, 1999), and two- and three-hybrid systems
(Drees, 1999). Similarly, coverage will be minimal of hybrids between
interspecies homologs that were constructed for purposes of understand-
ing differences in their properties.

A.  Engineering of Allosteric Regulation

The engineering of new allosteric regulations by domain swapping or
other methods has not been extensively explored, but two studies suggest
its general feasibility. First, insertion of TEM (-lactamase into two differ-
ent loops of the E. coli maltose binding protein (MalE) have been found
to result in B-lactamase activity that is more stable to urea denaturation
in the presence of maltose than in its absence (Betton et al, 1997).
Second, heterotetramers of L-lactate dehydrogenase (LDH), which natu-
rally forms homotetramers, and an engineered form of LDH with the
substrate specificity of malate dehydrogenase (MDH) exhibit allosteric
properties (Fushinobu et al., 1998). MDH activity in these LDH/MDH
mixed tetramers was found to increase in the presence of oxamate,
which was found to bind to LDH in the complex.

An enzymatic two-hybrid system, termed protein-fragment comple-
mentation assay (PCA) (Pelletier et al., 1998) has potential for engineer-
ing of allosteric regulation. Developed to link protein interactions to
enzymatic activity, PCA has elements of both domain swapping and
regulation of enzyme activity. PCA consists of two designed fragments
of murine dihydrofolate reductase (mDHFR), each of which is fused to
a target domain (i.e., two domains that potentially interact). These two
mDHFR domains were engineered by circular permutation followed by
cleavage at a designed location. The two mDHFR domains without the
target domains do not associate efficiently enough to produce DHFR
activity. Association between the two target domains drives the association
of the mDHFR fragments. Since mDHFR activity is essential for comple-
mentation of E. coli grown in the presence of the anti-folate drug tri-
methoprim, domains that interact can be selected by functional comple-
mentation. Allosteric regulation dependent on a small molecule can
be created if the association between the two interacting domains is
dependent on a small molecule. Such a case was demonstrated, though
not for the purposes of regulating DHFR activity, with the FK506 binding
protein (FKBP) and a domain of the FKBP-rapamycin binding protein
(FRB) fused to the mDHFR fragments (Remy et al,, 1999). FKBP and
FRB only associate in the presence of rapamycin. Hence, the mDHFR
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PCA can be used for quantitative pharmocological analysis of protein—
protein and protein—small molecule binding in vivo. However, if the
mDHFR domains are swapped for complementary fragments of another
enzyme, then perhaps a PCA with ligand-dependent interacting domains
such as FKBP and FRB can be used to regulate the activity of this enzyme.

B.  Creation of Activators and Inhibitors

In Drosophila, three proteins with epidermal growth factor-like domains
modulate the function of the epidermal growth factor (EGF) receptor.
Spitz (Spi) is a potent activator, Vein (Vn) is a moderate activator, and
Argos (Aos) is an inhibitor. Aside from the EGF-like domains, these
three proteins are structurally unrelated, suggesting that they evolved
by EGF-like domains being fused to ancestral Spi, Vn, and Aos. Swapping
of the EGF-like domains from Spi and Aos into Vn resulted in hybrids
that behaved in vitro and in vivo like Spi and Aos (Schnepp et al., 1998).
This work demonstrates the feasibility of swapping homologous struc-
tures between proteins containing other domains that are structurally un-
related.

C.  Improvement in Stability or Expression

1. Pyrroloquinoline Quinone Glucose Dehydrogenase

Pyrroloquinoline quinone glucose dehydrogenase (PQQGDH), pyrro-
loquinoline quinone ethanol dehydrogenase(PQQEDH), and pyrrolo-
quinoline quinone methanol dehydrogenase (PQQOQMDH) use pyrrolo-
quinoline quinone (PQQ) as a bound cofactor. These enzymes have
potential for use in diagnostics and as biosensors for organic compounds,
such as using PQQGDH as an enzyme sensor for glucose. Based on
the crystal structure of PQOMDH (Ghosh et al,, 1995) and predicted
structures of PQOQGDH and PQQEDH (Cozier and Anthony, 1995a;
Cozier et al., 1995b), all are B-propeller proteins with eight W-motifs
(propellers) of four B-sheets each. PQQGDH are found in a variety of
bacteria and, despite their sequence homology, have a great deal of
variety in PQQ binding stability, thermal stability, and substrate specificity
(Yoshida et al., 1999).

To delineate regions of the protein responsible for the observed dif-
ferences and create PQQGDH enzymes with desired substrate activi-
ties and stability, Sode and co-workers have constructed a variety of
domain-swapped hybrids between the E. coli and Acinetobacter calcoaceticus
PQQGDHSs. They identified the region between 32% and 59% of the



46 MARC OSTERMEIER AND STEPHEN J. BENKOVIC

N-terminus as being responsible for EDTA tolerance (PQQ binding
stability) in the A. calcoaceticus enzyme. Based on this data, a domain-
swapped enzyme was constructed that exhibited E. coli enzyme specificity
and A. calcoaceticus EDTA tolerance (Yoshida et al., 1999). In addition,
the C-terminal 3% of the A. calcoaceticus enzyme was found to confer
thermal stability to the E. coli enzyme when swapped for the E. coli
enzyme’s C-terminal 3% (Sode et al., 1995). Interestingly, the 32%-59%
region also conferred thermal stability. A domain-swapped enzyme con-
taining the 32%-59% and C-terminal 3% regions of A. calcoaceticus but
elsewhere derived from E. coli had the highest thermal stability while
maintaining an EDTA tolerance that was essentially that of A. calcoaceticus
(Yoshida et al., 1999).

This work utilizes a functional definition of domains rather than a
topological one. Mapping the swapped regions onto the predicted struc-
ture of PQQGDH shows that the region between 32% and 59% correlates
to the second, third, and fourth W-motifs of the eight W-motifs, and the
C-terminal 3% correlates to part of the second-to-last S-sheet in the eight
W-motif. It is important to note that although the engineered enzyme
had the desired thermal stability, EDTA tolerance, and specificity, activity
toward glucose had decreased to 6% of the level of the E. coli enzyme
as judged by V;,../ K. This correlated with an increase in random struc-
ture as judged by circular dichroism. Large reductions in activity are
likely to be common in domain-swapped enzymes with lower levels of
homology. However, directed evolution strategies to improve activity,
which have been particularly successful in improving the activity of poor
enzymes (Arnold and Volkov, 1999), will likely be successful in fine-
tuning domain-swapped enzymes.

2. Other Examples

The three-dimensional structure of human extracellular superoxide
dismutase (EC-SOD) is unknown. Studies of structure—function relation-
ships have been severely limited by its poor production in mammalian
cell lines and failure to be expressed in prokaryotic and yeast systems.
In contrast, extra- and intracellular Cu- and Zn-containing superoxide
dismutases (CuZn-SOD) are expressed very well in E. coli and yeast.
CuZn-SOD is homologous to a large interior fragment of EC-SOD, but
lacks its extra N-terminal and C-terminal domains. Fusions of either the
N-terminal domain of EC-SOD or both the N- and C-terminal domains
of EC-SOD to CuZn-SOD resulted in a domain-swapped enzyme that
expressed well and whose characteristics resemble EC-SOD (Stenlund
and Tibell, 1999).
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Domain swapping can also result in the acquisition of proteolytic
stability. Insertion of TEM (-lactamase into loops of the E. coli maltose
binding protein (MalE) results in fusions that are less susceptible to
proteolysis than simple end-to-end fusion (Betton et al, 1997). The
stability of the B-lactamase activity in the insertion proteins to urea
induced denaturation was greater in the presence of maltose than in
its absence. In addition, fusion partners, particularly MalE, can greatly
improve the solubility and expression of aggregation-prone proteins
(Kapust and Waugh., 1999). Engineered circular permutation almost
always results in a slight to significant decrease in stability, but a recent
exception to the rule has been found. Circular permutation of eye lens
BB2-crystallin resulted in a modest improvement of stability to urea
denaturation, with a midpoint of transition of 2.1 M compared to 1.9
M for the wild-type crystallin (Wieligmann et al., 1998). The increased
stability was attributed to a more compact structure of the individual
domains of the protein.

D.  Modification of Substrate Specificity

1. Chimeric Restriction Endonucleases

One of the greatest successes in utilizing domain swapping for protein
engineering has been the creation of chimeric restriction endonucleases
by Chandrasegaran and co-workers (Fig. 5) (Chandrasegaran and Smith,
1999). Although most known restriction enzymes recognize a particular
DNA sequence and then cleave the DNA within that sequence, type IIS
restriction enzymes recognize a particular site and then cleave the DNA
a certain number of bases away from that site, irrespective of the cleavage
site’s sequence. This property is suggestive of two domains: a DNA-
binding domain responsible for recognition and specificity, and a non-
specific endonuclease domain. The type IIS restriction enzyme Fokl has
been shown by biochemical experiments (Li et al., 1992; Li et al., 1993)
and confirmed by recently solved crystal structures (Wah et al., 1997;
Wah et al., 1998) to display such a domain structure. This structural
arrangement suggests that F'okl evolved by random fusion of a nonspecific
endonuclease domain (fy) and a DNA-binding domain.

A systematic method for constructing restriction enzymes that recog-
nize a given desired sequence has obvious applications in molecular
biology. More important, the construction of a restriction enzyme that
specifically recognizes sequences of 16 to 18 bp, long enough to make
it probable that such a sequence is unique in a genome, has important
applications in gene therapy and the construction of transgenic animals.



48 MARC OSTERMEIER AND STEPHEN J. BENKOVIC

Fok | DNA Binding Proteins

nonspecific
nucleas
domain

DNA . A 3
.binding .
domain
N

DNA
binding
domains

chimeric restriction enzymes

Fok | Zinc fingers
(and their recognition sequence)

: @D
: . &b AAT

o S
GTCCTGCCCNNNN
NNNNNNICAGGACGGGNNNN

Cc
- -
NNNNNCCTGARGTC GTCCTGCCCNNNN
NNNNNGGACTTCAGNNNNNNNNNNCAGGACGGGNNNN

i

FiG.5.  Schematic of the construction and function of chimeric restriction endonucle-
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locations near the binding site. (b) The modular nature and tunable specificity of zinc
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Chandrasegaran and co-workers have made fine progress toward this
goal by creating chimeric restriction enzymes using Fokl in which the
natural DNA-binding domain has been swapped for a variety of DNA-
binding domains, particularly zinc fingers (Chandrasegaran and
Smith, 1999).

Functional chimeras have been constructed between Fy and the Dro-
sophila Ubx homeodomain (Kim and Chandrasegaran, 1994), the DNA-
binding domain of the transcription factor Spl (Huang et al., 1996),
yeast Gal4 (Kim ef al., 1998), and zinc-finger DNA-binding motifs (Kim
et al., 1996; Kim et al., 1997). Zinc-finger motifs hold the most promise
due to their modular nature (Fig. 5b). Crystal structures of zinc finger
bound to DNA indicate that each zinc finger binds specifically to three
bases (Pavletich and Pabo, 1991). This has stimulated efforts for creating
a library of zinc fingers specific for each possible codon (Greisman et
al., 1997; Isalan et al., 1997). Although fused zinc fingers do not bind
totally independently, the linkage of several zinc fingers is believed to
be an excellent framework to build DNA-binding proteins specific for
sitesup to 18 bp in length (Chandrasegaran and Smith, 1999). Sequence-
specific cytosine methyltransferases were created by fusing zinc fingers
and a CpG-specific DNA methyltransferase (Xu and Bestor, 1997).

A detailed study of a fusion of Fyand the designed zinc finger AQNK
(a fusion of three zinc fingers) has demonstrated that the fusion does
not significantly change the sequence specificity or binding affinity of
the zinc fingers (Smith et al., 1999). The sequence specificity of the Fy-
AONK chimeric endonuclease is a reflection of that of the AQNK. Fy-
AQNK had no activity on some 9-bp sites with only one base difference
from its target site. However, other sites with one base change were
cleaved 16% as efficiently as the target site, as judged by the initial rate
of cleavage. All chimeric Fy restriction enzymes described to date show
nonspecific nucleotide activity, particularly at high MgCl, concentration
and have multiple cleavage products (Kim et al., 1998). This presumably
results from the lack of interaction between the two domains in the
chimera to “‘lock’ the Fy domain in a fixed orientation relative to the
DNA-binding domain: an interaction that is present in the natural Fokl
enzyme. Constructing Fyfusions with six zinc fingers in order to recog-

fingers potentially enables the construction of restriction enzymes for any desired sequence
by the fusion of multiple zinc fingers together in a specific order. An Fythree zinc finger
chimeric restriction enzyme recognizing a nine-bp sequence is shown. (c) Fy-three zinc finger
chimeric restriction enzymes that nick DNA but do not make double stranded breaks can be
used in pairs to specifically recognize a noncontinuous 18-bp sequence.
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nize a 18-bp site may achieve very tight binding, but at the expense of
specificity. Interestingly, a zinc finger-Fy fusion with only DNA-nicking
activity would allow circumvention of this problem. The use of two
chimeras with nicking activity and different specificities potentially allows
the specific cleavage within a noncontinuous 18-bp site (Fig. 5c) (Chan-
drasegaran and Smith, 1999).

2. Proteases

Members of the chymotrypsin family of serine proteases are composed
of two homologous (-barrels that are believed to have evolved from an
ancient gene duplication event (McLachlan, 1979). Numerous crystal
structures of chymotrypsin-like proteases have shown that the two (-
barrels stack together at roughly 90° to each other and are structurally
conserved. The catalytic residues His57, Asp102, and Ser195 are at the
interface of the two barrels, with His57 and Aspl02 being from one
domain and Ser195 being from the other. Variations between members
of the chymotrypsin family primarily manifest themselves in surface loops
near the active site that determine substrate specificity (Perona and
Craik, 1997). Sites important for binding peptide substrates are distrib-
uted between the two domains.

Trypsin and factor Xa (fXa) are two members of the chymotrypsin
family that have 38% sequence identity on the amino acid level and
have distinguishable substrate specificities. Recently, the N-terminal (-
barrel of fXa and the C-terminal B-barrel of trypsin were fused at a
rationally designed site in the linker region between the two domains
in order to create a hybrid fXa-trypsin protease (Hopfner et al., 1998).
The fXa-trypsin hybrid was highly active and more active than either
parent on three of the ten substrates assayed, as determined by &,/ K.
For most substrates, the activity of fXa-trypsin was an admixture of the
two parents, probably because trypsin had higher activity than fXa for
all the substrates tested.

However, some of the most important results that impinge on domain
swapping derive from the crystal structure of fXa-trypsin, which was
determined to 2.15 A. The general structural features of the chymotryp-
sin family are conserved between the respective parent molecules, includ-
ing the core elements and the residues of the active site. Surface ele-
ments, particularly loops, exhibited much greater variability. Most
important is the fact that although approximately 30% of the residues
at the interface of the two domains differ between fXa and trypsin—
presenting the possibility of unfavorable interactions that negatively ef-
fect folding and activity—these residues generally retained their struc-
ture with minor adjustments to accommodate mismatches. That plasticity
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apparently did not grossly affect stability or activity bodes well for a
strategy of domain swapping that exchanges homologous structures irre-
spective of sequence homology. These results suggest that such ex-
changed structures are flexible enough to accommodate mismatches
while generally retaining their fold. This possibly illustrates how large
changes in sequence space can occur in nature, enabling the escape from
local energy minimum and furthering the evolution of novel function.

E.  Improvement of Catalytic Efficiency

Studies on in-frame fusions between enzymes have demonstrated sev-
eral benefits, including improved overall activity, pre-steady-state lag
reduction, and sequestering of intermediates, presumably through the
advent of substrate channeling (Bulow, 1998). Hybrids of S-galactosidase
and galactose dehydrogenase (Ljungcrantz et al., 1989), galactose dehy-
drogenase and luciferase (Lindbladh et al., 1992), citrate synthetase
and malate dehydrogenase (Lindbladh et al., 1994), and two unique -
glucanases (Olsen et al., 1996) have exhibited evidence of substrate
channeling. All these bifunctional enzymes were constructed by end-to-
end fusion of their parental genes with an intervening linker sequence.
Presumably, this could be improved on by better organization of the
active sites through variation of the linker length or through a change
in the topology from end-to-end fusion to insertion of one enzyme into
another. As the active sites are brought closer together, specific point
mutations, perhaps identified through random mutagenesis, could be
useful in developing interactions between the two domains.

. Alteration of Multimodular Synthetases

1. Polyketide Synthases

Polyketides are made by the sequential activity of domains of large,
multifunctional enzymes called polyketide synthases (PKSs) (Fig. 6a
and b). Polyketides are formed by the condensation and modification
of acyl units derived from acyl-CoA precursors. Domains are organized
in modules and each module carries out the series of steps necessary
for one cycle of polyketide chain elongation. A single protein can have
more than one module, and several different proteins together can make
up a PKS. The number of modules determines the size of the polyketide.
A growing polyketide chain is tethered to the enzyme as a thiol ester
and moves sequentially from the N- to the C-terminus of a module,
lengthened by two carbon units per module. The first module in a PKS
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has a loading domain that recognizes a particular acyl-CoA to start the
chain. The mimimal module consists of ketosynthase (KS), acyltransfer-
ase (AT), and acyl carrier protein (ACP) domains. The specificity of the
AT domain determines the a-alkyl moiety of the two-carbon unit. Each
module can have between zero and three domains that are responsible
for modifying the B-carbon of the polyketide chain. Those modules
with modification domains can have a ketoreductase (KR), a KR and a
dehydratase (DH), or a KR, a DH, and an enoylreductase (ER) domain.
In the case when all three are present, the KR reduces the ketone to
an alcohol, the DH dehydrates the alcohol to a double bond, and the
ER converts the double bond to a saturate single bond.

Numerous studies have shown that the module nature of PKSs is very
amenable for engineering new PKSs by domain swapping. Several recent
reviews offer a detailed description of this work (Carreras and Santi,
1998; Hutchinson, 1999; Keating and Walsh, 1999). Much of the work
has been with two PKSs: 6-deoxyerythronolide B synthase (DEBS; Fig.
6a) and rapamycin PKS (RAPS; Fig. 6b). The chain initiation is one step
in the synthesis that can be altered by swapping loading domains. This
was first demonstrated by replacing the loading domain of the plateno-
lide PKS with that of the tylactone PKS, switching the specificity from
acetate to propionate (Kuhstoss et al., 1996). When the loading domain
of DEBS was replaced with one from avermectin PKS, polyketides were
obtained with side chains derived from a broader distribution of starter
units, consistant with the avermectin PKS-loading unit’s broader specific-
ity for branched-chain carboxylic acids (Marsden et al., 1998).

Fic. 6. Schematic of engineered polyketide synthases. Polyketide synthases (PKS) are
made up of acyltransferase (AT), ketosynthase (KS), acyl carrier protein (ACP), ketoreduc-
tase (KR), dehydratase (DH), enoylreductase (ER), and chain termination (TE) domains
that are grouped into modules. A single gene (indicated by the pointed wedges) can
encode for more than one module. (a) The PKS 6-deoxyerythronolide B synthase (DEBS)
has seven modules, including a loading module encoded by three genes (Cortes et al.,
1990; Caffrey et al., 1992). (b) Rapamycin PKS (RAPS) has fifteen modules including a
loading module encoded by three genes (Schwecke et al., 1995). Only the first gene of
RAPS is shown. (c) Many hybrid PKS have been engineered by replacing a domain from
DEBS with domain(s) from RAPS. The number directly below the inserted domain(s)
indicates the RAPS module from which the domain came. In (i), the AT domain
from RAPS module 2 has replaced the AT domain of DEBS module 1 (Oliynyk et al.,
1996). Other functional hybrids include (ii) (Liu et al, 1997), (iii) (Kao et al., 1998),
(iv) (McDaniel et al., 1997) and (v) (Kao et al., 1997). (d) A combinatorial library using
three separate plasmids for the three genes of DEBS and the indicated array of domain
swaps has been constructed (Xue et al., 1999).
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The AT domain is one logical place to alter PKS since it determines
the a-alkyl moiety of the two-carbon unit that is added. The first demon-
stration of the feasibility of swapping AT domains came from the success-
ful replacement of the AT domain of DEBS module 1 with the AT
domain from RAPS module 2 that resulted in a polyketide with the
intended substitution (Fig. 6¢,i) (Oliynyk et al., 1996). Replacements of
the AT domain from DEBS module 6 with the AT domain from RAPS
module 2 (Fig. 6¢,ii) (Liu ¢t al., 1997), and AT domains of DEBS modules
1 and 2 with three different heterologous AT domains (Ruan et al.,
1997) resulted in novel polyketides being synthesized.

B-carbon-modifying domains (KR, DH, and ER) can also be swapped
to produce novel polyketides. This can result in polyketides with stereo-
chemical changes, such as changing an alcohol configuration from S to
R by swapping the KR domain of DEBS module 2 for that of RAPS
module 2 or 4 (Fig. 6¢,iii) (Kao et al., 1998). Modules can also be
extended in length by, in effect, adding DH or DH and ER domains to
modules that have only a KR domain such as DEBS module 2. Replace-
ment with a KR and DH pair (Fig. 6¢,iv) or KR, DH, and ER trio (Fig.
6c,v) from RAPS resulted in the expected products and thereby increased
the functionality of the DEBS (McDaniel et al., 1997; Kao et al., 1997).

Recent publications in the field of engineered modular PKSs demon-
strate the combinatorial potential of domain swapping to create novel
PKSs to synthesize novel polyketides. Systematic replacement of AT and
KR domains in modules 2, 5, and 6 of DEBS with AT and (KR or KR/
DH or KR/DH/ER) domains from RAPS, respectively, resulted in a
library of PKSs capable of synthesizing more than fifty different polyke-
tides (McDaniel et al., 1999). An approach for generating much larger
libraries takes advantage of the fact that DEBS is encoded by three
distinct genes whose proteins interact to form the PKS. Variants of
individual genes are cloned into separate compatible plasmids, all of
which are transformed into the same Streptomysces lividans strain. In this
way, once the original set of variant genes are constructed, a library of
all combinations of these variant proteins can be obtained in a relatively
short amount of time by transforming cells with all three plasmid types
(Fig. 6d). To demonstrate this system, fourteen plasmids were con-
structed and combinatorialized. Sixty-four cells received all three plas-
mids, of which forty-six produced detectable levels of forty-three different
polyketides (Xue et al., 1999). A combinatorial method of generating the
original variants would significantly expand this combinatorial approach.

2. Peptide Synthetases

Nonribosomal peptide synthetases have a modular structure and carry
out the syntheses of peptides about two to fifteen amino acids in length
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through the sequential action of several semi-independent domains,
each of which carries out a specific reaction on the growing polypeptide
chain. Distinct domains have been shown to be involved in amino acid
recognition and adenylation (A-domain), covalent linkage of the sub-
strate to the cofactor 4'-phosphopantetheine (T-domain), condensation
of two activated petidyl or aminoacyl moieties (C-domain), and release
of the product by cyclization or hydrolysis (Te-domain) (Mootz and
Marahiel, 1999). The nature, number, and order of these domains deter-
mine the structure of the product.

Although not as extensively explored as recombining polyketide syn-
thases has been, redesign of peptide synthetases by recombining their
modules has been successful in a handful of studies (Stachelhaus et al.,
1995; de Ferra et al., 1997; Schneider et al., 1998) and was the subject
of a recent review (Mootz and Marahiel, 1999). The first example of
successful engineering of an active peptide synthetase to produce a new
product was engineered by swapping A-domain and T-domains (AT-
domain) from different species for the AT-domain of the seventh module
of the seven module SrfA complex in Bacillus subtilis (Stachelhaus et al.,
1995). Phe-, Orn- and Leu-AT-domains from Bacillus brevis and Cys- and
Val- AT-domains from Penicillium chrysogenum were swapped for the Leu-
AT-domain. These five domain-swapped enzymes encoded peptide syn-
thetases with the desired amino-acid specificities and produced a surfac-
tin (containing seven amino acid moieties including two p-amino acids)
with the desired amino acid substitutions, albeit at lower levels. Subse-
quent experiments in which AT-domains were swapped for the second
and fifth position of the SrfA complex also resulted in an altered, but
not always the expected, product (Schneider et al., 1998). Swapping the
Te-domain (responsible for release of the product from the seventh
module) for the fourth and the fifth modules resulted in the expected
shortened peptide products (de Ferra et al., 1997). Fusion points chosen
at estimated domain boundaries (Stachelhaus et al., 1995; Schneider et
al., 1998), within highly conserved motifs (Ritsema et al., 1998), and at
fortuitously located restriction sites (de Ferra et al., 1997) have been
successful for creating peptide synthetases with some activity. For creating
improved domain-swapped peptide synthetase, identifying the optimal
choice of fusion points is likely to be crucial (Mootz and Marahiel, 1999)
and may be well suited for the combinatorial methods described later.

G.  Improvement of Therapeutic Properties

The spatial orientation of fused domains can affect important proper-
ties of the fusions. The use of circularly permuted domains overcomes
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the limited number of spatial orientations available by fusion at natural
N- and C- termini. For example, fusion proteins of interleukin-4 (IL-4)
and a Pseudomonas exotoxin (PE) have antitumor activity. However, the
fusion point of the two domains is near the site of IL-4 that binds its
receptor, limiting its effectiveness. However, circular permutation of II-
4 at residues 37 and 38 and fusion of PE to the new C-terminus resulted
in a chimera that bound its receptor with ten-fold higher affinity (Kreit-
man et al., 1994). It possessed improved, specific antitumor activity in
a variety of different types of tumor cell cultures and increased efficacy
in mice (Kreitman et al., 1995). Similarly, granulocyte stimulating factor
(GCSF) was circularly permuted at several locations and fused to interleu-
kin-3 (IL-3) in an attempt to make a set of spatially permuted GCSF-IL-
3 fusions (called myelopoietins (MPOs)) (McWherter et al., 1999; Feng
et al., 1999). MPOs display enhanced activity to promote cell growth and
maturation of hematopoietic cells. The activity of the circularly permuted
GCSF ranged from 10% to greater than 100% of that of wild-type GCSF.
Some of the fusions had altered ratios of GCSF to I1-3 activity, expanding
the range of MPOs with therapeutic potential.

H. Creation of Molecular Biosensors

The green fluorescent protein (GFP) holds much potential for gener-
ating genetically encoded indicators for biochemical and physiological
signals (Tsien, 1998). One possible arrangement to generate a signal is
to fuse two variants of GFP, a donor and an acceptor with overlapping
absorption and emission spectra, to the same or to interacting proteins.
In this way, fluorescence resonance energy transfer (FRET) changes can
be linked to molecular events that alter the distance (d) between the
two GFPs. For example, variants of GFP have been fused to both ends
of a calmodulin-binding domain (Romoser et al., 1997) or to both ends
of a calmodulin-(calmodulin-binding peptide M13) fusion (Miyawaki et
al., 1997) to generate a molecular sensor for Ca®". This domain under-
goes large conformational changes on binding Ca?t, effectively changing
the distance between the two GFP variants such that a FRET signal can
be linked to Ca** levels in vitro or in vivo.

Because FRET requires the two domains to be very close, proteins
with their N- and C-termini distal may have difficulty in generating a
FRET signal when the GFP variants are fused at both ends, since FRET
efficiency decreases by a factor of 4° Using such a system to monitor
the interaction of two proteins, where each of the two variants of GFP
is fused to different proteins, will have similar problems (Fig. 7a and
b). Moving beyond a simple end-to-end fusion scheme can possibly bring
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Fic. 7. Topological modifications to increase a FRET signal between two variants
of the green fluorescent protein (GFP) fused to interacting proteins. (a) Schematic
representation of interacting proteins and GFP variants with the location of the N- and
C-termini indicated. (b) The GFP variants fused to the ends of the interacting proteins
are too far apart to generate a FRET signal. (c) Insertion of one of the GFP variants into
an interacting protein brings the two GFP variants close enough for FRET to be detected.

the two GFPs closer to allow the observance of FRET (Fig. 7c). To this
end, random insertion of GFP into the cAMP-dependent protein kinase
regulatory subunit from Dictostelium discoideum has been performed to
increase the probability of observing FRET between the regulatory and
catalytic subunits of this enzyme (Biondi et al., 1998). However, this
strategy did not result in any GFP insertion proteins with high fluores-
cence that maintained high affinity for cAMP. The binding of cAMP
was still significant in many cases and 20% of the insertion proteins still
interacted with the catalytic unit in vitro.

Even greater topological changes in GFP have been performed by
random circular permutation (Graf and Schachman, 1996) in order to
create new N- and G- termini for end-to-end fusion with other genes
(Baird et al., 1999). Ten nontrivial fluorescent circular permutations of
GFP were found that had altered pK, values and orientation of the
chromophore with respective to its N- and C-termini. The systematic
identification of sites for circular permutation in GFP also identifies
plausible sites for insertions of other proteins into GFP. This work speaks
strongly about the potential of random circular permutation for protein
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engineering and suggests a variety of protein topologies as targets for
protein engineering (Baird et al., 1999).

B-Lactamase has been inserted into a rationally chosen loop of GFP
(a loop that, incidentally, was found to be a permissive site for circular
permutation in the study described in the previous paragraph) in order
to create a fusion protein whose fluorescence changes in the presence
of B-lactamase-inhibitory protein (Doi and Yanagawa, 1999). Although
in the initial construct no fluorescence change was observed on addition
of the inhibitory protein, two rounds of directed evolution resulted in
two mutations in the B-lactamase gene that conferred an inhibitory-
protein concentration dependence on the fluorescence of the fusion.
The mutated fusion had approximately 70% greater emission intensity
in the presence of a tenfold molar excess of the inhibitory protein than
in its absence. This is an excellent example of using domain swapping
(by insertion) to move large distances in sequence space, followed by
error-prone PCR to nudge the construct into a functional area of se-
quence space very nearby.

1. Creation of Novel Enzymes

Although all the examples of protein engineering previously discussed
can be considered novel in some respects, the creation of an entirely
novel enzyme by domain swapping has not been demonstrated. The
phrase ‘“‘entirely novel enzyme” is defined as an enzyme that displays
catalytic activity that is neither present in nor meaningfully related to
either parent. A theoretical example of creating an entirely novel enzyme
by domain swapping would be to take a domain from protein A that is
responsible for binding substrate 1 and fuse it to a domain from enzyme
B to create a hybrid that could perform enzyme B’s chemistry on substrate
1. The natural substrates for enzyme B would bear little resemblance to
substrate 1, and protein A would not have catalytic activity similar to
enzyme B. Examples of engineered entirely novel enzymes created by
methods other than domain swapping include the creation of catalytic
antibodies (Smithrud and Benkovic, 1997) and the introduction of a
protease catalytic triad into an F. coli cyclophilin to create a novel endo-
peptidase (Quemeneur et al., 1998).

A step toward using domain swapping to create an entirely novel
enzyme was taken by successfully creating a domain-swapped enzyme
with glycinamide ribonucleotide (GAR) formyltransferase by fusing a
ribonucleotide binding domain from PurN and a N"-tetrahydrofolate
cofactor hydrolase domain from PurU (Nixon et al., 1997). Both PurN
and PurU are formyltransferase enzymes (see Fig. 4). PurN transfers the
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formyl group of N'-tetrahydrofolate to GAR to synthesize formyl-GAR
and PurU transfers the formyl group to water to synthesize formate.
Crystallographic, biochemical, and sequence comparisons were used to
design several PurN—PurU hybrids. A PurN-PurU hybrid with GAR
transformylase activity was characterized ¢n vitro and found to have activ-
ity ~10* lower than PurN and to favor hydrolysis over transfer to GAR
by a ratio of 40: 1. Nevertheless, swapping a GAR binding domain into
PurU and creating an active GAR transformylase is proof of principle
that domain swapping to create novel activities is attainable. However,
this work technically falls short of creating an entirely novel enzyme.
This can be understood by instead viewing the active hybrid as derived
from a swap of a formyltransferase domain of PurN for a formyltrans-
ferase domain of PurU.

V. METHODOLOGIES

Non-combinatorial methods for the engineering of domain-swapped
enzymes have primarily been employed in the rational design of proteins.
These methods achieve the fusion of one or more fragments at precise
positions that are predicted through rational means to achieve a desired
function. The probability of success for such an approach is directly
proportional to the completeness of our understanding of protein fold-
ing, structure, function, and enzymatic mechanism in general and of
the particular protein or protein fragments to be fused. Given that our
knowledge is not complete, non-combinatorial methods are most likely
to be successful in those areas in which structure and function of the
fragments are not coupled and where desired function is objectively less
complicated, as, for example, in the creation of bifunctional proteins
for cellular targeting, phage or cell surface display, affinity purification,
and increased expression/stability. Although combinatorial methods for
optimizing linker length can be useful and have been employed, combi-
natorial methods seem more suited for achieving domain swapped en-
zymes in which the fragments are functionally coupled, such as in altering
catalytic activity, modifying substrate specificity, engineering allosteric
regulation and the creation of entirely novel enzymes.

A.  Non-Combinatorial

For rationally constructing domain-swapped proteins, one consider-
ation is whether to include a linker region between the two domains.
In general, hybrids with two autonomously functioning domains require
significant distance between the two domains so that they can fold and
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achieve a functional tertiary structure without interference from each
other. The most common method for creating such domain-swapped
enzymes is to clone the desired genes or gene fragments between prop-
erly arranged restriction sites such that the two fragments are separated
by a piece of DNA that codes for a sequence of amino acids that can
serve as a flexible linker. A consequence of this is that the DNA of
the restriction sites will code for amino acids in the protein. However,
appropriate choice of restriction sites that code for acceptable amino
acids (e.g., BamHI that codes for Gly-Ser, which are common linker
amino acids) can go a long way to avoiding potential problems.

When the domains require more intimate contact to achieve the de-
sired function, the presence of a linker and extra residues coded for by
amino acids is not desirable. Although domain-swapped enzymes can
be created by taking advantage of fortuitously located restriction sites
or sites artificially introduced by silent mutagenesis, the simplest method
for creating ‘‘seamless’ fusions is by overlap extension (Horton et al.,
1989). Overlap extension can make end-to-end fusionsin a single cloning
step, but requires more than one cloning step to perform swapping of an
internal domain. A variation of overlap extension for swapping internal
domains in one cloning step has been described (Grandori et al., 1997).
Although other methods for making seamless fusions exist, such as vec-
tors designed to allow the construction of precise fusions by creating
unidirectional deletions between the two sequences to be fused (Kim et
al., 1991), they have not gained widespread use.

B.  Combinatorial

The development of combinatorial processes for protein engineering
that mirror natural evolution is a rational approach to achieving desired
protein function. Homologous recombination is one method to create
hybrids between highly homologous enzymes in vivo (Schneider et al.,
1981). In vitro methods of gene recombination, including DNA shuffling
(Stemmer, 1994), staggered extension process (Zhao et al., 1998), ran-
dom priming recombination (Shao et al., 1998), DNA reassembly by
interrupting synthesis (Short, 1999), and restriction enzyme based shuf-
fling (Kikuchi et al., 1999), all differ in methods used to generate frag-
ments to reassemble by sexual PCR. These methods depend on a stochas-
tic process that reassembles genes based on homology and hence cannot
combinatorialize genes with low DNA homology, cannot avoid biases
due to homology, and cannot control maintenance of discrete domains
or subdomains throughout the process. However, these methods clearly
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have utility in domain swapping, and are discussed in detail elsewhere
in this volume.

1. Random Insertions

The observation of insertions in naturally occurring proteins suggests
that such a route can be viable to construct proteins with desired proper-
ties and functions. Furthermore, studies on insertions of DNA coding
for less than five amino acids (Zebala and Barany, 1991; Hallet et al.,
1997), up to sixteen amino acids (Starzyk et al., 1989; Ladant et al., 1992),
a randomized 120 amino acids library (Dot et al., 1997), and even entire
proteins (Betton et al., 1997; Biondi et al., 1998) have all succeeded in
creating active, often fully active, hybrids.

A number of methods have been described for random insertion of
short sequences into a target gene, a method commonly referred to as
linker scanning mutagenesis. Combinatorial methods for insertion of
one domain into another are logical extensions of linker scanning muta-
genesis (Fig. 8). Common procedures involve either (1) limited digestion
of a target plasmid with DNase I (Heffron et al., 1978) or similar proce-
dures (Luckow et al., 1987) in which the plasmid molecule is randomly
linearized at one position followed by ligation of a short linker sequence
that often includes a restriction site, or (2) random insertion by transpo-
sons (Hallet et al., 1997; Manoil and Bailey, 1997). If the inserted se-
quence has a restriction enzyme site, a cassette containing the desired
gene insert can be cloned into the library of linker insertions. Alterna-
tively, using the DNase I procedure, linkers containing a restriction site
can be ligated to the ends of the randomly linearized vector, the linkers
digested, and the desired insert cassette ligated to covalently close the
vector. This procedure has been employed to randomly insert the green
fluorescent protein (GFP) into cAMP-dependent protein kinase regula-
tory subunit (PKA) in an attempt to develop a viable two-component
fluorescence resonance energy transfer (FRET) system for monitoring
intracellular cAMP levels (Biondi et al., 1998).

Scanning linker mutagenesis can be used to identify sites amenable
to functional insertion of another protein. TEM B-lactamase was inserted
into three sites of the E. coli maltose binding protein (MalE) (Betton et
al., 1997), previously identified by random insertion of a BamH I linker
to tolerate small insertions (Duplay et al., 1987). In all three hybrids,
both activities were found to be essentially that of the individual wild-
type enzymes.

2. Circular Permutations

A genetic method for random circular permutation of any gene was
first described by Graf and Schachmann (Graf et al., 1996). The method
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Fic. 8. Random insertion utilizing DNase I treatment (Heffron et al., 1978; Biondi et
al., 1998). A plasmid containing the target gene is subjected to DNase I digestion under
such conditions that, on average, one double strand break is randomly introduced per
molecule. Because DNase I introduces nicks more frequently than double strand breaks
and the double strand break does not generally produce blunt ends, repair of the plasmid
DNA using a DNA polymerase and DNA ligase is required. The plasmid DNA is then
dephosphorylated so that, in the subsequent ligation step, the vector does not religate
without insertion of the desired insert fragment. The desired insert fragment is prepared,
for example, by suitable restriction digest of the fragment from a second vector. Require-
ments for this fragment include blunt ends, and removal of the 3’ stop codon. For linker
scanning mutagenesis, the insert fragment is a pair of designed oligonucleotides. Due
to the random nature of the process, the fragments or oligonucleotide pairs can be
inserted in either direction, in any of the three reading frames and in other locations
of the plasmid. Thus, the majority of the library members do not have the desired
insertions. However, a significant fraction will have an insert within the target gene and
be in frame.

is composed of the following steps (Fig. 9): (1) isolation of a linear
fragment of double stranded DNA with flanking compatible ends,
(2) cyclization of this DNA fragment by ligation under dilute condi-
tions, (3) random linearization of the cyclized gene using DNase I diges-
tion in the presence of Mn** at dilute concentrations of the enzyme
such that the DNase I, on average, makes one double strand break,
(4) repair of nicks and gaps using a DNA polymerase and a DNA ligase,
and (b) ligation of the fragment into a desired vector by blunt end
ligation to create the plasmid library of randomly circularly permuted
genes. The vector must be designed so that the 5’ end of the cyclized
gene is fused to a start codon and the 3’ is fused to a series of stop
codons in all three frames. Using this procedure, one of six members
of the library will be both in the correct orientation and the correct
frame. Additionally, members of the library can have altered amino acids
at either the N- or C-terminal and C-terminal extensions, depending on
which stop codon is in frame with the circularly permuted gene. Portions
of the experimental protocol described in the original paper (Graf et
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Fi6.9. Random circular permutation (Graf and Schachman, 1996). The gene to be
randomly circularly permuted is excised from a suitable vector such that compatible
restriction sites exist at the ends. In addition, the ligation of these compatible ends must
produce an in-frame fusion of the 5" and 3’ ends of the gene such that they code for
amino acids that will form a suitable “linker”” between the original N- and C-terminus
of the protein. Ligation under dilute DNA concentrations results in cyclization of the
DNA. The cyclized gene is subjected to DNase I digestion under such conditions that,
on average, one double strand break is randomly introduced per molecule. As DNase I
introduces nicks more frequently than double strand breaks and the double strand break
does notgenerally produce blunt ends, repair of the plasmid DNA using a DNA polymerase
and DNA ligase is required. Subsequent ligation into a suitably prepared vector that has
dephosphorylated, blunt ends, a start codon, and stop codons in all three frames creates
the circularly permuted library in which one out of six members will be both in-frame
and in the correct orientation.

al., 1996), particularly the concentration of DNA for circular ligation,
do not appear to be correct or are at least suboptimal. The experimental
conditions described in a recent paper appear more reasonable (Baird
et al., 1999). Thus far, the procedure has been used to systematically
identify permissive sites for circular permutation in aspartate transcar-
bamoylase (Graf et al., 1996), DsbA (Hennecke et al., 1999), and GFP
(Baird et al., 1999). Aspartate transcarbamoylase and DsbA tolerated new
termini in a variety of locations, whereas GFP was much less permissive.

3. Incremental Truncation

Incremental truncation, in its simplest form, allows the creation of a
library of every one bp deletion of a gene or gene fragment (Fig. 10).
Despite its counterintuitive nature (i.e., that by deleting amino acids
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FiG. 10. Incremental truncation libraries (Ostermeier et al., 1999b). Plasmid DNA is
digested with two restriction enzymes: one that produces a 3’ recessed end (A; which is
susceptible to Exo III digestion) and the other that produces a 5’ recessed end (B; which
isresistant to Exo III digestion). Digestion with Exonuclease III proceeds under conditions
in which the digestion rate is slow enough so that the removal of aliquots at frequent
intervals results in a library of deletions of all possible lengths from one end of the
fragment. The ends of the DNA can be blunted by treatment with S1 nuclease and Klenow
so that unimolecular ligation results in the desired incremental truncation library.

one can arrive at new function), incremental truncation allows one to
explore a number of novel protein engineering strategies (Ostermeier
et al., 1999a). A key step in the creation of these libraries is the digestion
of the gene fragments with a 3’ to 5’ exonuclease such as Exonuclease
III (Exo III) under conditions (e.g., low temperature or in the presence
of NaCl) such that the rate is controlled to ~10 bases/min or less.
During Exo III digestion, small aliquots are removed frequently and
quenched by addition to a low pH, high salt buffer. Blunt ends are
prepared by treatment with a single-strand nuclease and a DNA polymer-
ase followed by unimolecular ligation to recyclize the vector. As Exo III
digests DNA at a substantially uniform and synchronous rate (Wu et al.,
1976), this allows the creation of a library of every one bp deletion of
a gene or gene fragment.

Incremental truncation libraries can be used to examine all possible
bisection points within a given region of an enzyme that will allow the
conversion of a monomeric enzyme into its functional heterodimer
(Ostermeier et al., 1999b). This strategy is described in the lower left
panel of Figure 11 when the two starting fragments are overlapping
fragments of the same gene. Conversion of a monomeric enzyme to a
heterodimer by breaking a link in the peptide backbone can be consid-
ered ‘‘reverse evolution’ since such a process is the reverse of domain
recruitment. As such, it may identify ancestral fusion points and be an
experimental approach to functionally defining domain boundaries.

The E. coli GARTase PurN has been systematically bisected by this
method and found to tolerate bisection in two regions: the first in a
nonconserved region in the vicinity of a domain boundary suggested by
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sequence alignments, and the second in a highly conserved region three
residues away from an active site residue (Ostermeier et al., 1999b).
Bisection in the second region indicated that it was possible to divide
the active site residues onto two separate polypeptides and that two
residues conserved across all GARTases and other formyltransferases are
non-essential in the context of a heterodimer. Subsequent work on
the creation of fusion libraries between E. coli and human GARTases
confirmed the second region, but not the first, as a suitable junction
for domain swapping, at least within GARTases (Ostermeier et al., 1999c).
However, the suitability of regions in the human enzyme for functional
bisection has not been examined. It would be interesting to see if the
intersection of the sets of functional bisection sites in the two enzymes
would predict locations for successful domain swapping between them.

Incremental truncation can also be used to create a library of fusions
between all possible fragments of two genes using a method called
incremental truncation for the creation of hybrid enzymes (ITCHY)
(Fig. 11). Overlapping fragments of two genes are cloned into suitable
vectors for incremental truncation. As shown in the lower right panel
of Figure 11, incremental truncation is performed as before, but the
judicious location of a restriction site after the 3’ end of the C-terminal
gene allows the fusion of one incremental truncation library to the other
by ligation. Since this ligation is a random process, all possible fragments
of one gene will be fused to all possible fragments of the other gene,
provided a sufficient library size is obtained (which depends on the
product of the maximum number of bases truncated in each fragment).
The ITCHY library contains fusions between genes where they align,
as well as internal ‘‘duplications’ and ‘‘deletions.” The size range of
“duplications’” and ‘‘deletions’” can be selected, for example, by digest-
ing the library with 5’ and 3’ restriction sites, by separation by gel
electrophoresis, and by subcloning the desired size. In this manner, the
library can be selected to have fusions near the locations where the
sequences or structures align. ITCHY performed on a single gene will
create a library of internal tandem duplications and deletions of that
gene.

ITCHY has been used to create functional interspecies hybrids be-
tween the E. coli and human genes for GARTase, genes that have low
DNA sequence homology (50% identity on the DNA level) (Ostermeier
et al., 1999¢). ITCHY was found to identify a more diverse set of active
hybrids than DNA shuffling. Furthermore, the most active hybrid, fused
at a region of non-DNA homology, was solely identified by ITCHY. All
fusion points of active enzymes except one were exactly at the alignment
of the two genes. This was somewhat surprising, as it was reasonable to
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Fic. 11. Incremental truncation for the creation of hybrid enzymes (ITCHY) (Oster-
meier et al., 1999a; Ostermeier et al., 1999¢). A large 5’ fragment of gene A is cloned
into phagemid pDIM-N2 and a large 3’ fragment of gene B is cloned into phagemid
pDIM-C8. Phagemids pDIM-N2 and pDIM-C8 contain different antibiotic resistance genes
(Amp, Cm) and different origins of replication (ColEl and p15A) so that both can be
maintained in the same cell, if desired. The phagemids also have restriction sites designed
for creating incremental truncation libraries from the 3’ end of the gene fragment in
pDIM-N2 and the 5’ end of the gene fragment in pDIM-C8. Noncovalent ITCHY is
described in the lower left panel. Incremental truncation is performed on each plasmid
and the vectors circularized as in Figure 9 such that a series of stop codons in all three
frames is fused to the 3’ end of truncations of gene A and a start codon is fused to the
5" end of truncations of gene B. Both vectors can be transformed into the same cell to
create a library of (potentially) heterodimeric enzymes. If gene A and gene B are the
same gene, this method allows one to search for loci that allow functional bisection
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expect that fusions would tolerate a few extra amino acids or a few
deleted amino acids, particularly in loops. However, the linear distances
between conserved residues may have some importance for structure
and/or function. Alternatively, the decrease in activity caused by extra
or deleted amino acids may be small, but significant enough to inactivate
a fusion protein that has an activity (as judged by k.,/ K,) 500 to 10,000
less than wild type. Regardless, this work shows that ITCHY is a combina-
torial solution to generating active fusion proteins that would be difficult
to predict a priori, as most active hybrids found were fused in the proxim-
ity of the active site.

4. Internal Tandem Duplications or Deletions

Asstrategy utilizing Ball31 nuclease to create deletions, originally devel-
oped to investigate the arabinose promoter region (araBAD) (Reeder
and Schleif, 1993), has been used to examine the tolerance of the linker
region of the AraC protein for insertions and deletions (Eustance et al.,
1994) and of staphylococcal nuclease for internal tandem duplications
(Nguyen and Schleif, 1998). Bal31 nuclease is a double-stranded
nuclease that has both 3’ to 5’ and 5’ to 3’ exonuclease activities. A
plasmid constructed of overlapping fragments of the same gene sepa-
rated by a unique restriction site was linearized at this site, digested for
various lengths of time with Bal31 nuclease, and recircularized. Although
such libraries have not been characterized in great detail, they should
be heavily biased toward having fusions between fragments that have
had the same amount of bp deleted from them. Deviation from the bias
would only result from variations within the sample between the amounts
of DNA digested from each end (Eustance et al,, 1994). However, the
inability to protect one end of DNA from Bal31 nuclease digestion
precludes using it for creating incremental truncation-like libraries that
are fused to defined sequences, such as start codons and stop codons, or
for use in creating ITCHY libraries, without the use of a very long spacer.

VI. PERSPECTIVE

Progress in utilizing domain swapping for protein engineering has
been partially hindered by the lack of combinatorial methods for per-

of a protein (Ostermeier et al., 1999b) Covalent ITCHY is described in the lower right panel.
Incremental truncation is followed by digestion with restriction enzyme Nsil, isolation of the
indicated DNA fragments, and ligation to form a library of gene fusions. The resulting fusion
library has random fragments of the N terminus of protein A fused to random fragments of
the C terminus of protein B. If gene A and gene B are the same gene, this method allows
one to create a library of internal deletions and tandem duplications of a gene.
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forming domain swapping on any two proteins independent of DNA
homology. Often decisions made on where to fuse the enzymes are made
irrespective of domain boundary considerations in lieu of the location
of natural restrictions sites in the two genes that allow the construction
of a set of hybrid genes. Recently developed combinatorial methods
such as random insertion of large domains (Biondi et al., 1998), random
circular permutation (Graf and Schachman, 1996), and incremental
truncation (Ostermeier ef al., 1999a; Ostermeier et al., 1999c) should
stimulate progress in the field.

DNA shuffling can combinatorialize related genes based on DNA
homology. However, DNA shuffling’s success in the evolution of novel
function derives from the combinatorializing of homologous structures.
Molecular breeding (i.e., DNA shuffling of families of proteins) can
evolve new function more efficiently by accessing a more diverse se-
quence space, but in a rational manner: staying within homologous
structures. This bodes well for a strategy of protein engineering that
incorporates domain swapping of homologous structures. The high activ-
ity and crystal structure of domain-swapped fusions between trypsin and
fXa, which have 38% sequence identity on the amino-acid level, illustrates
how tolerant homologous structures can be in accommodating mis-
matches of proteins with low sequence homology (Hopfner et al., 1998).
Indeed, it is likely that such plasticity has been evolutionarily pro-
grammed into proteins to enable the natural evolution of new function.
Continuing to explore the natural evolution of proteins is likely to be
important for advances in protein engineering.
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I. INTRODUCTION

Darwin (1859) argued that species evolve due to the driving force
of natural selection, requiring only reproduction, heredity, and new
diversity. In general, the experimental protocol of directed evolution
does not fundamentally differ from Darwin’s original hypothesis. Muta-
genesis and recombination are applied to the wild-type DNA sequence,
creating a diverse mutant library. In stepwise evolution, the mutant
library is screened for the desired function and either the fittest protein
becomes the parent to the next generation or several of the fitter mutants
are recombined (Moore et al., 1997; Zhao and Arnold, 1997a). In contrast
to natural evolution, where the goal of an organism is simply survival
and reproduction, directed evolution experiments are controlled by the
researcher, who defines the goal as well as the methodology by which
it may be achieved. By iterating between mutation, recombination, and
screening steps, large improvements in the desired function can be
obtained. Alternatively, methods have been developed to evolve popula-
tions, such as phage display, pooling algorithms, or selection methods
based on coupling the performance of the protein with its genetic mate-
rial (Roberts and Ja, 1999). For both stepwise and population methods,
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in vitro evolution has proved a valuable tool in the development of
enzymes with altered function (e.g., functions such as stability, selectivity,
or activity in chemical environments not intended by nature) (Moore
and Arnold, 1996; Kuchner and Arnold, 1997; Skandalis et al., 1997).

Although evolution is a superb method to design proteins, it is slow.
A process that naturally occurs over time scales of millions of years is
infeasible for laboratory work. For directed evolution to be an acceptable
approach to protein design, it must have reliable project times in the
range of months. This can be achieved by discovering the underlying
processes that drive evolution and using them to optimize the experimen-
tal parameters. The basis of these driving forces is analogous with the
protein-folding problem. A protein sequence rapidly folds into a well-
defined structure despite a combinatorial explosion of conformational
possibilities (Levinthal, 1969). For a sequence to find its correct folded
state, it must either sample all conformations or follow guiding principles
that dominate the folding process. These principles lead to the energy
landscape paradigm in which the protein conformation is guided by the
landscape features until it descends to the minimum energy ground state
(Frauenfelder et al., 1991; Dill ez al., 1995). Design through evolution can
be treated similarly. Here, the moves are not made by conformational
changes, but rather through mutations. Again, the space is huge and
cannot be searched exhaustively, so an effective search algorithm is re-
quired.

There is a wealth of theory on the process of evolution that is largely
overlooked in the experimental literature. Part of the difficulty is the
abundance of jargon that is specific to relatively small clusters of theoreti-
cal literature. Theoretical studies on protein evolution, RNA evolution,
DNA evolution, and algorithms in computer science often have inter-
changeable results. For instance, motifs that have important implications
for experiments with proteins emerge from RNA secondary structure
studies. However, using the information requires a substantial translation
of the language.

In this chapter, we glean the most relevant results from different
backgrounds and combine them in a way that is useful to researchers
applying evolutionary methods to protein design. We focus on control-
ling the evolutionary dynamics with an emphasis on relationships be-
tween experimental parameters that lead to phase transitions and upper
and lower limits. The backbone and motivation behind the theory—
information that is necessary to understand the results—are explained
in Section II. The implications of the theoretical work, as applied to
current methods in directed evolution, are explored in Section IIL
Finally, results that are importantin driving future evolution experiments
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are described in Section IV. This chapter has been written to appeal to
two audiences: the experimentalist, as a tutorial and review, and the
theorist, as a manifesto that exposes the desires and weaknesses of the
theory of in vitro protein evolution.

II. SEQUENCE SPACE AND FITNESS LLANDSCAPES

The fitness landscape analogy was first described by Sewall Wright.
He postulated that by mutating genes on or off there is a change in the
ability of the organism to survive (Wright, 1932). From this observation,
a multidimensional surface is formed by combinations of on and off
genes on which selection drives a population toward a peak, representing
an optimal combination of genes. John Maynard Smith extended the
genetic basis of a fitness landscape to the molecular world by describing
sequence space as a connected network of all protein sequences (May-
nard Smith, 1970). Each point in sequence space represents a unique
amino acid combination. Because the sequence determines the proper-
ties of the protein, there will be a fitness associated with each point. In
this context, the fitness is a quantitative, generic ability of the protein
to perform its function, or, more fundamentally, it is the properties
undergoing selective pressure. The assignment of a fitness to each se-
quence point produces a fitness landscape on which a evolving protein
walks via point mutations, recombination, or more complex moves (Fig.
1, see color insert). The descriptive geological language of this process
is beautiful: mountain ranges representing condensed areas of high
fitness, small peaks in which a protein can become trapped, ridges
connecting ranges, and the elusive Everest, representing the globally
fittest protein (Wright, 1967; Kauffman, 1993).

Searching sequence space is not trivial. First, it is hyperastronomically
large: For an average protein of 300 residues, the number of sequence
points is 20°*. In comparison, the most mutants that can be observed
through screening or selection is 10° to 10". Several properties of the
landscape allow it to be effectively searched despite the small fraction
of sequences that can be observed at each step. Although the space is
large, itis also highly connected. Each sequence has (A — 1) Nneighbors,
where N is the number of residues and A is the total number of kinds
of amino acids. Distance is measured by the number of mutational steps
required to convert one sequence into another, known as the Hamming
distance (Hamming, 1950). Any two points are separated by a maximum
of N mutational moves, implying that the total number of steps required
to travel from a random point to the global maximum is experimentally
attainable. However, the number of possible paths between sequences
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Legends for Color Insert

Fic. 1. A two-dimensional projection of the hyperdimensional fitness landscape. In
this simplified representation, sequence space is shown for a 4-mer where the colors
represent amino acid types. The all-blue sequence is the global optimum; the lower fitness
peaks are local optima. The problem of in vitro evolution is how to search this space
effectively, without becoming trapped at a suboptimal fitness.

Fi6.13. The predicted entropy distribution for subtilisin E as determined by a mean-
field treatment of the structural model. When all amino acids are equally allowed at a
position, s; = In 20 = 3.0. The red lines are the positions at which mutations discovered
by directed evolution improved the thermostability. The blue lines are for mutations that
improved the activity (hydrolysis of a peptide substrate) in aqueous dimethylformamide.
The bars indicate the average and standard deviation of the structural entropies.

F16.19. A cartoon of neutral evolution aiding evolutionary search (top). The periods
of adaptive evolution are shown in red and neutral evolution in black. If only an adaptive
search was performed, the sequence would quickly become trapped at the first local
optimum. Neutral drift allows a population to extend along a fitness ridge, until a path
for adaptive evolution is discovered. The bottom graph shows the evolutionary dynamics
of a RNA simulation toward a target structure. The population average of the distance
to the target is plotted against time. The dots are the projection coordinate of the
distribution of structures found in the population at a given time. The flat regions are
epochs dominated by neutral drift and continuous transitions. The sudden jumps are
adaptive regions dominated by discontinuous transitions. Note that the jumps are also
characterized by narrowing of the structure distribution in the population. The bottom
figure is reprinted from Huynen et al. (1996) with permission. Copyright (1996) National
Academy of Sciences, USA.

Fi16.20. Movement through sequence space by continuous structural transitions. Each
colored oval represents a structural neutral network. The transfer between neutral net-
works by continuous structural changes (solid arrows) is more likely than a sudden,
discontinuous jump (dotted line).

increases exponentially as the Hamming distance between the start and
end points increases, making the discovery of the most efficient path
difficult. There are also many regions of sequence space where an evolv-
ing sequence may become trapped. For instance, if all single mutations
from a parent result in less fit mutants, the parent lies on a fitness peak.
When this peak does not correspond to the globally fittest sequence, it
is referred to as a local optimum and is a trap for a sequence that is
evolving through mutagenesis alone. In addition, there are islands of
function that cannot be reached through single amino acid substitutions.
Finally, most space is void of function, giving rise to the need for a
connected pathway or efficient algorithm that can reliably move through
the space.

To study a fitness landscape theoretically, each sequence must also
have a defined fitness, so the selective advantage of sequences can
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be quantitatively compared. The connection between sequence and
fitness is made through a fitness function. Unfortunately, the under-
standing of the relationship between sequence and structure is in its
infancy and the more relevant connection between sequence and
function is currently unattainable. These realities have forced the
construction of simplified models to describe the connections between
sequence, structure, and function, in order to study the underlying
evolutionary trends. Each model is an attempt to capture the element
of biopolymers that drives the aspect of evolution addressed. In Section
IILA, we present the physical properties of proteins that lead to
defining landscape features. In Section II.B, we compare theoretical
constructs that are commonly used to study different problems of
evolution. Finally, in Section II.C, we discuss characterizations of the
gross structural features of the landscape as a means to identify
effective search strategies.

A.  Experimental Motivation for Fitness Landscapes

The structure of a real biopolymer landscape is highly complex. Re-
cently, researchers have started to understand some of the properties
of proteins that lead to specific landscape structures. To simplify the
problem, it is desirable to identify which physical characteristic of pro-
teins give rise to dynamic trends in evolution. In this section, we review
the experimentally deduced properties of coupling and additivity, with
the intention of demonstrating that these properties are correlated and
discussing the landscape features that they produce.

1. Coupling

Consider the following situation. A professor hires two new students
who are each capable of producing wonderful research. It is possible,
however, that their personalities conflict and nothing is achieved (possi-
bly due to their close proximity). Of course, it is also possible that their
personalities do not conflict and their combined efforts are beneficial.
If the new students work together well, additional productivity can be
achieved. In an ideal scenario, a lab would be constructed that takes
full advantage of talent and minimizes conflict. In terms of protein
chemistry, the students in this analogy are amino acids. The coupled
energy between conflicting amino acids causes a lower fitness; when
there is significant coupling, simple optimization is impossible. The
inability to optimize the components of a system because of coupling
effects is referred to as frustration.
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In the case where the fitness of interest is protein stability, the sources
of coupling are relatively understood. If two side chains interact through
a hydrogen bond or salt bridge to produce a pairwise energy, the stabiliz-
ing energy can be lost by mutating either residue (Wells, 1990). Pairwise
coupling can also arise out of steric interactions: two residues close in
space may have side chains that are too large to fit in adjoined space,
leading to van der Waals conflicts. The pairwise nature of many energy
contributions has been used to improve the stability of small proteins
through computational methods (Dahiyat and Mayo, 1997).

Although the stability problem lends itself to a pairwise description
of interactions, coupling becomes more complicated on the functional
level and can manifest itself through long-range, and multiple-residue
interactions. For a protein to fold, it is important to have a hydrophobic
surface (Dill et al., 1995). This implies that there is a contribution to
the stabilization energy made by a collective contribution from multiple
hydrophobic core residues. In addition, propagation of electrostatic
interactions through the protein can lead to coupling between spatially
distant residues (LiCata and Ackers, 1995). Mutations can also cause
global and local conformational changes, leading to additional coupling.
Mutations sometimes induce shifts in the backbone structure that extend
non-isotropically from the mutated residue (Skinner and Terwilliger,
1996). In a typical example, NMR studies of a nuclease showed that a
single amino acid change can cause structural perturbations that extend
15-30 A (Wilde et al., 1988).

Interactions that lead to functional improvement are more difficult
to identify. Near the active site, mutations can severely disrupt the func-
tion by interrupting an essential arrangement of catalytic residues
(Knowles, 1991). This effect is not limited to massive disruptions caused
by mutating a catalytic residue; it can occur more subtly, by altering
properties important to catalysis, such as vibrational modes or internal
electrostatic fields (Skinner and Terwilliger, 1996). Mutations far from
the catalytic site influence activity through long-range perturbations for
enzymes (Schachman, 1993; Spiller et al., 1999) as well as antibodies
(Chien et al., 1989).

2. Additivity

During experiments, coupling is observed through non-additive muta-
tional effects. Two mutations are considered additive if the combined
change in fitness is equal to the sum of the individual contributions of
each mutation. Additivity implies a smooth landscape that can be easily
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searched via an evolutionary walk. This simplest description of two addi-
tive mutations is

wWyp = Wy T wp, (1)

were w, and wg are the change in fitness from mutations A and B, and
w, is the combined change. If two mutations are non-additive, then an
additional term has to be added to the right-hand side to balance the
equation. The magnitude of this term is the degree of non-additivity.

Non-additivity arises from the simultaneous disruption of coupled
residues by multiple mutations. Mutations affecting some functions, such
as protein-protein and DNA-protein interactions, tend to be remarkably
additive, while others, such as mutations in the catalytic site, tend to
be non-additive (Jencks, 1981; Wells, 1990). Mutational studies on T4
lysozyme (Zhang et al., 1995) and catalase I (Trakulnaleamsai et al.,
1995) indicate that thermostability is largely additive, and therefore
relatively uncoupled. Non-additivity is most commonly observed when
the mutated residues are close in space and large, or when chemically
disparate side chains are introduced.

LiCata and Ackers report that mutations that are not directly in contact
can be non-additive (1995). They find that most mutations exhibit some
degree of non-additivity that cannot be explained by short-range disrup-
tions. A structural study of mutants of pNB esterase generated by directed
evolution supports this observation (Spiller et al., 1999; see chapter by
Orencia, Hanson, and Stevens in this volume). In this case, the influence
of a mutation was realized through small backbone shifts, spatially distant
from the mutated residue. Non-additivity can result when these per-
turbed regions overlap (Skinner and Terwilliger, 1996).

As the number of mutated sites increases, so does the probability that
perturbed regions will interact, and the probability of observing non-
additivity increases (LiCata and Ackers, 1995). During the directed evolu-
tion of sublisin E to increase its activity under nonnatural conditions,
Chen and Arnold found a triple-mutant whose mutations were additive.
Further evolution generated a 10-fold mutant with significant non-
additivity (Chen and Arnold, 1993). In another directed evolution study,
structural arguments were used to explain the non-additivity of successive
mutations in pNB esterase (Spiller et al., 1999). From the X-ray structures
of the wild type and its eight-fold mutant, it was shown that a mutation
early in the evolutionary trajectory fixed a loop that is flexible in the
wild type. Mutations in later generations interacted with this loop. If
the order of mutation were reversed, these mutations would have been
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unable to make the same contacts and would have had different effects
on the fitness.

B.  Assigning a Fitness

In biology, fitness represents the ability of an organism to survive and
reproduce and is a simplified description of a combination of properties
(cf. Michod, 1999). In directed evolution, the fitness is determined by
the properties of interest to the researcher. Because the calculation of
even simple properties from the primary sequence is currently unattain-
able, afitness function is required to make the connection from sequence
to fitness. The use of a fitness function implies a statistical mechanics
approach to evolution, where the ensemble properties of adaptive
walks are studied based on the underlying structure of fitness landscapes
(Kauffman and Weinberger, 1989). By studying such generic representa-
tions, the nuances of the individual proteins are lost. The hope is that
the behavior of evolution will rely on the gross statistical features of the
landscape (Amitrano et al., 1989). The simplified fitness functions make
the direct translation between sequence and fitness. More complex fit-
ness functions have been proposed that have an additional step: sequence
to structure to fitness (Shakhnovich, 1994; Dill et al., 1995; Govindarajan
and Goldstein, 1997b). These models have been used when it was consid-
ered important to capture structural elements in describing an aspect
of evolutionary dynamics.

1. Simplified Fitness Functions

The simplest fitness function is the uncoupled form, in which the
fitness is the sum of individual contributions from each residue, repre-
senting the special case where all mutations are additive (Aita and Hus-
imi, 1996; Saven and Wolynes, 1997). This model is similar to the descrip-
tion of an ideal gas, where the energy contributions of the molecules
are uncoupled. The fitness of a sequence Fis

1 N
N§f(a) (2)

where f; is the fitness of residue ¢ in state «;, and N is the total number
of residues. This fitness function creates a single-optimum (‘‘Fujiyama’”)
landscape on which optimization is simple. Each residue could be mu-
tated independently and the fittest sequence would be the combina-
tion of the best amino acid at each position, requiring a maximum of
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(A — 1) Nsteps. The assumption of no coupling is severe, but additional
multibody terms can be added, similar to the virial expansion of an ideal
gas (Saven and Wolynes, 1997).

There has been extensive research in statistical physics on spin glasses
that consider the relationship between coupling and frustration and
have been extensively used to model biological problems, includ-
ing protein folding and evolution (Sherrington and Kirkpatrick, 1975;
Anderson, 1983; Bryngelson and Wolynes, 1987; Fischer and Hertz,
1991). In a simple form, pairwise coupling is included between residues

1
F= N<%ﬁ(oz,-,aj), (3)

where <i> represents the summation over all nearest-neighbor contacts,
and the fitness contribution depends on both the state of residue i, o,
and the state of residue j, . The coupling between residues causes the
fitness landscape to become more rugged, and finding the optimal
sequence becomes a more difficult search problem. Spin glasses have
often been used as a benchmark to study the effectiveness of search
methods, such as genetic algorithms (Prigel-Bennett and Shapiro,
1994).

To include higher-order coupled interactions among residues, the
NK-model introduces the more complex fitness function

1 N
F= _l_:zlﬁ(al9a2> coe 7aK+1)7 (4)

where the fitness contribution of residue ¢ not only depends on the
state ¢, but also on K other residues (Kauffman and Levin, 1987,
Kauffman, 1993). The parameter K can be roughly interpreted as the
average number of interactions between residues. The interactions
are either nearestneighbor or randomly distributed. Because the
tertiary structure of the protein brings residues into contact that
are not close in primary sequence, randomly distributed, long-range
interactions are clearly important (Abkevich et al., 1995). When K =
0, Eq. (4) simplifies to the simple additive expression of Eq. (2) and
represents a smooth landscape with a single optimum. As K increases,
the landscape becomes more rugged and contains more local optima.
The advantage of the tunable NK-model is that it allows the study of
evolutionary parameters that are believed to depend primarily on the
ruggedness of the landscape.
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In the limit K = N — 1, the NKlandscape becomes the random
energy model (Derrida, 1980; Derrida, 1981). The fitness function is
written as

F:ﬁ(al,ag, e e, OtN), (5)

where a random fitness is assigned to each sequence. Most likely, fitness
landscapes are not well represented by the extreme limit of the random
energy model (Macken and Perelson, 1991). However, this case captures
the experimental observation that a single point mutation can have a
large effect on the fitness of a protein. One characteristic of the random
energy model is a large number of local optima. As the number of
residues increases, the heights of these optima decrease asymptotically
to the mean fitness of the landscape, referred to as the ‘“‘complexity
catastrophy’” (Kauffman, 1993). In the absence of landscape features to
follow, the adaptive walk is severely hindered.

Coupling is not the only source of frustration in the fitness landscape.
When several fitness functions are combined, local optima can arise,
even if each individual function is a fully additive property that can be
described by Eq. (2). Husimi and Aita (1998b) studied the effect of
mutations on reactions comprising multiple steps. Consider a reaction
that requires two steps—binding and catalysis. When partial fitness land-
scapes that have single optima are combined, frustration occurs when
amutation that aids binding hinders catalysis, creating rugged landscapes
with many local optima.

Although the simplified fitness functions capture some element of
the real fitness landscape, there are several important differences. Experi-
mentally, it is known that single mutations can create inactive enzymes,
either through the disruption of the catalytic residues or due to a loss
of structural integrity. In the models described above, every sequence
has an assigned fitness. This implies that a random sequence can be
optimized because, although it has a low fitness, it still lies on a landscape
feature. In contrast, a real random sequence can lie in a space completely
devoid of function and therefore has no features to follow, making
evolutionary optimization impossible. In addition, the number of interac-
tions between residues (K in the NK-model) can vary from site to site,
creating a distribution of coupling effects in the protein (Kauffman and
Weinberger, 1989). For instance, residues that lie on the protein surface
are less coupled than those in the core. Finally, the distribution of
coupling energies utilized in the models is usually either a Gaussian or
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uniform distribution. The true energy distribution describing amino
acid substitutions and its effect on the evolutionary dynamics is unclear.

2. Model Proteins

Model proteins have been used extensively to study molecular evolu-
tion. In this section, we discuss the basic components of a model protein.
Specific applications of these studies will be presented in Sections III
and IV. When a polypeptide folds into a compact protein structure, its
topology is dictated by the primary amino acid sequence. Despite a large
research effort in the field of protein structure prediction, there is
currently no reliable method to predict structure given the sequence.
As an alternative, researchers have borrowed techniques from polymer
physics and spin glasses to construct models of proteins that capture
some of the essential features of structure necessary to study evoltuion.
These models usually do not allow the extension to function. Nonethe-
less, they share an underlying similarity to the simple fitness functions
described in the previous section, allowing the model protein results to
be generalized. The literature on this topic is extensive; the aim of this
section is only to introduce the concept and show how model proteins
fit into the larger subject of fitness landscapes.

A common approach to improving the tractability of the problem is
to reduce the conformational space that can be explored by the protein
structure by defining a regular array of coordinates to which each residue
is constrained to produce a lattice model (Shakhnovich, 1994; Dill e
al., 1995; Govindarajan and Goldstein, 1997a; Saven and Wolynes, 1997).
Although there are specific differences in the construction of a lattice
protein, the form of the fitness function is the same. In general, it is
defined as

1 N
F= N%ﬁj(ai’a/') Azj’ (6)

where the notation is the same as for the simple fitness functions, and
A; is the contact matrix. If residues 1 and 2 are in contact, A, = 1; if
not, Aj; = 0. The differences among the various models fall into three
categories: the topology encoded in the contact matrix A;, the alphabet
a, and the energy distribution f;.

The contact matrix mimics side chain interactions; covalently linked
amino acids are not considered to be in contact. Despite the clear
similarity to the spin-glass representation, several important difference
exist. In spin glasses, the contacts between residues are taken as either

ij>
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nearest-neighbors or randomly placed, while the contact matrix A; is
calculated from either the two-dimensional or three-dimensional topol-
ogy (Fig. 2). In addition to the dimensionality, the lattice can be maxi-
mally compact, defined as a lattice structure that has the maximum
number of contacts (Govindarajan and Goldstein, 1997a).

The combination of the energy distribution and the number of states
that are allowed at each position constitute the alphabet. For model
proteins, the complex dynamics of the side chains are often condensed
into the energy term f;, whose purpose is usually to model protein
stability. The simplest alphabet reduces the information contained in

Fic. 2. Examples of protein conformations for maximally compact, two-dimensional
(top), and three-dimensional (bottom) lattices. The balls and solid lines represent residues
and covalent bonds, respectively. The dotted lines are the interresidue contacts captured
by the matrix A
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the amino-acid side chains to two states: hydrophobic and polar (Dill et
al., 1995). This approach is motivated by the observation that protein
folding requires a hydrophobic core and hydrophilic surface. The fitness
contribution of a hydrophobic/hydrophobic contact f; is always good,
a polar/polar contact f is always bad, and a polar/hydrophobic contact
feu is better than or equal to fp and worse than fy. The specific fitness
contributions vary in the literature. Some problems with a two-letter
code have been identified, including highly degenerate ground states
(Buchler and Goldstein, 1999a) and an inability to fold into a unique
structure (Shakhnovich, 1994). A commonly used alternative is a twenty-
letter alphabet constructed by Miyazawa and Jernigan (1985). The fitness
contribution f;is calculated through statistical studies, using X-ray crystal
structures, of the probability that two amino acid types are in contact.

3. RNA Secondary Structure

The relationship between sequence space and structure space has
been well studied for the RNA secondary structure landscape (Eigen,
1971; Fontana and Shuster, 1987; Eigen et al., 1988; Eigen et al., 1989;
Schuster and Stadler, 1994). For RNA, the secondary structure is defined
by strong energetic preferences for G=C and A=U base pairing and
is determined by the primary sequence. The secondary structure is com-
posed of loops (unpaired bases connected by a pair), stacks (rows of
base pairs), bulges (unpaired regions with more than one branch ema-
nating from them), and tails (unpaired end vertices). The secondary
structure is a combination of these elements. The fitness of the structure
is either the summation of the free energies of the independent structural
components or is obtained through a more tedious calculation involving
the kinetic rates of formation and degradation of the structure. In con-
trast, protein secondary structure, while similarly dependent on the
sequence, is not nearly as simply defined and is often the result of less
quantifiable, long-range forces. A sharp distinction between similar and
dissimilar structures is particularly advantageous for the study of neutral-
ity, which will be presented in Section IV.

In addition to providing a well-defined secondary structure, the dynam-
ics of RNA evolution provide insight into the dynamics of a population
on the fitness landscape. One method is to model evolution by using
deterministic classical kinetics, which has been described extensively by
Eigen and co-workers (Eigen, 1971; Eigen ¢t al., 1988; Eigen et al., 1989).
Kinetic equations are introduced to model the evolution of a population
of M sequences as in a chemical reactor. The kinetics for the replication
of sequence I; are captured by the following elementary reactions:
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=% 9 (7)
I AiQy L+ I (8)
120, (9)

where A, is the replication rate constant, D), is the death rate, and J, is
the mutated sequence that is generated from /. The matrix Q is the
error rate for the transcription of Z, from /; and can be derived from
the mutation rate p,, as

Qp = (1 = p)™ i pii, (10)

where d; is the Hamming distance and N is the sequence length. The
effective fitness of each sequence is calculated from the relative replica-
tion and death rates, F; = A;Q; — D, The sequence space is similar to
proteins, except the alphabet is smaller (four nucleotides versus twenty
amino acids), thus reducing the dimensionality.

The distribution of mutant sequences will asymptotically approach the
dominant right-hand eigenvector of the fitness matrix F. This stationary
distribution defines the quasispecies as a master sequence I, and a cloud
of frequent mutants that is held fixed by a balance of the opposing
forces of mutation and selection. A phase transition based on the muta-
tion rate exists where the population dynamic changes from a localized
distribution of related sequences to a randomly drifting cloud of mutants
(Fontana and Shuster, 1987; Eigen et al., 1988). When the mutation
rate exceeds this transition point (referred to as the error threshold), the
population loses the information of the master sequence. The heredity
between parent and offspring is broken, making adaptive evolution im-
possible. An understanding of the error threshold is important in deter-
mining the optimal mutation rate (Section III.A.3) aswell as the behavior
of a population on a neutral network (Section IV.B.3).

C. Characteristics of Fitness Landscapes

In this section, we describe several statistical quantities that capture
the gross structural features of the landscape. In Section II.C.1, we discuss
the experimental observations of the tolerance of proteins to mutation
and describe a correlation between the tolerance and the interresidue
coupling. In Section II.C.2, landscape ruggedness is described in terms
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of the fitness correlation between the parent and mutant sequences.
Finally, in Section II.C.3, we describe landscape isotropy as a means to
define a local region of sequence space that can be statistically modeled
with data generated from evolution experiments.

1. Tolerance

Proteins are surprisingly resilient toward mutation. Tolerance is de-
fined as the ability of a protein to undergo mutation without disrupting its
fitness or structure. Within a protein, there is a distribution of tolerances.
Some sites that are essential for function may not accept any mutations,
while other positions can accept almost all amino acid substitutions with
little effect. We can speak of both structural and functional tolerance,
depending on the property that is robust to mutation. There is some
connection between structural and functional tolerance because muta-
tions that tend to be bad for structure also are bad for function. It is
not expected that the overlap between structure and function is exact,
however, since structural perturbations can conceivably retain function
and, conversely, mutations that do not effect the structure could destroy
function [such as mutations of essential catalytic residues (Hellinga et
al., 1992; Shoichet et al., 1995; Suzuki et al., 1996b)].

Tolerance was beautifully illustrated experimentally by Reidhaar-
Olson and Sauer (1988, 1990), who explored the effects of all point
mutations on a helix of A repressor. Some positions allowed a surprising
number of substitutions while retaining a measurable degree of DNA
binding. In a similar study, Brown and Sauer characterized the tolerance
of Arc repressor by measuring the effects of substituting alanine at
multiple positions in the sequence (Brown and Sauer, 1999). Surpris-
ingly, alanine mutations were tolerated at twenty-two residues (fifteen
simultaneously, out of a total fifty-two residues) without severely disrupt-
ing the structure.

Functional tolerance is a significant factor for the success of directed
evoluiton. A protein that is functionally tolerant allows many mutations
without disrupting the fitness, making it more likely that there is a
connected path in sequence space of single mutations that leads to
regions of higher fitness. Tolerance also affects the quality of the mutant
library. If the protein is functionally intolerant, the mutant library will
consist of mostly inactive proteins.

Structural tolerance is also a crucial property for the success of directed
evolution (Voigt et al.,, 2000b). Maintaining structure is required for the
acquisition or fine-tuning of any other property (Hawrani et al., 1994).
For example, it has been suggested that properties such as stability and
activity are coupled (Shoichet et al., 1995). A mutation that is good for



94 CHRISTOPHER A. VOIGT ET AL.

stability is bad for activity and a mutation that is good for activity is
bad for stability. Directed evolution experiments have shown that many
enzymes have not reached a point in evolution at which this coupling
is on a fundamental physical level (Zhao and Arnold, 1999). The reason
there is apparent coupling between the properties is simply that there
is a small probability of improving either. Consider P, the probability
of not destabilizing the structure through mutations, and P,, the proba-
bility of improving the activity. The probability of improving activity
without destabilizing the structure is then P, s = P, X Ps. Typically, the
individual probabilities are small, so P, . s is very small. The effect of
structural tolerance is to increase P, thereby increasing the combined
probability P, . . When a protein exhibits structural tolerance, functional
space can be more thoroughly explored.

Tolerance is related to the properties of coupling and additivity.
Sites that are weakly coupled (additive) tend also to be tolerant, such
as residues that lie on the surface (Brown and Sauer, 1999). There
are weakly and strongly coupled residues in the protein sequence
and, similarly, there is a distribution of tolerance effects (Reidhaar-
Olson and Sauer, 1988; Brown and Sauer, 1999). A correlation was
noted between the solvent accessibility of a residue and its tolerance,
indicating that coupling interactions are important in determining
tolerance (Hawrani et al., 1994; Goldman et al., 1998). When a residue’s
side chain extends out from the surface, it is involved in fewer
coupling interactions and thus more substitutions can be performed
without disrupting the structure. Model proteins have been extensively
used to quantitatively define the relationship between coupling and
tolerance. Using a cubic lattice model, Wolynes and co-workers demon-
strated that the residues with the most contacts tend to be the least
tolerant (Saven and Wolynes, 1997).

2. Correlation

The correlation of the landscape measures the fitness similarity be-
tween a sequence and its d-mutant neighbors, where d is the number
of mutations. As a sequence accumulates mutations, the fitness is increas-
ingly altered. On smooth landscapes, the rate of fitness change is slow
and therefore the landscape is correlated. Conversely, on rugged land-
scapes, the rate is more rapid and the landscape is uncorrelated. Studies
of the relationship between fitness and distance have been used to
quantitate the correlation among population ensembles on the RNA
landscape (Fontana and Shuster, 1987), recombination dynamics (Born-
holdt, 1998), and the success of genetic algorithms (Manderick et al.,
1991; Jones and Forrest, 1995).
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Weinberger (1990) developed the correlation function as a means to
measure the randomness of a fitness landscape statistically. The correla-
tion function is derived under the assumption that the landscape is
statistically isotropic (see Section II.C.3) and is written as

_ <EE+¢> B <E><E+d>

R(d
D=

) (11)

where d is the distance in sequence space from the reference point ¢
(in Hamming units), and F is the fitness. The denominator of Eq. (11)
normalizes R(d). The correlation function of a landscape is determined
through a random walk, in which the fitness is recorded as a function
of the distance from the starting point (Fig. 3). The correlation function
has been shown to decay smoothly for most landscapes (Stadler, 1992;
Schuster and Stadler, 1994; Stadler, 1996). In the limit of the random

0.0

log (R)

-1.3

0.0 48.0
step number

Fi6.3. Semi-log plot of the correlation function for random walks on the NK-landscape
for N = 96 and (from top to bottom) K = 2, 8, and 48. In calculating the correlation
function, neighbors of each residue are chosen randomly with equal probability. Re-
printed from Weinberger (1990) with permission, © 1990 by Springer-Verlag.
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energy model, R(d) decays very sharply as a delta function because, by
definition, there is no correlation in the fitness between sequence points.
The decay of the fitness function is a means to determine a statistical
estimate for the ruggedness of the fitness landscape.

It is of interest to condense the information held in the correlation
function to a single value. For this purpose, the distance beyond which
two points are essentially uncorrelated is defined as the correlation
length 1/7 (Macken and Stadler, 1993). On more rugged landscapes,
the decay of R(d) with dwill be rapid, corresponding to a small correla-
tion length. The converse is true for correlated landscapes. The correla-
tion length is also related to the tolerance of a protein. A small correlation
length indicates that single mutations will have large effects on the
fitness; a longer correlation length implies the opposite. Therefore, a
long correlation length indicates that the protein is tolerant to mutation.

3. Isotropy

The effect of having many peaks, ridges, and plateaus in the fitness
landscape is that the features of the landscape depend on where the
viewer is standing, referred to as the isotropy of the landscape (Stadler
and Griiner, 1993; Macken and Stadler, 1993; Shuster and Stadler, 1994;
Garcia-Pelayo and Stadler, 1997). Using the geology of the United States
as an analogy, the Midwest would be isotropic because no matter where
you are standing it looks the same. Isotropy does not necessary imply
flatness; the Appalachian Mountains are also isotropic because every-
thing is green and mountainous. In contrast, the Southwest, which con-
tains deserts plains, plateaus, and mountains, would be anisotropic. More
rigorously defined, a landscape is isotropic when the statistics of the
landscape are the same when referenced from any sequence point.
Consider starting at a random point in the landscape and then taking
steps in random directions. For an isotropic landscape, the list of fitnesses
that results from this process will not depend on the starting position
(Weinberger, 1990). One interpretation of anisotropy is the existence
of many correlation lengths in a single landscape. A formal definition
of anisotropy, based on graph theory, has been derived by Stadler and
Griiner (1993).

Most of the simple fitness functions, including the spin-glass models
and the NK-model, are isotropic (Schuster and Stadler, 1994). However,
it is expected that real sequence spaces are highly anisotropic with
most regions devoid of fitness, and functional regions that are rich with
landscape features. A real protein landscape can appear isotropic in two
ways. The first is if a subset of the space is defined—for instance, only
the functional sequences are considered. Further, the landscape can
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appear more isotropic as the length scale is reduced (Flyvbjerg and
Lautrup, 1992; Macken and Stadler, 1993). If only a few mutations have
accumulated, the landscape may appear isotropic, but as the distance
from the starting sequence is increased, the landscape becomes more
anisotropic. The transition between the observation of local and global
features occurs at a distance from the reference equal to the correlation
length of the landscape (Schuster and Stadler, 1994). The degree of
isotropy in the fitness landscape is thus relevant in analyzing the screen-
ing data generated by an evolution experiment. It isimportant to under-
stand the anisotropy of the landscape in order to determine whether
the data are representative of global features or only the local landscape.

Alocal description of the fitness landscape may be sufficient in guiding
evolution experiments. The range of sequence space that can be defined
as local is dependent on the correlation and isotropy of the landscape.
The advantage of viewing the landscape features from a local perspective
is that it allows a single feature of the landscape to be studied without
the concern of scaling the results to a more global description. Urabe
and co-workers propose that the structure of the local landscape can be
estimated by defining a local smoothness s to characterize the region of
the fitness landscape that is correlated and isotropic:

= |<AF >| ) (12)
(SAF*> — <AF>?2)05

where <AF> is the average change in fitness of all single mutants of
the parent enzyme (Trakulnaleamsai ef al., 1995). The property of local
smoothness is unrelated to the global smoothness described previously.
An uncoupled landscape can be locally rugged and a random energy
landscape can show local smoothness. If mutations are primarily additive,
then an optimized property increases smoothly as the number of benefi-
cial mutations increases (Aita and Husimi, 1996). However, as more
mutations are accumulated, the sequence moves further in sequence
space from the point at which the smoothness was calculated. As the
landscape becomes more rugged, the smoothness measured on the origi-
nal sequence will give less information about the landscape.

III. MODELING DIRECTED EvOLUTION

In this section, we explore the theoretical basis for each process in
directed evolution: mutation, recombination, and screening. Although
this section is subdivided to discuss each process separately, the evolution-
ary parameters cannot be treated entirely independently. For example,
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the limited number of mutants that can be screened imposes restrictions
on the optimization of other parameters. For all the processes, the
optimum parameters depend on the structure of the fitness landscape.
Biological landscapes are likely to be complex and filled with many
features that are difficult to navigate. To reach fitness peaks without
being constrained by local optima or islands, it is necessary to develop
methods that allow evolution to make moves larger than point mutagene-
sis, such assexual recombination (Stemmer, 1994a), or using higher muta-
genesis rates on smaller regions of the gene (Dube et al., 1993; Miyazaki
and Arnold, 1999). This section explores the theoretical background of
these methods to provide a basis for the optimization of experiments.

The implementation of cycles of mutation, recombination, and selec-
tion also describes the genetic algorithm, an evolutionary optimization
technique in computer science (Holland, 1975; Mitchell, 1998). Al-
though observations of nature initially inspired genetic algorithms, much
of the subsequent research has lost its relevance to biology. However,
some of the results from computer science can be applied to modeling
processes in directed evolution, including appropriate mutation and
recombination rates, the optimal recombination parameters, and the
appropriate mutant library size.

There are several essential differences between genetic algorithms and
directed evolution. Genetic algorithms often incorporate populations of
solutions, rather than allowing a single sequence to continue to the next
generation, as is the design of most stepwise evolution experiments. In
addition, results in computer science are presented without concern for
the sampling restrictions on the mutant library because the time required
to screen a mutant on a computer is fast compared to experiments. In
a related problem, the methods introduced to probe the structure of
the fitness landscape require large data sets that are not experimentally
attainable. The technique to determine the optimal parameters has
to be experimentally feasible, preferably using data that are already
generated by the experiment. Finally, in protein evolution, mutations
are made on the DNA level and then transcribed to amino acid changes.
The structure of the genetic code will affect the behavior of an evolution-
ary walk.

Because the landscape of real proteins is unknown, most of the results
we describe in Section III rely on assumptions discussed in Section II. The
results are presented for a range of different theoretical landscapes—for
example, the random energy model and the uncoupled case—with the
assumptions that the real protein landscape lies between these bounds
and can be described statistically. Determining the most effective combi-
nation of parameters, adjusting them according to the landscape fea-
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tures, and demonstrating how they change as a sequence evolves charac-
terize a proactive evolutionary strategy.

A.  Mutation and Selection as an Adaptive Walk

Itis convenient to consider evolution as an adaptive walk on the fitness
landscape. Driven only by mutation and selection, an adaptive walk is
a powerful search technique in computer science as well as in vitro
evolution (Brady, 1985; Borstnik et al., 1987; Montoya and Dubois, 1993).
The speed and sampling ability of the adaptive walk determine the
effectiveness of the evolution experiment. In modeling the adaptive walk,
itis important to understand how mutations are applied experimentally.
Random point-mutagenesis methods make mutations in single bases on
the DNA level. Generally, mutations are applied through error-prone
PCR by altering the manganese ions in the reaction mixture, allowing
mutation rates ranging from 0.11% to 3% (Arnold and Wintrode, 1999;
Daugherty et al., 2000). In experimental as well as theoretical studies,
it is often assumed that the mutations are made based on a Poisson
distribution. In reality, because of biases in transcription, the underlying
distribution of mutations is unknown and may vary significantly from
this assumption. In Sections III.A.1 and III.A.2, we discuss the behavior
of adaptive walks based on the sampling ability of the mutant library
and the ruggedness of the fitness landscape. In Sections III.A.3 and
III.A.4, we examine the optimal mutation rate based on the size of the
screening library, the landscape ruggedness, and the position of the
sequence on the fitness landscape.

1. Adaptive Walks with Limited Sampling

The behavior of the adaptive walk is determined by the relationship
between the mutation rate and the number of mutants that can be
screened. An adaptive walk occurs when an uphill step in a random
direction is chosen for each generation. A steepest ascent walk is slightly
different: the walk is taken in the direction of the largest fitness improve-
ment, making the process more deterministic than stochastic (Schober
et al., 1993). Directed evolution can proceed by either method, as deter-
mined by the relative size of the number of mutants screened with
respect to the mutation rate. If the screening library is large enough to
sample all possible permutations of the average number of mutations,
then the evolutionary path is likely to follow a steepest ascent walk;
otherwise, it behaves more like an adaptive walk. This is important when
determining the experimental reproducibility. Given the same initial
sequence, a steepest ascent walk will always converge to the same opti-
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mum, while an adaptive walk can take different paths. Whether the
optimal search method is adaptive or steepest ascent will depend on the
cost of screening mutants, noise in the fitness measurements, and the
reduced sequence space dimensionality caused by the genetic code.

Husimi and Aita (1998a) studied the effect of the screening library
size M created by d-fold mutations on the ability of the walker to reach
the global optimum in an uncoupled landscape. They examined three
types of search strategies based on the size of the screening library M
with respect to the total number of d-fold mutants M, and defined a
lower limit to the number of mutants screened: log;y M, =~ 0.8d ~ 1.5d.
For a 300-residue protein and a mutation rate of two per sequence,
M, = 3.2 X 10" and M, = 1000. The search strategies are ‘‘shotgun”’
for M = M, “‘carpet-bombing” for M = M, and “‘intermediate’’ for
M, < M < M, The carpet-bombing search is near deterministic and
guaranteed to find the global optimum in the additive landscape. How-
ever, because d must be small so that all mutants can be evaluated, the
method requires more generations. Shotgun searches have the advan-
tage of evolving more rapidly than carpet-bombing searches. A walker
taking the shotgun search strategy has the potential of being trapped in
alocal optimum on landscapes that are more rugged than the uncoupled
assumption. The optimal strategy depends on the cost of screening
mutants. If the cost is high, then the walk should tend towards the
shotgun type; if it is low, it should tend towards the carpet-bombing type.

Noise in the experimental measurements can change a walk from
being steepest ascent to adaptive by requiring a larger critical number
of sampled mutants. Experimentally, there is significant error in deter-
mining the fitness of an individual mutant, leading to the possibility of
false positives continuing to the next generation and false negatives
being overlooked by the screen. Levitan and Kauffman (1995) have
studied the effect of experimental noise on random uphill walks on NK-
model landscapes. Noise increasingly hinders the adaptive walk as the
sequence becomes more optimized. At some critical height, the walker
cannot continue to climb and hovers at this height. The height of the
critical point decreases as the noise increases, causing the walker to
“melt” off the fitness peak. An increase in noise also makes the walk
slower as the walk wastes time by accepting false positives and rejecting
false negatives. The effect of a large mutation rate and a small selec-
tion strength is similar to that of noise in the measurements (Wagner
and Gabriel, 1990). The population will fall to a position in the fitness
landscape that is determined by the selection strength and mutation
rate.
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In evolution, mutations are made on the DNA level, not the protein
level. Due to the connectivity of the genetic code, not all amino acid
substitutions can be made from a single point mutation. This effectively
decreases the dimensionality of sequence space from 19N to an average
of 5.7N by decreasing the number of mutational paths that connect
sequence points. This has been incorporated into the NK-model to study
the maturation of the immune response (Kauffman and Weinberger,
1989). The genetic code is randomly generated, including stop codons
(if this mutation is made, the fitness is zero) and synonymous mutations.
Because the code reduces the number of available single-point muta-
tions, it affects the adaptive walk by increasing the walk length before
a local optimum is reached and decreasing the number of fitter neigh-
bors at each step. Suboptimal mutants are chosen at each generation,
making the walk appear more random and requiring that a larger num-
ber of mutants be screened.

2. The Influence of the Fitness Landscape on Adaptive Walks

The properties of an evolutionary walk change drastically as the land-
scape becomes more rugged (Kauffman and Weinberger, 1989). The
frequency of local optima increases with the ruggedness, and the number
of paths that lead to each optimum decreases (Fig. 4). This decreases the
probability that a random starting sequence can reach a given optimum
through a single-step adaptive walk. A different problem is associated
with smoother landscapes. In the NK-model, for low K, the local optima
tend to exist close together and the highest set of peaks is surrounded
by large ‘‘drainage basins.”” These basins create islands of higher fitness
that are difficult to reach from an area of low fitness through point
mutations alone.

An estimate of the landscape ruggedness can be determined by measur-
ing the path length before an optimum is reached (Macken et al., 1991).
The average number of steps that are made during an adaptive climb
is a measure of the ruggedness of the landscape. In the uncoupled
model, which has only a single optimum, the average number of steps
is N/2 where N is the number of residues (Kauffman, 1993). As the
landscape becomes more rugged, the number of local optima increases,
hence making it more likely that a randomly evolving sequence will
become trapped. For rugged landscapes, as N increases, the number of
local optima increases dramatically.

The fitness landscape also affects the reproducibility of the experi-
ment. If the landscape is very smooth, then there are many possible
paths between two sequences (Wang et al., 1996) . However, as the rugged-
ness of the landscape increases, the number of paths sharply decreases.
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In (fitter neighbors)

generations

Fic.4. Logarithm of the mean number of fitter one-mutant neighbors at each adaptive
step, plotted against the adaptive step, or generation. Data are taken using the NK-model
with N = 96. As Kincreases, the rate of fall in the fraction of fitter one-mutant neighbors
increases as well. Reprinted from Kauffman and Weinberger (1989) with permission,

© 1990 by Academic Press.

Therefore, the walk length before a local optimum is reached will be
longer for an adaptive walk than a steepest ascent walk. The walk length
R for an adaptive and steepest ascent walk has been estimated using the

NK-model:

N
Ry = <m>ln[(A - DK +1)] (12a)

and

A-—-1 N
R, = <A1nA><K+ 1>ln[(A - (K + 1)], (13)
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where A is the number of types of amino acids (Weinberger, 1991).
Note that the predicted difference in walk lengths between steepest
ascent and adaptive walks is only dependent on A. As the ruggedness
increases (by increasing K), the walk lengths become shorter. As the
size of sequence space becomes large, the length of the adaptive walk
grows significantly less rapidly. Equations (12a) and (13) predict upper
and lower bounds for the expected number of generations required by
in vitro evolution to reach an optimum.

Kauffman and Weinberger (1989) studied the length of random walks
on NK landscapes and compared the results to the maturation of the
immune response. The starting point of the antibody on the landscape
was estimated by taking the fraction of receptors on the B-cell that
initially bound the substrate (estimated at 1/10°) to be the height of
the initial sequence in the fitness landscape. They compared the behavior
of walks on the NKlandscape with that observed experimentally during
the accumulation of six to eight somatic mutations. By fitting the distribu-
tion of somatic mutations with the predicted distribution, an approxi-
mate value of K= 40 (N = 112) was determined. Roughly interpreted,
this implies that each residue is coupled to forty other amino acids in
the variable region of the antibody. This predicts a very rugged landscape
and is a result of considering mutations only in the V-region, analogous
to a catalytic site.

In a similar study, protein evolution has been analyzed using the
random energy model (Macken and Perelson, 1989). Macken and Perel-
son calculate the probability of a random walk taking k steps to a local
optimum as

1 b 2 k—1
mﬂ) EL P df, (14)

=1 1

p(k) =

where D = AN is the number of paths from each point in sequence
space and f; is the fitness of the local optimum. This distribution is
approximately constant for D >1000, which is the case for the majority
of enzymes, and predicts that the mean number of steps to a local
optimum is less than ten, roughly agreeing with Kauffman’s estimate
from the antibody data.

The benefit of allowing mutants that are less fit than the parent is
dependent on the ruggedness of the fitness landscape. If the landscape is
very rugged, then an initially bad mutation may be required to ultimately
benefit from a coupling interaction. In nature, many mechanisms allow
unfit genes to survive. For example, some genes are recessive or are
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duplicated, allowing the organism to either multiply despite deleterious
mutations or hitchhike with fitter genes (Li and Graur, 1991). In com-
puter search algorithms, the benefit of allowing less fit mutants to survive
has been well established (Brady, 1985; Amitrano et al., 1989; Pal, 1995).
For instance, a Monte Carlo random walk benefits by including a small
temperature term in the reject probability (Metropolis et al., 1953). A
very small amount of noise has been shown to improve the outcome of
adaptive walks on NKlandscapes (Levitan and Kauffman, 1995). This is
attributed to the evasion of local optima through the ability to surmount
energy barriers. Because there are fewer coupling interactions, smoother
landscapes benefit less from the inclusion of noise. Practically, the limita-
tions of screening make it difficult to accept downhill steps with the
hope of finding more-fit sequences later in the evolutionary path (Moore
et al., 1997).

3. Optimal Mutation Rate

The optimal mutation rate maximizes the speed of the adaptive walk
and is similarly influenced by the number of mutants that can be screened
and the structure of the fitness landscape. The general rule has been
to use a mutation rate for which the permutations can be effectively
sampled during screening. For instance, an average mutation rate of
two amino acid substitutions per sequence is only appropriate if the
mutant library is large enough to sample most double mutations, based
on the assumption that most mutations are deleterious. The structure
of the fitness landscape influences the balance between the optimal
mutation rate and library size. Certain fitness landscape features are
amenable to mutations, so fewer mutants must be screened to achieve
the benefit of a higher mutation rate. In the case previously outlined,
it would require a smaller library than all double mutant permutations
to benefit from a mutation rate of two per sequence. In this section, we
explore how the mutation rate is affected by the sampling size and the
structure of the fitness landscape, for both population and stepwise in
vitro evolution.

The quasispecies model defines an optimal mutation rate for evolving
populations (Eigen et al.,, 1988). At the critical mutation rate p,, . (re-
ferred to as the error threshold), the distribution becomes too broad
for selection to withstand the dispersion and it wanders stochastically
on the fitness landscape. The optimal mutation rate for evolvability
should be as close to p,, . as possible without exceeding it. Indeed, it
was found that viral mutation rates are very close to p,, ., By assuming
that the mutation probability is the same at each residue, the error
threshold in terms of mutation rate p,, ., was derived as
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where N is the length of the sequence and oy is the fitness superiority
of the master sequence . The critical threshold is ~O(1/N), implying
that the optimal average number of mutations per sequence is In o.
The superiority oy is the fitness advantage of the master sequence over
its mutant neighbors. If oy is large, then the difference is greater and
therefore the error threshold is larger. This is caused by the master
sequence’srole as an attractor for the mutant distribution. If this attractor
is strong (o, is large), then it can balance a large drifting force (mutation
rate). Using a perturbation analysis, Eigen et al. (1998) evaluated o, for
several landscapes in which the long-range correlation between mutants
is small, and found that In oy is typically of the order of three to five.

For quasispecies, the error threshold is lower for finite populations
because fitness information can be lost through fluctuations in the popu-
lation as well as a high mutation rate (Nowak and Shuster, 1989; Bonnaz
and Koch, 1998). Under the limit of a finite population M, the error
threshold has to be modified

pm,m'l (M) = pm,m'/ 1 - L > (16)
VM

where p,, . is the error threshold for an infinite population and Cis an
empirical constant specific to the fitness landscape. This predicts that
the optimal mutation rate decreases as a function of the inverse square
root of the population size. Thus, the optimal mutation rate decreases
as the sampling ability of the mutant library decreases.

Van Nimwegen and Crutchfield (1999a) derived an expression for
the number of mutants screened before reaching the global optimum
based on the mutation rate and population size on a ‘‘royal road”
landscape that is commonly used to study genetic algorithms. The opti-
mal mutation rate is defined as minimizing the number of fitness evalua-
tions £ that were required to reach the global optimum. A high mutation
rate increases the rate of diffusion and therefore decreases the time
required to find improvement. However, a high mutation rate also in-
creases the number of mutants that die by falling off the fitness peak
held by the parent. The optimal mutation rate is a balance between
these effects. They found that the minimum Eassociated with the optimal
mutation rate is shallow, with steep increases for very small and large
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mutation rates (Fig. 5). The lower bound is independent of the popula-
tion size, and the upper bound decreases as the population size decreases.
This theory predicts that there is a large region in parameter space in
which the evolutionary search performs well and, once in this region,
it is not as important to have the exact optimal parameters.

Kauffman and Levin (1987) introduced the concept of long-jump
mutagenesis, in which the optimal number of mutations exceeds the
correlation length of the landscape. If the walker has the ability to jump
beyond the correlation length, the new point is essentially independent
of the starting position, making it possible to discover new fitness ranges
rather than remaining stuck on the same set of peaks. Multiple mutations
can improve the performance of genetic algorithms for smooth land-
scapes by taking advantage of the correlations between sequence points
on the landscape (Manderick et al., 1991). Because landscapes that are
more rugged have smaller correlation lengths, a smaller mutation rate
is allowed. In the limit of the random energy model, the long-jump
benefit is satisfied by single mutations. The experimental concern about
using a higher mutation rate is that the density of function drops rapidly
as the jump becomes longer, thereby making the probability of discover-
ing improvements negligible. The practical effect of the long-jump the-
ory is to decrease the necessary sampling size for a given mutation rate,
based on the correlation length of the landscape.

In quasispecies theory, surpassing the error threshold for small periods
provides a beneficial jump in sequence space. Slightly beyond the error
threshold, the standard deviation of Hamming distances in the popula-
tions is the largest, indicating a spreading out of the population in
sequence space, thus allowing for the discovery of multiple mutants that
would otherwise be left undiscovered by evolution (Eigen et al., 1988).
Bonhoeffer and Stadler (1993) derived the error threshold for complex
landscapes as

1\ K
pm,m’l -~ <;>N (17)

where Nis the sequence length and Kis a constant dependent on several
landscape-specific factors. The term 1/7is the correlation length of the
fitness landscape. A large 1/7 is indicative of a smooth landscape, and
thus Eq. (17) predicts the optimal mutation rate is high. Conversely, a
small 1/7 implies a rough landscape and a smaller mutation rate is
required, a result consistent with the long-jump hypothesis.
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Fic. 5. Contour plots of the search effort surface E(p,, M), where E is the number
of trials required to reach the optimum, p,, is the mutation rate, and M is the population
size. Results are shown for the theory presented by Crutchfield and van Nimwegen (upper)
and simulations (lower). The x-axis labels are the same for both graphs. The sequence
length used is N = 40. The dot represents the optimal parameters determined by both
methods. Note the very sharp increase in £ when suboptimal parameters are used. Within
the acceptable parameter settings, the region is relatively flat, suggesting that the specific
optimal settings are robust. Reprinted from van Nimwegen and Crutchfield (1999a)
with permission.

In directed evolution, the improvement of certain properties, for ex-
ample, thermostability, is relatively easy. The problem is that these im-
provements often come at the cost of another desired trait, such as
catalytic activity. Using a multistep reaction model, Husimi and Aita
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(1998b) found that the walker can escape local optima to a higher fitness
at Hamming distance L, where L is the number of combined fitness
landscapes. Therefore, any walker on a multi-fitness landscape can reach
the global optimum by repetition of I-point mutations. This is similar
to the long-jump mutagenesis strategy suggested by Kauffman; correla-
tion of the multistep landscape is dependent on L rather than Kin the
NK landscape. By making moves that are larger than the correlation
length (larger than L), more space can be explored.

The desire to have a large mutation rate when there are competing
properties to be optimized is countered by the finite number of mutants
that can be sampled (Voigt et al., 2000a). This is due to a combination
of two effects. First, a higher mutation rate dramatically increases the
probability of a mutation to a stop codon. The average fraction of mu-
tated sequences that contain at least one stop codon f;,, can be esti-
mated as

Jop=1— exp(— %{m}), (18)

where <m> is the average number of DNA mutations per sequence.
When <m> =5, f,, = 0.21 and when <m> = 20, f,,, = 0.61, indicating
that even a moderate mutation rate can cause a large fraction of offspring
sequences to contain stop codons, effectively reducing the size of the
library. Second, the wild-type sequence is already at a highly optimized
fitness and, therefore, most mutations are deleterious. The probability
of observing improvement is small for a single mutant and decreases
rapidly as the number of mutations increases. Rugged landscapes are
more affected by the latter of these effects (Fig. 6). For the mutation
of a highly coupled residue to show fitness improvement, it is not only
necessary to optimize the uncoupled fitness contribution, but also all
the higher-order contributions that are coupled to that residue. It is
harder to optimize a coupled rather than uncoupled residue because
the probability of optimizing each term is small, causing the optimized
mutation rate to decrease as the landscape ruggedness increases.
Because an anisotropic landscape contains many correlation lengths,
longjump theory can be applied to different portions of the sequence
(Voigt et al., 2000b). A highly coupled region (such as the catalytic site)
has a small correlation length, thus a smaller mutation rate is allowed
with a limited mutantlibrary. A highly coupled group of residues requires
several simultaneous mutations to demonstrate improvement. Ideally,
the optimal mutation rate equals that of the maximum number of resi-
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Fic.6. The optimal DNA mutation rate as determined from a model that incorporates
one-body and two-body fitness contributions (similar to a spin glass). The genetic code
is included in the model. The data are for a N = 50 protein. The fitness improvement
is the maximum change in fitness averaged over 10,000 landscapes. To compare the
relative location of the optima, the curves have been scaled such that the optima are at
1.0. (a) The optimum mutation rate for the uncoupled landscape as the number of
mutants screened increases M = 1000 (O), 10,000 (@), and 50,000 (A). (b) The optimal
mutation rate as the landscape ruggedness increases. The number of coupling interactions
is75 (O), 25 (@), and 0 (A). As the landscape ruggedness increases, the optimal mutation
rate decreases. Reprinted from Voigt et al. (2000a), with permission.
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dues involved in a single coupled interaction, thus assuring that the
sequence will not become trapped in a local optimum. However, the
finite number of mutants that can be screened imposes an upper limit
on the mutation rate. When the sequence is highly optimized, the proba-
bility of improving each interaction is small and it becomes harder to
optimize a coupled residue. Indeed, it was found that the probability
of picking a mutant that has a mutation at a highly coupled residue
decreases significantly as the sequence increases in fitness (Fig. 7). This
effect intensifies as the number of interactions that are coupled to the
mutated residue increases.

4. Dynamic Mutation Rates

It is well known in computer science that steepest ascent is a poor
optimization technique for landscapes with many optima. To improve
the search, simulated annealing includes an effective temperature that
determines the ability of a walker to overcome energy barriers (Kirkpat-

0.6

»
»
»

<>
N
L N 4
=2
[>]

c

Fic. 7. The probability distribution P(¢) of a positive mutation with ¢ coupled interac-
tions occurs as the sequence ascends the fitness landscape (generated using a spin-glass-
like fitness function). The distribution is shown at two positions on the fitness landcape,
a random sequence (O) and a highly optimized sequence (A). As the sequence is
optimized, the probability that positive mutations will be made at uncoupled residues
increases considerably. The mutation rate is an average of one amino acid (three nucleo-
tides) per sequence and the number of mutants screened is 3000. Reprinted from Voigt
et al. (2000b), with permission.
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rick et al., 1983). The simulation starts at a high temperature, allowing
a large volume of the search space to be explored freely. Over time, the
temperature is decreased (annealed), driving the walker to the optimum.
In an adaptive walk, an analog to the temperature is the mutation rate.
Initially, a large mutation rate allows a greater sweep of sequence space.
As the fitness of the sequence increases, the optimal mutation rate
decreases. For genetic algorithms, it has been demonstrated that the
outcome is improved when the mutation rate was decreased exponen-
tially over time (Fogarty, 1989; Bik, 1992; Bak, 1993).

Consistent with these studies, Husimi and Aita (1998a) found that an
initially high mutation rate followed by a slower mutation rate is the most
effective search strategy on the uncoupled fitness landscape. Because the
probability of finding improved mutations decreases as the sequence be-
comes more optimized, adaptation via long-jump mutagenesis is rapid at
first, then slows. As the coupling between residues increases, the optimal
mutation rate decreases more rapidly when the sequence ascends the fitness
landscape (Voigt et al., 2000a). The correlation length is short on rugged
landscapes, so when the fittest mountain range is found, this information
is quickly lost due to the high mutagenesis rate (Kauffman and Levin, 1987).

Mihlenbein (1992) studied the optimal mutation rate for genetic
algorithms. By using a Markov chain analysis, he found that the optimal
mutation rate p,, is

-\ 1/i
-1 - _
pm - 1 (1 N) > (19)

where N is the length of the sequence and ¢ is the number of residues
that are not in the optimal state. For ¢ < N, this reduces to p,, = 1/N,
that is, there should be approximately one amino acid substitution per
sequence for highly optimized sequences. This analysis implies a decreas-
ing mutation rate as the sequence becomes more optimized.

B.  Recombination

As a search technique, using mutation and selection alone has several
limitations. Evolution via asexual reproduction tends to build up deleteri-
ous mutations, ultimately limiting the potential of the experiment, an
effectknown as Miller’s ratchet (Miiller, 1964). This effect is exacerbated
by high mutagenesis rates, as slightly deleterious amino acid substitutions
can hitchhike with positive mutations. Recombination can act to remove
neutral and deleterious mutations while allowing the accumulation of
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multiple beneficial mutations (Stemmer, 1994a). Using recombination
also has a practical advantage. More than one mutant may show improved
fitness during a single screening effort. Allowing only the fittest mutant
to continue to the next generation can be a wasteful strategy. Combining
the good mutations onto one gene by recombination has the potential
to save experimental effort (Moore ¢t al., 1997). The benefit of recombi-
nation also depends on the structure of the fitness landscape. If signifi-
cant non-additivity is observed, the benefit of combining positive muta-
tions is less certain due to the possibility of combining individually good
mutations that together have a deleterious effect.

In the language of genetic algorithms, recombination can exploit
information in the mutant population by combining good mutations,
but suffers from a lack of exploration (Holland, 1975). Exploration is
lost because an amino acid at a specific sequence position cannot be
sampled if it does not exist in any of the parents. However, combining
good mutations exploits the fact that this diversity has already survived
selection (Bergman and Feldman, 1992). Recombination constructs
higher order hyperplanes of sequence space from lower order hyper-
planes that have higher observed average fitness (Holland, 1975; Spears,
1993). These hyperplanes are referred to as schema (singular: schemata)
and represent sets of residues that are collectively beneficial (Fig. 8).
During each generation, recombination acts to combine these clusters
of good amino acids from different parents onto a single offspring,
progressively reducing the offspring to regions of higher fitness (Forrest
and Mitchell, 1993). This implies a contradiction for recombination.
On one hand, it is better to build up small blocks of fit schema to
produce larger schema and ultimately the optimal sequence. However,
at some point, the schema become too large and crossover is disruptive
(Vose and Liepens, 1991; Eshelman and Schaffer, 1995). For recombina-
tion to be successful, the disadvantage of separating beneficial interac-
tions between amino acids has to be less than the advantage of combining
good mutations (Otto et al., 1994).

Before we apply the results from genetic algorithm studies to experi-
mental recombination, it is important to understand the fundamental
forms of recombination used in each application. There are several
recombination methods that have been widely studied for genetic algo-
rithms. Single-point crossover cuts the parents at one location and then
swaps the genetic material (Fig. 9a). This is a special case of n-point
crossover, where 7 is the number of cut points in the sequence. As n
increases, the fragments become smaller. Diagonal crossover modifies
n-point crossover to suit multiple parents. For diagonal crossover, each
of the parents is cut and reannealed to produce the offspring so that the
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Fic. 8. (a) This figure displays the characteristic parameters in combining schema.
The length of the sequence is N and the schemata is made up of the residues «;, a, and
o;. The number of defining bits is three (the schemata is a third-order hyperplane). The
defining length is the Hamming distance between the two furthest residues in the sche-
mata and is given as d(a; — ;) = [. The dotted line demonstrates a crossover point that
disrupts this schemata. Reprinted from De Jong and Spears (1990) with permission,
© 1990 by Springer-Verlag. (b) An example of long-range interactions in a real protein
leading to a large defining length.
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F16.9. The types of recombination most commonly utilized in genetic algorithms for
(a) one parent and (b) multiple parents. In the cases of 1-point and n-point crossover,
the cut points do not have to be evenly distributed over the sequence. Uniform crossover
gives the offspring the amino acid of either parent with equal probability and can be
extended to multiple parents.

parental genes fall along the diagonal [Fig. 9(b)] (Eiben and Schippers,
1996). As a more disruptive technique, uniform crossover allows the
offspring to inherit the genetics of either parent at each residue, with
equal probability.

In vitro recombination methods include DNA shuffling, random-
priming recombination, and the staggered extension process (StEP)
(Arnold and Wintrode, 1999). In DNA shuffling, the parental DNA
is enzymatically digested into small fragments. The fragments can be
reassembled into offspring genes (Stemmer, 1994a; Stemmer, 1994b;
Zhao and Arnold, 1997b). In the second recombination method, tem-
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plate DNA sequences are primed with random-sequence primers and
then extended by DNA polymerase to create fragments of random
length. The template is removed and the fragments are recombined, as
in DNA shuffling (Shao et al, 1998). In each of these methods, the
number of cut points can be increased by starting with smaller fragments
or by limiting the extension reaction. StEP recombination differs from
the first two methods because it does not use gene fragments (Zhao et
al., 1998). The template genes are primed and extended before denatur-
ation and reannealing. As the fragments grow, they reanneal to new
templates and thus combine information from multiple parents. This
process is cycled hundreds of times until a full-length offspring gene is
formed. Sun (1999) has developed a mathematical model of the distribu-
tion of regions that can be reassembled by DNA shuffling and has
proposed an application of the theoretical results to the optimal design
of experiments.

The parameters to be optimized for experimental recombination in-
clude the crossover frequency, the number of parents, and the sequence
similarity between parents. Additionally, it is important to understand
the conditions under which recombination is useful. For all these ques-
tions, the optimal parameters represent a balance between the explora-
tion and exploitation capabilities of the search algorithm. Any process
that creates more diversity, such as using many parents, very disparate
parents, or small fragment sizes, will improve exploration at the cost of
exploitation. The balance between these effects will shift according to
the landscape ruggedness and the sampling ability of the mutant library.

1. Recombination with Limited Sampling

Because recombination results in a distribution of amino acid contribu-
tions from each parent, a minimum screening effort is required to
sample all possible combinations. Sampling the offspring that has all
the mutations (or the optimal combination) from both parents becomes
more difficult as the number of differences increases. Combining many
mutations represents the desire for exploration. However, when the
library cannot sample all the combinations, the information available
from each parent cannot be fully exploited. Thus, recombination should
only create the degree of diversity that can be sampled by the mutant
library. Similarly, for genetic algorithms, it has been suggested that the
best way to size the population is to make it large enough so that it can
sample all of the amino acids at each position by recombination alone
(Reeves, 1993). The optimal population size would then be able to
sample all of the schema shared by the parents, making selection
more effective.
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An estimation for the required number of screened mutants can be
obtained by assuming that the mutations are additive and recombined
independently (Moore et al., 1997). The probability that an offspring
has d mutations is

B T! 1\ m=1\""
Fi= (T — d)!d!(M)( M ) ’ (20)

where M is the number of sequences and 7 is the total number of
mutations. When two mutations are combined, only 25% of the library
produced by recombination has novel combinations of mutants; the
remaining 75% is a mixture of O-mutant and 1-mutant genes that have
been previously observed. The probability of making the rare sequence
containing all mutationsisonly 1/ M T To discover the fittest combination
of mutations, it is necessary to screen enough recombined sequences
to sample the rarest all-mutant sequence; in practice, some oversampling
is required. The optimal sequence is not necessarily the rarest, as some
of the combinations of mutations may be deleterious through non-
additive effects.

2. The Influence of the Fitness Landscape on Recombination

The balance between exploration and exploitation shifts toward ex-
ploitation as the fitness landscape becomes more rugged. Rugged fitness
landscapes have a short correlation length and therefore the accumula-
tion of explorative effects is more rapid. However, there is an upper
limit, as extremely rugged landscapes do not allow exploitation (Otto
et al., 1994). In the random energy model, the combined effect of two
mutations is unpredictable, thus rendering recombination inefficient.
The normally exploitative recombination reverts to pure exploration.
In this section, we discuss the behavior of recombination on different
fitness landscapes with the intention of determining the conditions un-
der which recombination is useful and how the landscape ruggedness
affects the experimental parameters.

Exploitation cannot occur unless there are schema that can be utilized
by recombination (Kauffman, 1993). In the extreme cases of the uncou-
pled (smooth) and very rough landscapes, schema are not well defined.
Insight into the behavior of schema for different degrees of landscape
ruggedness is given by the block model described by Macken and Perel-
son (1995). They define regions of the sequence as blocks, where each
block represents a group of residues that are collectively influenced by
selection. If a sequence contains only one block, the model reduces to
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the random energy model; if the number of blocks equals the number
of residues, the landscape is Fujiyama-like (uncoupled). If the blocks
are all the same size, then the correlation length of the landscape is equal
to the total number of blocks, implying that the uncoupled landscape
contains many schema (each residue is its own schemata) and the ran-
dom landscape contains no schema. Because recombination requires
schema to be exploitative, it is expected to fail for either the completely
smooth or completely rugged landscapes.

Recombination is a good search strategy when the landscape is of
intermediate ruggedness. Recombination is useful when peaks are close
in space and thereby contain mutual information of their location in
sequence space (Kauffman, 1993; Hordijk and Manderick, 1995). Born-
holdt (1998) developed a statistical mechanics approach to solving ge-
netic algorithm dynamics by defining a parent—offspring fitness correla-
tion function (similar to correlation function described in Section
II.C.2). He applied this formalism to population dynamics on NK
landscapes and found that genetic algorithms work most efficiently when
the fitness of the parent and the offspring are correlated, as is the case
for weakly coupled landscapes. Bergman and Feldman (1992) found
low recombination rates are beneficial on rugged landscapes, whereas
higher recombination rates are beneficial on smoother landscapes. In
summary, recombination is more useful as the landscape is smoother,
but is not useful in the limit of the perfectly smooth landscape.

In addition to the landscape structure, the positions of the parents
on the landscape are important in understanding when recombination is
useful. Stemmer (1994a) postulated that the advantage of recombination
over mutagenesis methods is likely to increase as the sequence becomes
more optimized. This is because the decrease in the probability of finding
positive single mutants makes it harder to sample good mutations. Since
identifying a single positive mutant is harder, it is beneficial to combine
(exploit) the individual improvements in fitness.

In studies on genetic algorithms, it has been shown that the optimal
recombination and mutation rates are not independent; rather, the
success of the search algorithm is dependent on their ratio (Pal, 1995).
The effect of mutation is pure exploration. Thus, when the optimal
balance between exploration and exploitation is calculated, a large muta-
tion rate indicates that the recombination should be more exploitative.
It has been suggested that the mutation rate should be inversely adjusted
with the recombination rate (Hesser and Manner, 1990). To study this
effect, Kauffman and Macready (1995) calculated the effectiveness of
recombination on pooling strategies using the NK-model. Cycles of re-
combination and mutation were applied to small peptides (N = 6) with
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different degrees of coupling between the residues (K= 0 — 6). Smooth
landscapes required a stronger reliance on mutation and rough land-
scapes required more recombination. This result is consistent with the
notion that more exploration is allowed on smoother landscapes.

3. Optimal Cutting Strategy

Recombination has the potential to instigate large jumps in sequence
space. However, in doing so, it causes good amino acid combinations
to be separated, referred to as crossover disruption (Vose and Liepens,
1991). If two residues are involved in a positive interaction and the cut
point for recombination divides the residues onto different fragments,
then recombination is disrupting the beneficial interaction. An impor-
tant concept in modeling disruption is the defining length € of a sche-
mata, which is the distance in sequence between the furthest points in
a schemata [Fig. 8(a)]. The number of defining bits is the number of
residues involved in the schemata. As € increases and the number of
defining bits remains constant, it becomes more likely that a cut will
disrupt the schemata. To understand how crossover disruption is realized
in proteins, it is necessary to visualize how the schema are distributed
(Eshelman and Schaffer, 1995). In protein recombination, the cut points
are made on the sequence level, but the schema are on the fitness, or
structural level [Fig. 8(b)]. Because the residues that participate in a
single schemata are distributed widely in the protein sequence, each
schemata is composed of a few defining bits, separated by a large defining
length. Two issues are important in optimizing the crossover points:
where and how many times the sequence is cut.

If the schema overlap on the primary sequence, they become very
difficult to combine. Bogarad and Deem (1999) recognized the need for
well-defined cut points in molecular evolution. They modeled directed
evolution using a variation on the NKmodel that includes a notion of
secondary structure, referred to as the block NKmodel. Instead of a
single sequence with K interactions between residues, the block model
confines the interactions to within segments (the so-called secondary
structure) and there are D further interactions across segments. Because
the majority of interactions between residues are within a segment, they
propose that the natural cut points for recombination are the borders
separating segments. Thus, the least amount of crossover disruption is
realized. The crossover disruption problems were solved inherently by
defining schema in the model. Under these conditions, recombination
provided an improvement in the optimization algorithm similar to the
combination of good schema in genetic algorithms. However, in real
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protein systems, the optimal cut points do not necessarily correspond
to secondary structure elements and are more subtle and difficult to
identify rationally. It has been suggested in genetic algorithm studies
that keeping record of the successful cut points from provious genera-
tions and preferentially targeting them in future generations aids the
search (Schaffer and Morishima, 1987). This approach could be experi-
mentally incorporated by using the restriction enzymes that were pre-
viously successful in producing good recombinant mutants. In this way,
the combinatorial diversity of the recombinant library could be reduced
after each generation.

To determine the optimal number of cut points, it is necessary to
return to the balance of exploration and exploitation. Uniform cross-
over is more exploratory than single-point crossover because the num-
ber of schema that can be sampled increases (Spears, 1993). However,
the exploration comes at the cost of exploitation because more of the
schema are disrupted (Eschelman et al., 1989). The specific balance be-
tween these effects will depend on the sampling ability of the library,
the structure of the schema, and the ruggedness of the fitness land-
scape.

The fitness landscape determines the optimal balance between explo-
ration and exploitation and the structure of the schema. Manderick and
co-workers ran simulations on NK landscapes using the uniform and
single-point crossover operators (Manderick et al, 1991; Hordijk and
Manderick, 1995). Uniform crossover was the most successful on smooth
landscapes, but single-point crossover was more successful on rough
landscapes. Rough landscapes have more coupling interactions. Arecom-
bination strategy that disrupts the least number of these interactions is
more likely to be beneficial. The structure of schema is related to the
distribution of coupled interactions between residues. Nearest-neighbor
interactions favor the single-point crossover, while random interactions
favor uniform crossover (Hordijk and Manderick, 1995). Similarly, when
recombining multiple parents, diagonal crossover is better for nearest-
neighbor interactions, and uniform crossover is better for random inter-
actions (Eiben and Schippers, 1996).

If long-range interactions are important, the defining length is large;
if shortrange interactions dominate, the defining length is small. For
single-point crossover, a bound can be given for the probability of disrup-
tion P,

b=+ (21)
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where ¢ is the defining length and N is the length of the sequence (De
Jong and Spears, 1990). The simple probability for even crossover is a
very conservative lower bound for the crossover disruption as both the
parents could share the same amino acid at a given schemata position.
Equation (21) implies that single-point crossover is biased against the
successful recombination of schema that have large defining lengths
(Fig. 10). Syswerda (1989) demonstrated that uniform crossover usually
outperforms one- or two-point crossover in genetic algorithms. If € is
small, then the schema are compact and are easily recombined. In this
case, it is best for the schema to be preserved by recombination which
makes only a few cut points. The average survival probability for a sche-
mata decreases more rapidly for uniform crossover as € increases. When
{ islarge, smaller fragments are more successful because there is a higher
probability of combining good schema onto a single gene.

Directed evolution often uses recombination under conditions when
crossover disruption is advantageous. The benefits of disruption are
realized late in evolution, when the population diversity is low, and when
the number of parents that can be sampled is small (De Jong and Spears,
1990). Under the influence of strong selection, positive mutants are
worth more and therefore exploitation is more beneficial, thus allowing
more disruption (Bergman and Feldman, 1992; Priigel-Bennett and
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Fi1G. 10. The probability of disrupting a schema versus the defining length for a se-
quence of length N. The lines are for n-point crossover and the flat line is for uniform
crossover. Note that for large defining lengths, uniform crossover is less likely to be
disruptive. Reprinted from De Jong and Spears (1990) with permission, © 1990 by
Springer-Verlag.
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Shapiro, 1994; Priigel-Bennett and Shapiro, 1997). When the sequence
similarity between parents is high, crossover is more disruptive and is
more likely to create a diverse library (Spears and De Jong, 1991). Parents
that are too close in sequence space tend to produce offspring that
preserve suboptimal schema. A higher disruption rate avoids this prob-
lem. When the parents are on local optima, it was found that the highest
disruption produced the best results (Pal, 1995). These observations
describe a situation that is very similar to that encountered in directed
evolution experiments. Taken together, the evidence suggests that cross-
over with many cut points is useful, although if the landscape is expected
to be particularly rugged, fewer cut points may be beneficial.

4. Number of Parents and Their Sequence Similarity

The recombination of genes that differ only by a few point mutations
is primarily a technique to combine good mutants and save experimental
effort. Although recombination reduces the number of mutants that
need to be screened, most of these moves would be attainable through
point mutagenesis alone in future generations. Recombination is a pow-
erful technique to search large areas of sequence space that cannot be
sampled with point mutagenesis in a reasonable number of generations.
The difficulty with this procedure is similar to the problem with high
mutagenesis rates: Most of sequence space is empty of function. To avoid
this problem, the initial parents have to contain beneficial schema that
can be combined onto a single sequence.

Stemmer and coworkers have demonstrated that the recombination
of schema can be achieved experimentally by picking initial sequences
that have evolved independently in different species (Crameri et al.,
1998; see chapter by Ness ¢ al. in this volume). They shuffled four genes
that had 59% to 82% amino acid sequence similarity and found that
the fitness improvement was significantly greater than that attained by
point mutagenesis and local recombination. Although this ““family shuf-
fling”’ searches a large volume of sequence space, the sampling within
this volume is sparse. Additional rounds of point mutagenesis can then
be used to find the local optimum. Parameters that arise out of this
experimental technique that depend on the structure of the fitness
landscape include the optimal number of parents and their degree of
sequence identity.

These questions have been investigated by Eiben and coworkers and
Coker and Winter, who found that increasing the number of parents
increases the total fitness improvement and increases the speed of the
optimization (Eiben et al., 1995; Coker and Winter, 1997). However, by
increasing the number of parents, the disruption caused by recombina-
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tion also increases. Recombining many parents has an effect similar to
recombining two parents that have many mutations. If it is possible to
sample all the possible mutation combinations, recombining all available
parents is advantageous. However, this is often experimentally infeasible,
so a compromise between the difficulty of screening and the diversity
of more parents has to be reached. To illustrate this, Moore et al. (1997)
assumed that the mutations are beneficial and can be combined indepen-
dently and additively and simulated the effects of recombining multiple
parents when screening is limited. By simulating the recombination of
ten possible parental genes, they demonstrated that, with finite sampling,
higher fitnesses could be achieved with five parents than with all ten.

By using the NK-model, Eiben and Schippers (1996) studied the effect
of allowing many parents in the genetic algorithm as a function of the
landscape ruggedness. The best performance was always achieved using
multiple parents. However, the benefit of adding parents died off quickly
after six to eight parents for intermediate landscape ruggedness. As the
landscape becomes more rugged, the relative gain from multiple parents
decreases, as distant parents share less fitness information.

Similar to the number of parents, the sequence similarity between
parents requires a balance between exploration and exploitation. If the
sequence similarity is high, mutations can be readily exploited, but at the
cost of exploration. As expected, this balance will shift toward exploration
when the number of mutants that can be screened is limited. More
interestingly, landscape theory predicts the optimal similarity based on
the fitness correlation between parents. The correlation length decreases
as the landscape becomes more rugged; therefore, the parents have to
be closer in sequence space (Manderick et al., 1991). Sumida et al. (1990)
studied the effect of the landscape ruggedness on the optimal genetic
diversity between the parents. A genetic algorithm was modified so that
the population was divided into small, isolated subpopulations. For land-
scapes that are extremely rugged or smooth, the benefit of subdividing
the population was small. For landscapes of intermediate ruggedness,
it was advantageous to maximize the subdivision.

There have been several studies with genetic algorithms to probe the
effects of forcing diversity among the parents prior to recombination.
Evolutionary search can be improved by preventing recombination
between sequences that share high sequence identity (Eshelman and
Schaffer, 1991; Pal, 1995). Only parents separated by a Hamming dis-
tance above some threshold were recombined, and improvement was
demonstrated on a variety of test functions and the spin-glass landscape.
Rather than using the Hamming distance metric, Craighurst and Martin
(1995) defined the genetic distance through the ancestry of the parents.
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They found that prohibiting crossover between parents that are too close
in ancestry improves the outcome of the search. The benefit of prevent-
ing phylogenetic incest is high for low mutation rates and then, at a
critical mutation rate, reverses so incest prevention is deleterious. Be-
cause mutation is explorative, alow mutation rate was required to balance
the extra exploration caused by incest prevention.

C. Quantifying Diversity

Experimental limitations impose significant restrictions on the num-
ber of mutants that can be screened. Inventing a screen that both cap-
tures the essence of a complex chemical function and can be repeated
for thousands of mutants is a difficult first step for in vitro evolution
(Zhao and Arnold, 1997a). Because much of the experimental effort is
devoted to screening, there is motivation to ensure that the cost of
screening is minimized. Because of practical size limitations, the content
of the screening library needs to be optimized; if the library cannot be
bigger, then it should be smarter. For instance, biased mutational meth-
ods can produce a library that is more likely to contain stable mutants.
As another strategy, some methods are designed to quickly accumulate
positive mutations, at the risk of ultimately converging to a suboptimal
solution. In this section, we explore advantages and disadvantages of
these approaches.

1. Optimal Screening Library Size

It is possible to quantify the fitnesses of a million mutants for a single
generation (Daugherty et al., 1998; Joo et al., 1999). This is impressive
as this library size can easily sample the roughly 5600 possible single
mutants of a 300-residue protein. However, it samples only a fraction
of the 1.6 million possible double mutants and far less than the 3 trillion
triple mutants. When is screening a single library of 10° better than
10 generations of 10° mutants? Although the improvement in fitness
increases with the size of the screening library, the benefit of accumulat-
ing positive mutations over multiple generations is compromised. Both
experimental and theoretical studies have suggested that the best
method may be short, adaptive walks utilizing small libraries (Chen and
Arnold, 1993; Matsuura et al., 1998).

A theoretical approach to determine the required number of screened
mutants is based on the landscape paradigm. The number of uphill
paths on the landscape given the fitness of the sequence is related to
the library size required to probabilistically capture a single path. Using
the uncoupled fitness function, Aita and Husimi (1996) analytically
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determined the distribution of single-mutation fitnesses around a walker
as it ascends to a peak. For a sequence of N residues that is distance d,
from the global optimum, the average fraction of fitter mutants <6,>
at Hamming distance d was calculated (Fig. 11). When d = 1, the
average mutant distribution can be estimated as <O,(d = 1)> =~ d,/
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Fic. 11. The local fitness distributions around fourteen representative wild types. The
curves were determined analytically for the fully additive landscape by Aita and Husimi
for sequence length N = 60 and alphabet size A = 20. Each wild type is shown at the
center of the concentric circles. The axes y is the scaled fitness (= F/|eN], & is the mean
of I and here is negative) and x is the scaled Hamming distance from the optimum
(=dy/N). Each local fitness distribution is expressed as a concentric pie chart showing
the fraction of mutants having Ay between /N and (I + 1)/N, where [ = —5, —4,
—3, . . ., 4. The thick curves represent the contours satisfying Ay = 0. Reprinted from
Aita and Husimi (1998a) with permission, © 1998 by Academic Press.
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(2N), predicting that the number of mutants that need to be screened
in order to find fitness improvements increases linearly as the sequence
moves closer to the global optimum.

In the NK'model, as K increases, the number of fitter neighbors de-
creases more quickly as the sequence becomes more optimized (Kauff-
man and Weinberger, 1989). Thus, in order to discover improved mu-
tants, the number of mutants screened has to increase more rapidly on
random landscapes as the sequence increases in fitness (Fig. 4). The
rate of decrease for the number of uphill paths is greater for rugged
landscapes due to the shortening of the walk length to local optima.
This implies that a protein that is tolerant (a smoother landscape) can
undergo more rounds of mutation and improvement.

Macken et al. (1991) identified two behaviors of an adaptive walk as
it ascends the fitness landscape that are separated by a distinct phase
transition. As a sequence becomes more optimized, the number of fitter
mutants decreases. At some point, it becomes difficult to sample a fitter
mutant given the number that can be screened. The probability of a
sequence with fitness F having a single-mutant neighbor with lower fit-
ness is G(I'). The probability that a sequence with D single-mutant neigh-
bors is at a local optimum G’! (F) is approximately

G (F) ~ exp[In(G")] (22)
= exp[-D(1 — G) — D1 — G)¥/2 —. ],

which defines a region D(1 — G) > 1, where G’ is negligible. Walks
that start outside of this region obtain large fitness improvements in
a few mutational steps. After the dramatic initial gain in fitness, the
subsequent mutational steps tune the fitness near the optimum. A phase
transition occurs at D(1 — G) = 1, where the behavior of the walk
changes from that of the outside region to that of the inside region.
Typically, in directed evolution experiments, G ~ 0.01 — 0.001 and
D =~ 1800 — 3000 (taking into account the genetic code), so D(1 —
G) =~ 1.8 — 30, indicating the directed evolution starts in the outer
region. When the inner region is reached, the search becomes exponen-
tially more difficult for each additional uphill step.

Macken and Perelson studied antibody affinity maturation as a random
walk on the random energy landscape (Macken and Perelson, 1989;
Macken et al., 1991; Macken and Perelson, 1991). The total number of
mutants tried before a positive mutation is discovered 7(F) is a measure
of the change in the necessary size of the mutant library. The expected
value of 7, given that F'is not a local optimum, is derived as
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# f:j (ez — I)ZZ (23)

E[T(F)] = D
For the inner region 6 < 1, Eq. (23) reduces to E[T(F)] = 1/(1 —
G(F)). The total number of mutants tried increases exponentially as the
sequence approaches the global optimum (Fig. 12). Outside of the
boundary, the mean number of trials approaches the asymptote of
~(.78D, indicating that the required mutant library size is on the order
of the dimensionality of the landscape (Macken et al., 1991).
Van Nimwegen and Crutchfield (1999a) studied the optimum popula-
tion size to minimize the required number of fitness evaluations £ before
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Fic. 12. The average number of mutations tried at a suboptimal fitness plotted versus
the fitness for the case D = AN = 1500, where A is the alphabet size and Nis the sequence
length. Note the rapid increase in the number of required trials when the sequence
reaches the inner boundary region. The line is generated analytically under the assump-
tion of the random energy landscape. Reprinted with permission from Macken, C. A.,
Hagen, P. S., and Perelson, A. S., Evolutionary Walks on Rugged Landscapes, SIAM
J- Appl. Math., 51 (1991), p. 821. Copyright © 1991 by the Society for Industrial and
Applied Mathematics. All rights reserved.
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an optimum is reached. As the population size increases beyond a thresh-
old, Eincreases very slowly, implying that it is important that the popula-
tion stays above the minimum size, but less important to stay below the
maximum size (Fig. 5). Because the maintenance of a large population
is difficult in directed evolution experiments, these results indicate that
the optimal number of mutants screened is as close to the lower bound
as possible. This point is just high enough to avoid the problems of
having too small a population.

As the noise in the fitness measurement increases, more mutants need
to be screened to discover positive mutants. By modeling these effects,
Rattray and Shapiro (1997) calculated the optimal population size to
achieve the greatest fitness improvement for a genetic algorithm. If M,
is the population size for zero noise, 8 is the selection strength, and o
is the standard deviation of the noise, then the new population can be
scaled as

M g
M expl (Bo)*] (24)

to remove the effects of noise. This population resizing is valid as long
as the selection strength and noise are uncoupled. Equation (24) implies
that very small increases in the noise will dramatically increase the re-
quired population size.

2. Statistical Mechanics and Information Theory

The optimal size of the mutant library is a parameter that has immedi-
ate physical meaning. A more challenging parameter to define is the
quality of the library. For example, quality can be broadly interpreted
as the structural robustness or the fraction of positive mutants. The
short-term goal is to produce a library that maximizes the probability
of finding fitter mutants and the long-term goal is to maximize the total
fitness improvement after multiple generations. Research in statistical
mechanics and information theory has introduced methods that can be
used to quantify the quality of a mutant library.

The observation that some sequence positions are more tolerant to
mutation initiated the application of information theory as a method
to understand the importance of these residues to the structure and
function of the protein (Reidhaar-Olson and Sauer, 1988). A residue
that is intolerant to mutations has high information content, whereas a
tolerant residue has low information content. By fixing the amino acid
identities of residues as the fitness is improved, optimization acts to
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increase the information content of the sequence (Dewey and Donne,
1998). The information content of the mutant library can be used as a
measure of a method’s ability to generate diversity (Strait and Dewey,
1996).

The Shannon information content (in thermodynamics, the entropy)
can be calculated from the probability distribution of allowed amino
acids substitutions (Fontana and Shuster, 1987; Saven and Wolynes,
1997; Dewey and Donne, 1998). Counting the number of sequences at
a given fitness is mathematically isomorphic to calculating the entropy
at a given fitness, S(I') = ks In (), where the number of states () is the
number of sequences at fitness F. The entropy s; for a given site i can
also be calculated from Eq. (25)

m.
i

5= - a pi(a)In pi(a), (25)

where m; is the number of amino acids allowed at site 7 and p;(«) is the
probability that « exists at i. A small value of s;represents the conservation
of identity and a large value of s; indicates high mutability. This local
sequence entropy captures the structural constraints on the amino-acid
identity at certain sites (Saven and Wolynes, 1997).

To specifically model protein tolerance, Aita and Husimi (1996) intro-
duced an entropy-based method, using the fitness change w that is
induced by each amino-acid substitution. The advantage of this formula-
tion is that the fitness difference is an experimentally observable quantity,
whereas the probabilities required for Eq. (25) are not. The information
entropy /; of site j is

= 8 e =
where 7 is the partition function,
7= explu (@)] (27)
and
(), = %2 w, (@)explu ()] (28)
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If Iislarge, then the amino acid found at that position is highly conserved.
Conversely, a low [ indicates that many amino acids are allowed at that
site. This information content is directly related to the Shannon entropy
through a Boltzman weighting of the fitness changes w;(«) to calculate
the probability that a residue is in amino acid state p;(c).

One way to improve the information content of the mutant library is
to only mutate sites that are predicted not to severely disrupt the function
or stability (high entropy sites). For example, based on the requirement
for a protein to fold, the mutant library could be improved by constrain-
ing mutations to conserve hydrophobicity. Following thisidea, Hechtand
co-workers combinatorially designed an a-helical protein by constraining
the core and surface regions to be hydrophobic and polar, respectively
(Kamtekar ef al., 1993). This created a biased library: Some design infor-
mation was included so that a larger fraction of the mutant sequences
folded properly. It should be noted that conservation of polarity is not
always observed (Hellinga et al., 1992) and the biased library produced
by Hecht and co-workers is neither functional nor optimized. In directed
evolution studies on pNB esterase, no discernable rules for substitution
emerged, including hydrophobicity, size, and charge (Spiller et al., 1999).

From the observation that the directed evolution algorithm tends to
find positive mutations at relatively uncoupled positions (Section
III.A.3), it follows that the uncoupled regions of the protein should be
targeted for mutation (Voigt et al., 2000b). Because the number of
mutants that can be screened is limited, there is an upper bound on
the degree of coupling where positive mutations will occur. More highly
coupled residues require a rearrangement of amino acids that is unlikely
given the limited mutation rate. It is extremely unlikely that a mutation
will be observed at a residue with more coupled interactions than the
upper limit of this range. Avoiding the regions of high coupling decreases
the total number of residues undergoing mutagenesis. The same library
size is then more effective at searching the reduced space, thus increasing
the upper limit of the degree of coupling. Not allowing mutagenesis at
the most highly coupled residues actually increases degree of coupling
that can be sampled by directed evolution.

We chose subtilisin E to test our prediction that directed evolution
makes mutations at uncoupled positions (Voigt et al., 2000b). Directed
evolution increased the temperature optimum for activity, 7, of Bacil-
lus subtilis subtilisin E from 59° to 76°C, with eight mutations (Zhao
and Arnold, 1999). In an independent study, thirteen mutations im-
proved the activity toward the hydrolysis of succinyl-Ala-Ala-Pro-Phe-p-
nitroanilide (s-AAPF-pNa) in the organic solvent dimethylformamide
(DMF). The mutants were found by screening 2000 to 5000 clones from
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a mutant library generated with a average mutation rate of two to three
nucleotide substitutions in each generation. This mutation rate produces
about one amino acid substitution per sequence.

Based on a rotamer and force field description of the interactions
between residues, mean-field theory can be used to estimate the probabil-
ities required by Eq. 25 (Ponder and Richards, 1987; Dunbrack and
Karplus, 1994; Lee, 1994; Koehl and Delarue, 1996; Dahiyat and Mayo,
1997; Saven and Wolynes, 1997; Voigt et al., 2000b). A tabulation of the
entropy at each position produces an entropy distribution (Fig. 13, see
Color Insert). The adaptive mutations are strongly biased toward highly
tolerant positions, suggesting that retaining structural stability is impor-
tant in evolving other enzyme properties. The information from the
structural entropy calculations can be incorporated in several experimen-
tal methods (Voigt et al., 2000b). First, site saturation mutagenesis can
be applied at positions that are predicted to be the most tolerant. The
positive mutants are then recombined using DNA shuffling to compound
the fitness improvement. As a second method, a portion of the gene
that is determined to have an above average total tolerance can be
targeted using cassette mutagenesis. Rather than restricting the search
to single sites, this allows a massive combinatorial search of a region
that has been predicted to be able to withstand the additional diversity.
Finally, the experiment can be based on the concept of family shuffling,
where the genes from divergent species are recombined (Crameri et al.,
1998). In family shuffling, the sequeces have previously survived natural
selection; thus, the high diversity between the sequences is less likely to
have a deleterious effect on the structure and function. The entropy
profile of a structure predicts the positions that are essential to maintain
the structure, allowing the tolerantsites to be mutated en masseto produce
a chimera family of artificially divergent sequences. Recombining the
artificial chimera sequences produces a mutant library with large sets
of mutations that have been calculated not to disrupt the structural in-
tegrity.

3. Analyzing the Mutant Fitness Distribution

When the mutants are screened, the information is generally only
used to determine the top sequences that become the parents to the
next generation. During this process, a large number of fitness data are
generated. Because sequencing is time consuming and expensive, each
fitness cannot be assigned to a sequence. The lack of sequencing data
means that only the probability distribution of offspring fitnesses can
be analyzed. In current practice, this information is largely ignored;
however, it may provide useful insight into the structure of the fitness
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landscape, thus guiding the setting of experimental parameters. The
information in the mutant library can be used to analyze the properties
of the fitness landscape in theoretical models and genetic algorithms,
leading to predictions of the behavior of a random walk.

Urabe and coworkers developed a model that captures additive and
non-additive mutational effects in directed evolution and fit their results
to the experimental fitness distribution of catalase I (Matsuura et al.,
1998). By investigating the degree of non-additivity of specific properties,
they tuned the parameters of the experiment to suit the fitness landscape.
They found an average degree of non-additivity that seems to be constant
over various functions (catalase activity, peroxidase activity, thermostabil-
ity). The notion of an average degree of non-additivity may indicate that
the fraction of highly coupled residues is roughly constant for globular
proteins. Matsuura et al. used the average degree of non-additivity as a
predictive tool to estimate the mutant fitness distribution of the next
round of evolution. They employed this method to develop a proactive
evolutionary strategy in which the data produced at each generation are
analyzed to predict the most appropriate mutation rate and screening
library size for the next round (Fig. 14).

Aita and Husimi (1996) proposed that the additive model can be
applied to give a rough estimate for the Hamming distance from the
wild type to the optimum, the fitness slope near the wild type, and the
height of the optimum. They calculated the expected fitness distribution
and compared this to experimental data produced by the mutagenesis
of aregion of E. colilac promoter. Based on a fit between the theoretical
and experimental distributions, they estimated that the Hamming dis-
tance between the wild type lac promoter and the optimum is seven to
ten amino acid substitutions and the activity could be improved 100 to
1000-fold.

The strategy of recursive ensemble mutagenesis (REM) uses informa-
tion gleaned from previous rounds of evolution to search sequence space
more efficiently (Arkin and Youvan, 1992; Youvan et al., 1992; Delagrave
and Youvan, 1993). A small number of initial mutants are screened and
analyzed, allowing the next, larger round of mutagenesis to be more
productive. First, a group of'sites is picked to undergo random mutagene-
sis. Next, this mutant library is screened and the positive mutants are
isolated. If, for example, only hydrophobic residues at a position cause
positive mutants, then this information can be used to create the next
mutant library in the cycle. As the diversity of possible amino acids
decreases at a each site, the entropy of that site decreases. Youvan and
coworkers successfully used this method to simultaneously alter five to
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fitness improvement
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Fic. 14. Predicted correlation between the improvement in fitness achieved W and
the average mutation rate (Np,) for different numbers of mutants screened for the D130N
mutant of catalase I. The number of mutants screened (from top to bottom) is: 3 X 10,
3 X 10% 3 X 10°, 3 X 10% and 3 X 10. A clear optimum is observed for all the screening
library sizes at around Np,, = 1. Reprinted from Matsuura et al. (1998) with permission.

nine out of thirteen residues. The primary weakness of the REM method
is the extensive sequencing required, which significantly slows the search.

Predictive models based on the mutant fitness distributions have been
proposed for genetic algorithms. Grefenstette (1995) found a strong
correlation between parent and offspring fitnesses for a library of test
landscapes. As the mutation rate was increased, the correlation dimin-
ished. The relationship between the mutation rate and the parent-
offspring fitness correlation can be used to gain insightinto the structure
of the fitness landscape. Priigel-Bennett and Shapiro (1994) developed
a statistical mechanics approach to understanding genetic algorithms
and applied it to evolution on a spin-glass landscape. From this formal-
ism, they were able to determine the optimal degree of selection, based
on the fitness correlation between the mutant and parent fitnesses m.
They obtained relationships, based on m, between the mean, the standard
deviation, and the higher-order cumulants before selection and the
cumulants after selection.
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Mean-field theory can be used to predict the effects of mutation rate
and parent fitness on the moments of the mutant fitness distribution
(Voigt et al., 2000a). In this analysis, only the portion of the mutant
distribution that is not dead (zero fitness) or parent (unmutated) is
considered. The mutant effects are averaged over the transition probabil-
ities without the cases of mutations to stop codons or when no mutations
are made on a sequence. In order to obtain the fitness distribution, two
probabilities are required: (1) the probability p,(a) that a particular
amino-acid identity @ exists at a residue 7, and (2) the transition probabil-
ity that one amino acid will mutate into another Q =1 — (1 —
pn)*. The probability vectors p,(a) can be determined through a mean-
field approach (Lee, 1994; Koehl and Delarue, 1996; Saven and
Wolynes, 1997). The amino acid transition probabilities Q are calcu-
lated based on the special connectivity of the genetic code and the
per-nucleotide mutation rate. Removing transitions to stop codons
and unmutated sequences only requires the proper normalization of
the probabilities p; and the moments. For example, the first moment
of the fitness improvement w of the uncoupled fitness function is
written as

(@ = XS [fa) — fBIP, (29)

=1 a b

where « is the wild type amino acid identity at residue ¢ and & is the
amino acid identity in the mutant sequence. Equation (29) is normal-
ized by

1
C= o (30)
1 1-Q
1.3
63

as well as the probabilities

3
pi(a) [@QJF (1= Q)%]
P, = , (31)

)
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such that the unmutated and stop codon sequences are removed from
the distribution. The term J,, equals one if « = b and §,, equals zero
if a# b

The mean-field moments up to the second order (average and stan-
dard deviation) were derived for a two-body coupled fitness function.
The change in the fitness distribution was captured as the sequence
ascends the fitness landscape (Fig. 15). By increasing the number of two-
body coupling interactions between residues, the effect of the landscape
ruggedness on the moments was calculated. As the fitness landscape
becomes more rugged, the second moment increases and the third
moment decreases. In other words, as the sequence ascends the fitness
landscape, the mutant distribution of a highly coupled sequence spreads
out (diffuses) and becomes skewed toward less fit mutants (drifts) more
quickly. In addition, the dependence of the moments on mutation rate
can be predicted by recalculating the transition probabilities Q. As the
mutation rate increases, both the drift and the diffusion of mutants from
the parent increase. Because rugged landscapes have less correlation,
these effects are exaggerated as the coupling between residues increases.
Through these approaches, it may be possible to model the mutant
fitness distribution to experimentally obtain statistical parameters that
describe the fitness landscape.

4. Premature Convergence

Although the evolutionary parameters can be optimized to expedite
genetic search, this acceleration can cause premature convergence onto
a local optimum (Schaffer et al., 1991; Forrest, 1993). The population
needs to retain diversity so that a wide sampling of sequence space can
be made. Each time a residue is fixed in the population (a loss of
entropy), this represents a limitation in the search. If convergence is
too rapid, then many residues become fixed prematurely, leading to a
suboptimal solution. There is an optimal rate for the loss of diversity
that allows the population to converge quickly while minimally affecting
the quality of the final solution (Baker, 1985). This can be achieved by
varying the evolutionary parameters with the intention of slowing the
convergence, thus slowing the loss of entropy. Many modifications to
the genetic algorithm have aimed at solving the problem of premature
convergence. On the other hand, premature convergence may be a
good quality for an in vitro evolution search. If the number of generations
is limited, the adaptive walk should be as rapid as possible. The optimum
convergence rate balances speed versus the quality of the final solution.
Following this strategy, premature convergence has been implemented
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experimentally in the form of pooling algorithms and a phage display
model.

In pooling algorithms, pools of sequences are constructed so that each
pool shares a specific subset of sequences that does not overlap with the
distribution of sequences in other pools (Geysen et al., 1987; Houghten
et al., 1991). Fixing the amino acids at specific positions for each pool
creates the subset. The pools are then tested for activity and the best
pool is picked, which becomes the parent to a new population of pools.
Cycles of picking and dividing pools are continued until the best pool
contains only one sequence. The advantage of a pooling algorithm is
that it allows a greater fraction of sequence space to be explored because
many sequences are being screened at once. However, fixing the se-
quence positions reduces the sequence entropy faster than natural selec-
tion alone, causing premature convergence (not necessarily even to a
local optimum). Using the Nk-model, Kauffman and Macready (1995)
demonstrated that as the landscape ruggedness increases, the penalty
for losing entropy quickly increases, indicating that premature conver-
gence is more deleterious for rugged landscapes. These results suggest
that pooling algorithms work best for smooth landscapes (such as ther-
mostability) and are poor for rugged landscapes (such as the antibody
V-region).

Phage display is widely used to discover polypeptides that bind strongly
to various targets (Irvine et al, 1991; Mandecki et al., 1995; Levitan,
1997). The specifics of modeling phage display are not in the scope of
this chapter and have been extensively reviewed elsewhere (Levitan,
1997). Levitan developed a stochastic model, based on kinetics, to opti-
mize the selection parameters of phage display (Levitan, 1998). Levitan
studied the effect of increasing the selection strength after each round
of washing. The selection strength was increased by decreasing the num-
ber of target molecules on the column by a factor of gafter each selection
round. When g = 1, the selection strength is held constant, which
insufficiently enhanced the concentration of the high-affinity phage.
However, if the rate of increase in the selection strength was too rapid
(g<%1), then the isolation of the high-affinity phage was not pronounced
over background. A relatively slowly increasing selection strength re-
quired more rounds of selection to obtain the same isolation over back-
ground. The setting of the parameter g is an example of balancing
premature convergence (Fig. 16). On one hand, the number of genera-
tions can be reduced by increasing the rate of selection. However, if the
rate is overly rapid, no selection will occur.

Theoretical studies have been widely applied to genetic algorithms to
study the control of premature convergence. All experimental parame-
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Fic. 16. Probabilistic performance measure for finding the top-ranked phage, where
phage are ranked by decreasing target affinity. Individual plots are functions of the initial
concentration of target molecules [T*] and the stringency parameter g. Calculations
were also performed by Levitan to determine the probability of picking r of the top-
ranked phage (data not shown). From top to bottom, the plots represent the results after
two, four, and seven iterations of selection. Note that after seven iterations, there is a
wide range of optimal parameters. Reprinted from Levitan (1998) with permission,
© 1998 by Academic Press.
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ters can be set with the goal of either accelerating the search or allowing
a slow convergence to a better solution. An initially high mutation rate,
followed by a slow mutation rate, avoids premature convergence because
both local and global mutation moves are allowed (Schober et al., 1993;
Aita and Husimi, 1998a). Recombination also contributes to premature
convergence. Single-point crossover increases the number of deleterious
hitchhiking mutations while uniform crossover disrupts good schema.
If recombination is not adequately stringent to remove hitchhikers, then
the population will prematurely converge onto a suboptimal solution
(Schaffer et al., 1991). Premature convergence can be avoided by forcing
additional diversity in the mutant library (Wang, 1987), either through
an increased size and mutation rate (Baker, 1985) or a lower selection
strength (Prugel-Bennett and Shapiro, 1994).

IV. RaTIONAL EVOLUTIONARY DESIGN

Dawinian evolution has proved a powerful optimization method for
protein sequences. By utilizing the structure of the fitness landscape,
tremendous improvements in both function and stability have been
achieved. However, there are scenarios for which stepwise in vitro evolu-
tion may not be adequate. Itis possible that achieving improved function
requires more than single amino acid replacements. Discovering a triple
or higher mutant in one experiment is a highly unlikely event. A related
challenge is to discover enzymes with new or altered function (Shao
and Arnold, 1996). Both processes occur in nature. The difficulty lies
in reducing the time scale to an experimentally acceptable level.

In the previous section, theories applicable to each step of directed
evolution were combined to provide insight into improving current
methods. Section IV is devoted to descriptions of driving forces in evolu-
tion that have not been realized experimentrally. Aspects of the structure
of the fitness landscape are described that have not been utilized in in
vitro protein evolution. In Section IV.A, a connection is made between
the tolerance, the designability, and the evolutionary potential of a
protein. Section IV.B explores neutral theory and its potential to explore
remote regions of sequence space, leading to the discovery of new struc-
ture and function. Finally, we focus on methods that reduce the time
scale of evolution with the intention of inspiring future in vitro evolu-
tion experiments.

A.  Maximizing Fvolvability

Evolvability defines the potential for a protein to adapt to a new
environment. In a sense, the molecular structure ‘‘learns’ how to survive
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dynamic conditions. If a species has the ability to adapt to a changing
environment, then it has a selective advantage over one that remains
fixed (Maynard Smith, 1987). A bird that can learn how to eat fish has
a selective advantage over one that cannot, if, for instance, the worm
population suddenly declined. The fishing skill itself is not genetically
passed to the offspring; however, the ability to learn is. This general
principle is also applicable on the molecular level. If a protein has the
ability to adapt quickly to a new environment, this provides a selective
advantage in dynamic environments. Highly evolvable structures survive
natural selection because of their tolerance for mutations (Li et al.,
1996). For example, viral coat proteins must repeatedly evade immune
systems and therefore they have a higher tolerance for amino acid substi-
tutions (Suzuki et al., 1996a). In directed evolution experiments, the
researcher changes the fitness landscape by screening for a new function,
or a focused element of the natural fitness. Therefore, a protein that
has previously adapted to changing environments will more quickly
adjust to the new fitness requirements.

1. Designability

Structures are not evenly distributed in sequence space. A few struc-
tures dominate while most are represented by few or even no sequences
(Li et al., 1996). The fraction of sequence space that folds into a structure
is defined as the designability of that structure. Designability is related
to the collective tolerance of the residues. By definition, a structural
scaffold that contains a large number of tolerant residues is designable.
As discussed in Section I1.C.1, directed evolution will be most successful
on structurally tolerant proteins. Lattice models have been extensively
used to demonstrate the relationship between designability, tolerance,
and coupling. There is a tendency for mutations on a highly designable
structure to be uncoupled (Li et al., 1996). When the landscape is smooth,
mutations can be accumulated to produce compound improvement.
Therefore, this landscape is more likely to have single mutation paths
that extend from the starting point to the region of higher fitness. This
type of landscape—the landscape of designable structures—is good for
directed evolution.

It has been postulated that stable structures are also designable (Li
et al., 1996). Mutations will not only alter the energy of the most stable
structure, but also the energies of all other structures. When the energy
gap between the most stable and the average structure is large, it is less
likely that a mutation will cause the energy of a new structure to be
lower than the stable structure (Tianna et al., 1998; Broglia et al., 1999;
Buchler and Goldstein, 1999b). If the cumulative energetic impact of a
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series of point mutations is low enough not to disrupt the energy gap,
then these mutants will fold to the same ground state, leading to struc-
tural tolerance. A correlation between stability and mutational robust-
ness has also been observed for protein folding models (Govindarajan
and Goldstein, 1997b; Bornberg-Bauer and Chan, 1999) and RNA sec-
ondary structure models (Ancel and Fontana, 1999).

Estimating tolerance is important in predicting the potential for di-
rected evolution. Asa method of determine the average tolerance over an
entire protein sequence (designability) rather than tolerance at specific
positions. Suzuki et al. (1996) compared the distribution of mutations
in selected and unselected libraries. If the protein was tolerant to substitu-
tions, the number of mutations in both libraries would be the same.
The average number of mutations for the selected library is lowered by
the fraction that is deleterious. Indeed, they found that the O-helix
of Taq polymerase I (Taq Pol I) is significantly less tolerant than the
B°/B* region of HIV reverse transcriptase (HIV RT) (Fig. 17). They
attribute this difference in survival rate versus number of mutations to

100
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Fic. 17. The mutation rate (measured in number of amino acid substitutions) is
plotted versus the log percentage of the mutant library that displays some fitness. The
line for Taq Pol I (@) decreases rapidly, indicating an intolerant structure. Conversely,
the line for HIV RT (O) stabilizes at high mutation rates, indicating a more tolerant
structure. Reprinted from (Suzuki et al. 1996) with permission.
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two possible mechanisms. First, from crystallographic studies, the 8°/8*
region of HIV RT is known to be flexible and thus could accommodate
more mutations. Second, HIV RT requires evolvability in order to evade
host immunity, whereas the O-helix of Taq Pol I is involved in substrate
binding and is highly conserved.

2. The Evolution of Evolvability

The optimal protein scaffold for an evolution experiment is tolerant,
both structurally and functionally, to mutation. The overall tolerance
(designability) of a structure is partially determined by the distribution
of coupling interactions between residues. By minimizing the number
of highly coupled residues, the ability for the protein to evolve in a
dynamic environment improves considerably (Wilke and Martinez,
1999). Using a genetic model similar to a spin glass, Wagner (1996)
showed that the pattern of coupling between residues evolves to act a
buffer from the effect of mutations. Components that are highly con-
served and undergo strong selection should show higher mutational
robustness because it is more essential that they remain intact under
the effects of mutation (Wagner and Stadler, 1999).

Several studies have shown that, under the influence of mutation, a
population will evolve to highly tolerant regions of sequence space.
Using a three-dimensional, maximally compact protein model, Govindar-
ajan and Goldstein (1997b) showed that diffusion in structure space was
more dependent on the selection pressure than on diffusion in sequence
space. High selective pressure caused the structure to freeze while allow-
ing the sequence to continue to evolve (Fig. 18). The less-tolerant se-
quences lose their fraction of the population more rapidly because there
are more lethal mutations (Fontana and Schuster, 1987; Bornberg-Bauer
and Chan, 1999; van Nimwegen et al., 1999). This causes a flux to the
regions of the network that have the most neutral neighbors, indicating
that drift is the only driving force necessary for a population to achieve
mutational tolerance.

Plasticity quantifies the ability of a sequence to be stable in multiple
structural configurations or to perform multiple functions. A plastic
protein is advantageous in a changing environment or if several simulta-
neous functions are required. The existence of a large ensemble of
possible structures is costly to the fitness as the time spent in each single
structure decreases (Ancel and Fontana, 1999). This is similar to the
problem of an enzyme performing multiple tasks. As the number of
required tasks increases, it becomes harder to optimize them all, thus
creating landscape ruggedness. Plasticity causes a slowing of evolution
when itisrequired that the population remain plastic, implying that there
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diffusion constant

F crit

Fic. 18.  Generalized diffusion constants for diffusion in sequence space (solid line)
and diffusion in structure space (dotted line) as a function of the fitness cutoff F,. As
I, increases, the selection strength increases. Diffusion in structure space is more depen-
dent on F,, than diffusion in sequence space. Reprinted from Govindarajan and Goldstein
(1997b) with permission.

is no benefit for retaining plasticity in an in vitro evolution experiment.
However, nature often requires that an enzyme be delicately controlled
and perform multiple tasks. Because directed evolution is a driven pro-
cess, selection acts to reduce the plasticity and, ultimately, fix the function
and structure.

B.  Neutral Evolution

Neutral evolution is based on the hypothesis that most mutations made
on the molecular level do not alter the fitness of an organism (Kimura,
1983; Kimura, 1991). This is in contrast to adaptive, or Darwinian, evolu-
tion, which asserts that mutational changes that survive selection usually
have a beneficial effect. There is empirical evidence supporting both
theories (King and Jukes, 1969; Kimura, 1991; Eanes et al.,, 1993; Hall,
1998). Recent efforts have focused on the relationship between neutral
and adaptive evolution and insight has been provided into the mecha-
nisms by which neutral evolution can drive adaptation. The neutral
structure of a fitness landscape can aid the evolutionary search. Adaptive



RATIONAL EVOLUTIONARY DESIGN: THE THEORY OF In Vitro PROTEIN EVOLUTION 143

hill climbing on a rugged landscape tends to climb quickly to a local
optimum (Fig. 19, see color insert). When neutrality is allowed, the
population can diffuse across the hyperdimensional network and find
paths to even higher peaks (Shuster et al., 1994; Huynen, 1996; Huynen
et al., 1996; Newman and Engelhardt, 1998). During this period, neutral
evolution allows for the buildup of multiple mutations so that a large
mutational switch can be obtained. This process is stepwise, such that
the population alternates between periods of random drift and rapid
adaptive evolution (Schuster and Stadler, 1996).

The period when neutral drift dominates over adaptive evolution is
called an epoch. If the fitness is plotted versus time, an epoch is a
flat period showing no fitness improvement (Fig. 19). If a population
becomes trapped at a suboptimal peak, it can remain trapped for a long
time because it requires a specific series of mutations to escape the peak
(Fontana et al., 1989). The time that a population remains trapped is
longer for larger peaks. Neutrality helps the evolving population to
overcome fitness barriers so that the highest fitness achieved by evolution
increases with the size of the neutral network, as more sequence space
can be explored (Newman and Engelhardt, 1998).

A neutral network can arise out of conditions other than strict neutral-
ity. The nearly neutral theory shows that if mutations only slightly disrupt
the fitness, then some deviation in the sequence is allowed (Ohta, 1973;
Ohta, 1997). This is closely related to the selection strength imposed
on the population. In cases where there is a low selection strength, more
deviations are allowed and the neutral network is larger. In addition, a
neutral network can form due to noise in measuring the fitness (Levitan
and Kauffman, 1995). Noise inherently limits the resolution at which
selection can detect improvements so small changes are effectively, if
not exactly neutral (Newman and Engelhardt, 1998).

To incorporate the benefits of neutrality into ¢n vitro protein evolution
experiments, it is necessary to understand the interactions between neu-
tral networks of different structures and functions. In Section IV.B.1, we
describe the structure of neutral networks based on measures developed
primarily for RNA secondary structure landscapes. In Section IV.B.2,
we focus on mutational transitions between networks. The behavior of
evolving populations on neutral networks is described in Section IV.B.3,
with the intention of driving future directed evolution experiments.

1. Exploring Neutral Networks

While a designable structure implies a large neutral network, the
specific topology of the network is not defined. Designability only mea-
sures the volume of sequence space that folds into a structure, whereas
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a description of the connectivity is also required for a neutral network.
One large network or many small networks can represent structures
with the same designability, if the total sequence volume is equal. Very
different sequences can exist on the same network if it extends through
sequence space; if it is compact, however, very little space is covered.
The total number and relative size of networks are also important: does
one large network dominate or are there many equal-sized networks?
Finally, the density of the network refers to the number of neutral paths
that extend from a sequence point (Shuster et al., 1994).

Newman and Engelhardt (1998) modified the NK'model to have de-
generate energies, causing neutral networks to form. By adjusting the
degree of degeneracy, the size of the networks could be tuned. The
number of networks increases as AN with the alphabet size A and sequence
length N. The average size of the network increases as the landscape
ruggedness increases (increasing K). The fraction of sequences in com-
mon networks goes to unity with large N, where a common network is
defined as a network that contains a greater than average number of
sequences. Thisimplies that, for long sequences, a few common networks
cover most of the space.

To discover new fitness peaks, the neutral network must be sufficiently
extended, allowing neutral drift to effectively sample sequence space.
A neutral network can be characterized by a mean fraction of neutral
neighbors A (Reidys et al., 1997). If A exceeds a threshold A,, then the
network is connected and dense, making it more likely the network
percolates through sequence space. If A < A,, the networks are parti-
tioned into components. Using random graph theory, the threshold is
derived analytically as

A =1—41VA (32)

where A is the alphabet size (twenty for proteins). Networks with A above
this threshold are dense and connected, meaning that a single sequence
undergoing neutral evolution can essentially explore the entire space.
By definition, dense networks are more tolerant to mutations.
Although the existence of neutral networks has been well established
for RNA, it is important to note the difference between RNA and protein
landscapes. Most important, all RNA sequences fold into some structure,
whereas it is likely that the vast majority of protein sequence space is
devoid of well-defined structure. It may be possible to overcome this
problem: because protein sequence space has a higher dimensionality,
there are more chances to produce a connected network. In a prelimi-
nary study, Stadler and coworkers estimated the neutral structure of
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proteins by using an inverse folding algorithm to score the compatibility
of a sequence with a structure (Babajide et al., 1997). The zscore is a
measure of the difference between E, the energy of sequence i folded
into the target structure and <[I>, the average energy of sequences
folding into the structure:

. E - <E>
(i) = o h) (33)

where o indicates the standard deviation. A sequence is considered a
member of a structure’s neutral network if the zscore is lower than a
critical threshold, z. Surprisingly, it was found that the average length
of the neutral walk was 90% to 95% the number of residues in the
protein, providing preliminary evidence that protein neutral networks
have the potential to span sequence space. When the alphabet was
reduced to only four amino acids, the size of the networks decreased;
however, they remained expansive, comprising roughly 80% of the resi-
dues. This implies that, despite the amino-acid substitution restrictions
imposed on directed evolution by the genetic code, extended and dense
neutral networks can exist. These results are consistent with experimental
observations that very diverse sequences can fold into similar structures
(Aronson et al., 1994).

2. Discovering Novel Structure and Function

Sequence space is a patchwork of neutral networks. Because this space
is of high dimensionality, the majority of sequence points lie on the
surface of each network. This is due to the topology of the space: When
the dimensionality is large (in N), the volume approaches the surface
area. This implies that connected neutral networks contact each other
frequently, like interwoven sponges. Assuming that a sequence that
evolved naturally has a high designability, the neutral network of the
structure will be correspondingly large with extensive connecting paths
between clusters. The possibilities for innovation are endless. Because the
neutral networks from different structures are interwoven, a population
drifting on the neutral network frequently produces mutants that fall
off the network, discovering new networks in the process (Huynen et
al., 1996). Through this mechanism, neutral evolution fulfills an impor-
tant role in adaptation by enabling exploration of new structure and
function space.

Most of the studies of the ability of neutral evolution to discover new
phenotypes have been carried out on RNA secondary structure models.
Here, the neutral network is defined as a connected region of sequence
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space that folds into the same secondary structure. To apply the results
to protein evolution, the secondary structure neutral network can be
considered as a connected region of similar functions or protein tertiary
structures. Huynen (1996) observed that a walk on a neutral net, as
opposed to an unconstrained walk in sequence space, increases the
likelihood of finding new structures through a single mutant. In general,
when the potential for neutrality is decreased, the ability to find new
structures also decreases. In all cases, the number of different structures
observed increased linearly with the length of the walk. Neutral evolution
samples a nearly limitless number of structures, thereby enhancing adap-
tive evolution.

Compared to the diameter of sequence space, the correlation length
of structure space for RNA folding is relatively small (Fontana et al.,
1993). A small correlation length implies that a small sphere around
any sequence can sample all possible secondary structures. The ability
to sample many structures from any sequence point is a property of the
fitness landscape referred to as ‘‘shape space covering.” Equation (32)
predicts shape space covering of structures when the connectivity is
greater than A, (Reidys et al., 1997). The radius of the covering sphere
., 18 defined as

Yoo = mln {h|Bh = SN} (34)

where B, is the number of sequences in the sphere of radius &, and Sy
is the total number of secondary structures given a sequence of length
N (Schuster and Stadler, 1996). The covering radius is small compared
with the entire sequence space. However, it contains an evolutionarily
representative proportion of structure.

The concept of shape space covering was first extended from structure
to function in order to study antibodies. Each antibody evolves to cover
a region of antigen shape space, where shape space is now defined as
the ability to bind the antigen (Perelson and Oster, 1979; Perelson,
1990; Hightower et al., 1995). Each dimension in this space represents
one of the requirements for binding antigens, for example, hydropho-
bicity, shape complement, hydrogen bonding, and electrostatic interac-
tions. The specificity of an antibody for an antigen is never perfect, thus,
each antibody covers a small volume of antigen space. The volumes can
overlap, creating a redundancy in the ability of different antibodies to
bind to the same antigen. The optimal antibody library balances the
need for redundancy to guarantee binding to all antigens with the limited
number of antibodies that the immune system can produce. Using heuris-
tic arguments, it is estimated that the total number of antibodies required
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to sample this space is roughly 10% or the same number of antibodies
that can be produced by the human immune system (Perelson and Oster,
1979). By simulating the immune system using a genetic algorithm, it
was demonstrated that the antibody gene library repeatedly converged
on the optimal antigen space covering (Hightower et al., 1995).

It is necessary to develop a theory to characterize movements through
antigen (or functional) space that result from the property of shape space
covering. Returning conceptually to RNA, the behavior of transitions
between networks is related to the structural rearrangement that is re-
quired (Fontana and Schuster, 1998). Transitions are either continuous
or discontinuous, based on the required state of other positions in the
structure. Continuous transitions require a small rearrangement, such as
the addition or removal of a base pair in RNA. Conversely, discontinuous
transitions require much larger rearrangements, such as a shift in the
base pairing. The epoch periods in neutral evolution are usually domi-
nated by a series of continuous transitions, whereas the larger, punctu-
ated changes correlate with a discontinuous transition. A discontinuous
transition can only be activated if all the remaining positions in the
sequence are in the correct state to facilitate the change. The epoch
periods represent the time required for neutral drift to randomly pro-
duce the correct combination of amino acids or base pairs to cause a
punctuated switch. To reduce the time spent in epochs, it is important
to characterize the ability to take a single step walk through shape space,
similar to the necessity of a connected network in sequence space, as
postulated by Maynard Smith (Fig. 20, see color insert).

These concepts are grossly related to the ability of in vitro evolution
to discover new functions. Directing the evolution of new function is
difficult because it is not known how far a jump in sequence space is
required (Arnold and Wintrode, 1999). If the new function can be
generated by a few mutations, then mutagenesis and screening may be
all that is required. However, if a large number of coordinated mutations
isrequired, the probability of this occurring in a reasonably sized mutant
library is negligible. The alternate means by which this may be achieved
is to develop methods to discover the connected pathway in shape (or
now catalytic) space that allow regions of new function to be explored.

The range of enzyme function can be condensed into catalytic task
space, where each point represents a catalytic task and an enzyme
covers a portion of the space corresponding to its repertoire of functions
(Kauffman, 1992; Kauffman, 1993). In addition to the shape features,
the axes include chemical and physical aspects relevant to catalysis. This
construction of catalytic space was motivated by the discovery of antibody
catalysis through binding of the transition state of a reaction (Lienhrd,
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1973; Pollack et al., 1986; Benkovic e al., 1990; Driggers and Schultz,
1996; Xiu et al., 1996). In this sense, the catalytic space of the enzyme
is the binding of the transition state; similar reactions bind to similar
transition states. Because catalytic specificity is never perfect, any enzyme
can catalyze a range of reactions, represented by a ball in catalytic space.
This indicates that only a finite number of enzymes may be necessary
to cover all simple catalytic tasks.

Mutations can accomplish two movements in catalytic space: first, they
can increase the specificity and cause a shrinkage of the ball, and, second,
they can cause the ball to shift or expand, thus changing the ensemble
of functions that the enzyme can perform. Both concepts are crucial
for in vitro evolution studies because the first task involves improving an
existing function and the second task is the gradual stepwise discovery
of novel function. To understand transitions in catalytic space, it is
necessary to define the transitions induced by mutations in proteins, as
was done for RNA. To some extent, these transitions have been identified
for structural transitions. It has been found that many amino acid substi-
tutions lead to a continuous change in the protein structure (Chothia
and Lesk, 1986). Most changes permuted the local structure or shifted
the relative position of secondary structure elements. It has been ob-
served experimentally that different structures can exist close to one
another in sequence space, implying shape space covering (Jones et al.,
1996; Pawlowski et al., 1996). Transitions between networks have also
be observed as punctuated jumps in structure from single amino acid
changes (Cordes et al., 1999; Glykos et al., 1999).

In addition to understanding structural transitions, it is important to
understand the properties that make a functional transition continuous
or discontinuous. The degree of continuity of a functional transition is
related to the overlap of the two functions in sequence space. Urabe
and co-workers studied the overlap in sequence space between catalase
activity, peroxidase activity, and thermostability for catalase I (Trakulna-
leamsai et al., 1995). A positive correlation between the two catalytic
activities was observed, indicating that the structure of the landscape is
similar for both. The source of this overlap is that both activities involve
the same catalytic site and share a common intermediate. Correlation
between catalase/peroxidase activity and thermostability was much
weaker, indicating less overlap in sequence space, implying that transi-
tions between similar functions are continuous. The best method to
evolve sequences with new function is to evolve through a set of gradual,
continuous changes. Here, an essential problem is defined in developing
methods to recognize the intermediates on the path between one func-
tion and the next. To harness neutral evolution, a theory is required
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that differentiates selection for the smooth (continuous) transitions with
the punctuated (discontinuous) transitions.

3. Is In Vitro Neutral Evolution Practical?

The difficulty in utilizing neutral evolution is the inherent dependence
on stochastic movement, without its showing a gain in fitness. This
process is not easily exploited by directed evolution. However, it may
be possible to apply the principles of neutral evolution to an otherwise
adaptive search. The time scale for neutral evolution to produce adaptive
improvements is the time spent in an epoch. The lengths of the epochs
were found to increase with increasing fitness, indicating that it becomes
more difficult to utilize neutral evolution as the sequence becomes more
optimized (Newman and Engelhardt, 1998). To accomplish the goal of
reducing the epoch time, a theory is required that defines the barriers
for punctuated changes to occur. Reducing these barriers by tuning the
evolutionary parameters will expedite the neutral search.

The epoch time is dominated by the time required for neutral drift
to align the amino acids in their correct state in order to facilitate an
adaptive change. Lattice model studies imply that it may require more
than a single mutation to make a transition to a new neutral network
(Lipman and Wilbur, 1991; Bornberg-Bauer, 1997). Unfortunately, the
requirement that multiple mutations be made to observe a jump in
fitness requires more time than overcoming a large fitness barrier with
fewer mutations (van Nimwegen and Crutchfield, 1999b). Empirically,
the scaling function for the required time to cross a barrier is given by
Eq. (35)

o 1 log(s) vl
<t> M Ml?m< s ) , (35)

where w is the barrier width (number of required mutations), s is
the barrier depth, M is the population size, and p, is the mutation
rate. The crossing time scales as a power law in both log(s) and p,.
The scaling is most rapid with w, indicating that the barrier width
dominates the discovery time. If a fitness barrier crossing is required,
then the sequence is most likely to take the path requiring the fewest
mutations. In a related study, Zhang (1997) studied the behavior of
the quasispecies with finite populations. Stochastic noise moves the
sequence off a local optimum, allowing the search of more space.
The drift distance, d off a local optimum as a function of time ¢ was
found for a finite population
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_ InM + In¢

a(t) = W (36)

The expected time to find a better peak is ¢, = 1/(Mp?), similar to a
prediction by Gillespie (1984). Both Eq. (35) and (36) predict that it
is more important to have a large mutation rate rather than a large
population size to accelerate an adaptive change.

Van Nimwegen and Crutchfield (1999a) have constructed a theory
for the optimization of evolutionary searches involving epochal dynam-
ics. They showed that the destabilization of the epochs due to fluctuations
in the finite population occurs near the optimal mutation rate and
population size. Under these conditions, the epoch time is only con-
strained by the diffusion of the population to a neutral network bound-
ary. Often the optimal parameters are very close to the region in which
destabilization is an important effect. This emphasizes that, to utilize
neutral evolution, it is important to tune the evolutionary parameters
(such as mutation rate and population size) so that the time spent in
an epoch is minimized without destabilizing the search.

Simulations of RNA secondary structure landscapes provide insight
into the necessary mutation rate to drive adaptation. Huynen et al. (1996)
found that the ability of a population to adapt is determined by the
error threshold of the fitness and not the sequence. Indeed, they found
that any mutation rate greater than zero will cause the population to
drift on the neutral network [The error threshold on landscapes with
high neutrality approaches zero (Derrida and Peliti, 1991).] A second,
higher mutation threshold causes the fitness information to be lost. To
accelerate the diffusion of the population on the neutral network, it is
necessary to be above the sequence error threshold and as close to the
fitness error threshold as possible. Under these criteria, the population
will diffuse rapidly withoutlosing fitness information. On a flatlandscape,
the diffusion constant D, for a population of M sequences of length N
can be approximated by Eq. (37).

5aNp,,

Dy ~—*™"
T3+ aMp,

(37)

where a is the replication rate and p, is the mutation rate (Huynen
et al., 1996). For small mutation rates, the diffusion constant can be
approximated by D = DA, where A is the average fraction of neutral
mutants for the dominant structure. By using the Kimura’s relation
k = ap,NA (where k is the fixation rate per generation and can be
interpreted as the rate of entropy loss) (Kimura, 1983), the result
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6k

b 3 + 4Mp, (38)
is shown to be in good agreement with the computational results on
theoretical RNA secondary structure landscape (Fig. 21). Initially, the
diffusion constant increases rapidly with mutation rate and then levels
off. Beyond this point, little speed is gained by increasing the mutation
rate. This transition occurs at a mutation rate that is obtainble in directed
evolution experiments.

Tachida (1991) characterized the behavior of a population on a neu-
tral network based on the parameter 4Mo, where M is the population
size and o is the standard deviation of the effects of mutations on the
fitness. The parameter o is related to the tolerance of a residue in a
protein. If o is large, then the effect of mutations is large. Three types
of behavior are identified in this model. In the case 4Mo < 0.2, the

diffusion constant

0 . ‘ , ‘
0.000 0.002 0.004 0.006 0.008 0.010
mutation rate

Fic.21. The diffusion constant on a neutral network D, is plotted versus the mutation
rate p,. The simulations (@) are for RNA sequence length N = 76 and population size
M = 1000 and are allowed to equilibirate before the statistics are taken. The solid line
is the theoretical Dy and ([J) are flow-reactor simulations for a flat landscape. The dotted
line is calculated for DyA, where A = 0.3 is the estimated fraction of neutral mutants.
Reprinted from Huynen ez al. (1996) with permission. Copyright (1996) National Academy
of Sciences, USA.
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substitutions behave neutrally. In the intermediate case 0.2 < 4Mo <
3 — 5, the behavior is nearly neutral; both neutral and advantageous
mutations are fixed. In the case 4Mo > 3 — 5, the initial rise in fitness
is rapid, after which the approach to equilibrium is slow. Only advanta-
geous mutations and not neutral mutations occur in the initial burst
phase of adaptation. The residues in a protein have a variety of o values
(related to the tolerance of that residue). Each of these positions behaves
differently in evolution, according to one of the regimes described above.
The behavior of evolution can then be effectively tuned between the
neutral case and the adaptive case by targeting mutagenesis at different
regions of the gene.

In accelerating neutral evolution, it is clearly important to increase
the mutation rate to decrease the epoch times. Equations (35) and
(36) predict that increasing the mutation rate is more productive than
increasing the screening effort in obtaining a multi-mutational switch.
The increased mutation rate increases the diffusion of a population on
a neutral network, allowing a broad sampling of sequence space. How-
ever, as discussed in Section II.A.3, a high muation rate has a negative
overall effect because of the screening costs and increased appearance
of stop codons. By targeting the regions of the sequence based on o,
the neutrality of the search can be tuned. The value of o for each residue
can be estimated using methods described in Section III.C.2. A smooth
(or neutral) landscape can accept more mutations, due to the larger
correlation length (Section I1.A.3). Thus, the ability for neutral evolution
to make an adaptive change has been accelerated.

V. SuMMARY AND CONCLUSIONS

Directed evolution uses a combination of powerful search techniques
to generate proteins with improved properties. Part of the success is due
to the stochastic element of random mutagenesis; improvements can be
made without a detailed description of the complex interactions that
constitute function or stability. However, optimization is not a conglom-
eration of random processes. Rather, it requires both knowledge of the
system that is being optimized and a logical series of techniques that
best explores the pathways of evolution (Eigen et al., 1988). The weighing
of parameters associated with mutation, recombination, and screening
to achieve the maximum fitness improvement is the beginning of rational
evolutionary design.

The optimal mutation rate is strongly influenced by the finite number
of mutants that can be screened. A smooth fitness landscape implies
that many mutations can be accumulated without disrupting the fitness.
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This has the effect of lowering the required library size to sample a
higher mutation rate. As the sequence ascends the fitness landscape,
the optimal mutation rate decreases as the probability of discovering
improved mutations also decreases. Highly coupled regions require that
many mutations be simultaneously made to generate a positive mutant.
Therefore, positive mutations are discovered at uncoupled positions as
the fitness of the parent increases.

The benefit of recombination is twofold: it combines good mutations
and searches more sequence space in a meaningful way. Recombination
is most beneficial when the number of mutants that can be screened is
limited and the landscape is of an intermediate ruggedness. The struc-
ture of schema in proteins leads to the conclusion that many cut points
are required. The number of parents and their sequence identity are
determined by the balance between exploration and exploitation. Many
disparate parents can explore more space, but at the risk of losing infor-
mation.

The required screening effort is relatd to the number of uphill paths,
which decreases more rapidly for rugged landscapes. Noise in the fitness
measurements causes a dramatic increase in the required mutant library
size, thus implying a smaller optimal mutation rate. Because of strict
limitations on the number of mutants that can be screened, there is
motivation to optimize the content of the mutant library. By restricting
mutations to regions of the gene that are expected to show improvement,
a greater return can be made with the same number of mutants. Initial
studies with subtilisin E have shown that structurally tolerant positions
tend to be where positive activity mutants are made during directed
evolution. Mutant fitness information is produced by the screening step
that has the potential to provide insight into the structure of the fitness
landscape, thus aiding the setting of experimental parameters. By analyz-
ing the mutant fitness distribution and targeting specific regions of
the sequence, in vitro evolution can be accelerated. However, when
expediting the search, there is a trade-off between rapid improvement
and the quality of the long-term solution.

The benefit of neutrality has yet to be captured with in vitro protein
evolution. Neutral theory predicts the punctuated emergence of novel
structure and function, however, with current methods, the required
time scale is not feasible. Utilizing neutral evolution to accelerate the
discovery of new functional and structural solutions requires a theory
that predicts the behavior of mutational pathways between networks.
Because the transition from neutral to adaptive evolution requires a
multi-mutational switch, increasing the mutation rate decreases the time
required for a punctuated change to occur. By limiting the search to
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the less coupled region of the sequence (smooth portion of the fitness
landscape), the required larger mutation rate can be tolerated. Advances
in directed evolution will be achieved when the driving forces behind
such processes are captured theoretically and applied experimentally.
Like paths in sequence space, there are unlimited possibilities leading ev-

erywhere.

ACKNOWLDEGMENTS

The authors express gratitude to Frances Arnold who has provided wonderful insight
and guidance throughout the preparation of this manuscript. The authors also thank
Steven Mayo and Gillian Pierce for critical readings and useful discussions. CAV is sup-
ported under a National Science Foundation Graduate Fellowship.

REFERENCES

Abkevich, V. I, Gutin, A. M., and Shakhnovich, E. I. (1995). J. Mol. Biol. 252, 460-471.

Aita, T., and Husimi, Y. (1996). J. Theor. Biol. 182, 469—-485.

Aita, T., and Husimi, Y. (1998a). J. Theor. Biol. 193, 383—-405.

Aita, T., and Husimi, Y. (1998b). J. Theor. Biol. 191, 377-390.

Amitrano, C., Peliti, L., and Saber, M. (1989). J. Mol. Evol. 29, 513-525.

Ancel, L. W., and Fontana, W. (2000). J. of Exp. Zoology, in press.

Anderson, P. W. (1983). Proc. Nail. Acad. Sci. USA. 80, 3386—-3390.

Arkin, A. P., and Youvan, D. C. (1992). Proc. Natl. Acad. Sci. USA. 89, 7811-7815.

Arnold, F. H., and Wintrode, P. L. (1999). In “Encyclopedia of Bioprocess Technology:
Fermentation, Biocatalysis, and Bioseparation’ (M. C. Flickinger and S. W. Drew,
eds.), Vol. 2, pp. 971-987. John Wiley & Sons, Inc., New York.

Aronson, H.-E. G., Royer, W. E., and Hendrickson, W. A. (1994). Protein Science. 3, 1706—
1711.

Babajide, A., Hofacker, I. L., Sippl, M. J., and Stadler, P. F. (1997). Folding & Design.
2, 261-269.

Bak, T. (1992). Parallel Problem Solving from Nature 2, Brussels. 85—-94.

Bik, T. (1993). Proceedings of the Fifth International Conference on Genetic Algorithms, Urbana-
Champaign. 2-8.

Baker, . E. (1985). Proceedings of the First International Conference on Genetic Algorithms and
Their Applications, Pittsburgh. 101-111.

Benkovic, S. J., Adams, J. A, C. L. Borders, J., Janda, K. D., and Lerner, R. A. (1990).
Science. 250, 1135—-1139.

Bergman, A., and Feldman, M. W. (1992). Physica D. 56, 57—67.

Bogarad, L. D., and Deem, M. W. (1999). Proc. Natl. Acad. Sci. USA. 96, 2591-2595.

Bonhoeffer, S., and Stadler, P. F. (1993). J. Theor. Biol. 164, 359-372.

Bonnaz, D., and Koch, A. J. (1998). J. Phys. A: Math. Gen. 31, 417-429.

Bornberg-Bauer, E. (1997). Biophys. J. 73, 2393-2403.

Bornberg-Bauer, E., and Chan, H. S. (1999). Proc. Natl. Acad. Sci. USA. 96, 10689-10694.

Bornholdt, S. (1998). Phys. Rev. E. 57, 3853-3860.

Borstnik, B., Pumpernik, D., and Hofacker, G. L. (1987). J. Theor. Biol. 125, 249-268.

Brady, R. M. (1985). Nature. 317, 804-806.



RATIONAL EVOLUTIONARY DESIGN: THE THEORY OF In Vitro PROTEIN EVOLUTION 155

Broglia, R. A., Tiana, G., Roman, H. E., Vigezzi, E., and Shakhnovich, E. (1999). Phys.
Rev. Lett. 82, 4727-4730.

Brown, B. M., and Sauer, R. T. (1999). Proc. Natl. Acad. Sci. USA. 96, 1983—1988.

Bryngelson, J. D., and Wolynes, P. G. (1987). Proc. Natl. Acad. Sci. USA. 84, 7524-7528.

Buchler, N. E. G., and Goldstein, R. A. (1999a). Proteins: Struct, Funct, and Gen. 34, 113-124.

Buchler, N. E. G., and Goldstein, R. A. (1999b). J. Chem. Phys. 111, 6599-6609.

Chen, K., and Arnold, F. H. (1993). Proc. Natl. Acad. Sci. USA. 90, 5618-5622.

Chien, N. C., Roberts, V. A., Giusti, A. M., Scharff, M. D., and Getzoff, E. D. (1989). Proc.
Natl. Acad. Sci. USA. 86, 5532—-5536.

Chothia, C., and Lesk, A. M. (1986). EMBO J. 5, 823-826.

Coker, P., and Winter, C. (1997). Fourth European Conference on Artificial Life. 163—169.

Cordes, M. H. J., Walsh, N. P., McKnight, C. J., and Sauer, R. T. (1999). Science. 284,
325-327.

Craighurst, R., and Martin, W. (1995). Proceedings of the Sixth International Conference on
Genetic Algorithms, Pittsburgh. 130-135.

Crameri, A., Raillard, S.-A., Bermudez, E., and Stemmer, W.P.C. (1998). Nature. 391,
288-291.

Dahiyat, B. I., and Mayo, S. L. (1997). Science. 278, 82-87.

Darwin, C. (1859). “The Origin of Species.”” Murray, London.

Daugherty, P. S., Chen, G., Olsen, M. J., Iverson, B. L., and Georgiou, G. (1998). Protein
Engineering. 11, 825-832.

Daugherty, P. S., Chen G., Iverson, B. L., and Georgiou, G. (2000). Proc. Natl. Acad. Sci.
USA. 97, 2029-2034.

De Jong, K. A., and Spears, W. M. (1990). Parallel Problem Solving from Nature 1. Dort-
mund. 38-47.

Delagrave, S., Goldman, E. R., and Youvan, D. C. (1995). Protein Engineering. 8, 237-242.

Delagrave, S., and Youvan, D. C. (1993). Bio/Technology. 11, 1548—1552.

Derrida, B. (1980). Phys. Rev. Lett. 45, 79-83.

Derrida, B. (1981). Phys. Rev. B. 24, 2613-2626.

Derrida, B., and Peliti, L. (1991). Bull. Math. Biol. 53, 335-381.

Dewey, T. G., and Donne, M. D. (1998). J. Theor. Biol. 193, 593—-599.

Dill, K. A., Bromberg, S., Yue, K., Fiebig, K. M., Yee, D. P., Thomas, P. D., and Chen,
H. S. (1995). Protein Science. 4, 561-602.

Driggers, E. M., and Schultz, P. G. (1996). Advances in Protein Chemistry. 49, 261-287.

Dube, D. K., Black, M. E., Munir, K. M., and Loeb, L. A. (1993). Gene. 137, 41-47.

Dunbrack, R. L., and Karplus, M. (1994). Nature Struct. Biol. 1, 334—340.

Eanes, W. F., Kirchner, M., and Yoon, J. (1993). Proc. Nail. Acad. Sci. USA. 90, 7475-7479.

Eiben, A. E., van Kemenade, C. H. M., and Kok, J. N. (1995). Advances in Artificial Life.
929, 934-945.

Eiben, M. E., and Schippers, C. A. (1996). Parallel Problem Solving from Nature IV. Ber-
lin. 319-328.

Eigen, M. (1971). Naturwissenschaften. 58, 465—-523.

Eigen, M., McCaskill, J., and Schuster, P. (1989). Adv. Chem. Phys. 75, 149-263.

Eigen, M., McCaskill, J., and Shuster, P. (1988). J. Phys. Chem. 92, 6881-6891.

Eschelman, L. J., Caruana, R. A., and Schaffer, J. D. (1989). Proceedings of the Third
International Conference on Genetic Algorithms, George Mason University. 10-19.

Eshelman, L. J., and Schaffer, J. D. (1991). Proceedings of the Fourth International Conference
on Genetic Algorithms, San Diego. 115-121.

Eshelman, L. J., and Schaffer, J. D. (1995). In ‘“‘Foundations of Genetic Algorithms 3"’
(L. D. Whitley and M. D. Vose, eds.), pp. 299-313. Morgan Kaufmann, San Francisco.



156 CHRISTOPHER A. VOIGT ET AL.

Fischer, K. H., and Hertz, J. A. (1991). “‘Spin Glasses.”” Cambridge University Press, Cam-
bridge.

Flyvbjerg, H., and Lautrup, B. (1992). Phys. Rev. A. 46, 6714-6723.

Fogarty, T. C. (1989). Proceedings of the Third International Conference of Genetic Algorithms,
George Mason University. 104-109.

Fontana, W., Schnabl, W., and Shuster, P. (1989). Phys. Rev. A. 40, 3301-3321.

Fontana, W., and Schuster, P. (1998). J. Theor. Biol. 194, 491-511.

Fontana, W., and Shuster, P. (1987). Biophys. Chem. 26, 123-147.

Fontana, W., and Shuster, P. (1998). Science. 280, 1451-1455.

Fontana, W., Stadler, P. F., Bornberg-Bauer, E. G., Griesmacher, T., Hofacker, I. L.,
Tacker, M., Tarazona, P., Weinberger, E. D., and Schuster, P. (1993). Phys. Rev. E.
47, 2083-2099.

Forrest, S. (1993). Science. 261, 872-878.

Forrest, S., and Mitchell, M. (1993). In ““Foundations of Genetic Algorithms 2 (L. D.
Whitley, ed.), pp. 109-126. Morgan Kaufmann, San Mateo, California.

Frauenfelder, H., Sligar, S. G., and Wolynes, P. G. (1991). Science. 254, 1598—1063.

Garcia-Pelayo, R., and Stadler, P. F. (1997). Physica D. 107, 240-254.

Geysen, H. M., Rodda, S. J., Mason, T. J., Tribbick, G., and Schoofs, P. G. (1987).
J- Immun. Methods. 102, 259-274.

Gillespie, J. H., (1984). Evolution. 38, 1116—-1129.

Glykos, N. M., Cesareni, G., and Kokkinidis, M. (1999). Structure. 7, 597-603.

Goldman, N., Thorne, J. L., and Jones, D. T. (1998). Genetics. 149, 445—-458.

Govindarajan, S., and Goldstein, R. (1997a). Biopolymers. 42, 427-438.

Govindarajan, S., and Goldstein, R. A. (1997b). Proteins. 29, 461-466.

Grefenstette, J. J. (1995). In ‘“Foundations of Genetic Algorithms 3’ (L. D. Whitley and
M. D. Vose, eds.), pp. 139-161, Morgan Kaufmann, San Francisco.

Hall, B. G. (1998). Genetica. 102/103, 109-125.

Hamming, R. W. (1950). Bell Syst. Tech. J. 29, 147-160.

Hawrani, A. S. E., Moreton, K. M., Sessions, R. B., Clarke, A. R., and Holbrook, J. J.
(1994). TIBTECH. 12, 207-211.

Hellinga, H. W., Wynn, R., and Richards, F. M. (1992). Biochemistry. 31, 11203-11209.

Hesser, J., and Manner, R. (1990). Parallel Problem Solving from Nature I, Dortmund 23—-28.

Hightower, R. R., Forrest, S., and Perelson, A. S. (1995). Proceedings of the Sixth International
Conference on Genetic Algorithms, Pittsburgh. 344-350.

Holland, J. (1975). ““‘Adaptation in Natural and Artificial Systems.”” The University of
Michigan Press, Ann Arbor, MI.

Hordijk, W., and Manderick, B. (1995). Advances in Artificial Life. 929, 908-919.

Houghten, R. A,, Pinilla, C., Blondelle, S. E., Appel, J. R., Dooley, C. T., and Ceurvo,
J. H. (1991). Nature. 354, 84-86.

Huynen, M. A. (1996). J. Mol. Evol. 43, 165-169.

Huynen, M. A,, Stadler, P. F., and Fontana, W. (1996). Proc. Natl. Acad. Sci. USA. 93,
397-401.

Irvine, D., Tuerk, C., and Gold, L. (1991). J. Mol. Biol. 222, 739-761.

Jencks, W. P. (1981). Proc. Natl. Acad. Sci. USA. 78, 4046—4050.

Jones, D. T., Moody, C. M., Uppenbrink, J., Viles, J. H., Doyle, P. M., Harris, C. J., Pearl,
L. H,, Sadler, P. J., and Thornton, J. M. (1996). Proteins. 24, 502-513.

Jones, T., and Forrest, S. (1995). Proceedings of the Sixth International Conference on Genetic
Algorithms, Pittsburgh. 184-192.

Joo, H., Lin, Z., and Arnold, F. H. (1999). Nature. 399, 670-673.



RATIONAL EVOLUTIONARY DESIGN: THE THEORY OF In Vitro PROTEIN EVOLUTION 157

Kamtekar, S., Schiffer, J. M., Xiong, H., Babik, J. M., and Hecht, M. H. (1993). Science.
262, 1680-1685.

Kauffman, S. (1993). “The Origins of Order.”” Oxford University Press, Oxford.

Kauffman, S., and Levin, S. (1987). J. Theor. Biol. 128, 11-45.

Kauffman, S. A. (1992). J. Theor. Biol. 157, 1-7.

Kauffman, S. A., and Macready, W. G. (1995). J. Theor. Biol. 173, 427-440.

Kauffman, S. A., and Weinberger, E. D. (1989). J. Theor. Biol. 141, 211-245.

Kimura, M. (1983). “The Neutral Theory of Molecular Evolution.”” Cambridge University
Press, Cambridge.

Kimura, M. (1991). Jpn. J. Genet. 66, 367—386.

King, J. L., and Jukes, T. H. (1969). Science. 164, 788-798.

Kirkpatrick, S., Gelatt, C. D., and Vecchi, M. P. (1983). Science. 220, 671-680.

Knowles, J. R. (1991). Nature. 350, 121-124.

Koehl, P., and Delaru, M. (1996). Curr. Opin, Struct. Biol. 6, 222—-226.

Kuchner, O., and Arnold, F. H. (1997). TIBTECH. 15, 523-530.

Lee, C. (1994). J. Mol. Biol. 236, 918-939.

Levinthal, C. (1969). Mossbauer Spectroscopy in Biological Systems, Monticelli, Illinois. 22.

Levitan, B. (1997). In ‘‘Annual Reports in Combinatorial Chemistry and Molecular Diver-
sity’” (W. H. Moos, M. R. Pavia, B. K. Kay, and A. D. Ellington, eds), Vol. 1, pp.
95-152. Escom, Leiden.

Levitan, B. (1998). J. Mol. Biol. 277, 893-916.

Levitan, B., and Kauffman, S. (1995). Molecular Diversity. 1, 53—68.

Li, H, Helling, R., Tang, C., and Wingreen, N. (1996). Science. 273, 666—669.

Li, W.-H., and Graur, D. (1991). “‘Fundamentals of Molecular Evolution.”’ Sinauer Associ-
ates, Sunderland.

LiCata, V. J., and Ackers, G. K. (1995). Biochemistry. 34, 3133-3139.

Lienhrd, G. E. (1973). Science. 180, 149-154.

Lipman, D. J., and Wilbur, J. (1991). P. Roy. Soc. Lond. B. 245, 7-11.

Macken, C. A., Hagan, P. S., and Perelson, A. S. (1991). SIAM J. Appl. Math. 51, 799-827.

Macken, C. A., and Perelson, A. S. (1989). Proc. Natl. Acad. Sci. USA. 86, 6191-6195.

Macken, C. A., and Perelson, A. S. (1991). In “Molecular Evolution on Rugged Land-
scapes’ (A.S. Perelson and S. A. Kauffman, eds), Vol. IX, pp. 93-118. Addison-Wesley.

Macken, C. A., and Stadler, P. F., (1993). In “Lectures in Complex Systems” (L. Nadel
and D. L. Stein, eds.), Vol. VI, pp. 43—-86, Addison-Wesley.

Mandecki, W., Chen, Y.-C. J., and Grihalde, N. (1995). J. Theor. Biol. 176, 523-530.

Manderick, B., de Weger, M., and Spiessens, P. (1991). Proceedings of the Fourth International
Conference on Genetic Algorithms, San Diego. 143—-150.

Martinez, H. M. (1984). Nucl. Acid. Res. 12, 323-334.

Matsuura, T., Yomo, T., Trakulnaleamsai, S., Ohashi, Y., Yamamoto, K., and Urabe, I.
(1998). Protein Engineering. 11, 789-795.

Maynard Smith, J. (1970). Nature. 225, 563—564.

Maynard Smith, J. (1987). Nature. 329, 761-762.

Metropolis, N., Rosenbluth, A. W., Rosenbluth, M. N., Teller, A. H., and Teller, E. (1953).
J- Chem. Phys. 21, 1087-1092.

Michod, R. E. (1999). “Darwinian Dynamics.”” Princeton University Press, Princeton.

Mitchell, M. (1998). ““An Introduction to Genetic Algorithms.”” The MIT Press, Cam-
bridge.

Miyazaki, K., and Arnold, F. H. (1999). J. Mol. Evol. 49, 716-720.

Miyazawa, S., and Jernigan, R. (1985). Macromolecules. 18, 534.

Montoya F., and Dubois J.-M. (1993). Europhys. Leit. 22, 79-84.



158 CHRISTOPHER A. VOIGT ET AL.

Moore, J. C., and Arnold, F. H. (1996). Nature Biotechnology. 14, 458—467.

Moore, J. C., Jin, H.-M., Kuchner, O., and Arnold, F. H. (1997). J. Mol. Biol. 272, 336—347.

Miihlenbein, H. (1992). Parallel Problem Solving from Nature 2, Brussels. 15—-25.

Muiller, H. J. (1964). Mutat. Res. 1, 2.

Newman, M. E. ]., and Engelhardt, R. (1998). Proc. R. Soc. Lond. B. 265, 1333-1338.

Nowak, M., and Shuster, P. (1989). J. Theor. Biol. 137, 375-395.

Ohta, T. (1973). Nature. 246, 96-98.

Ohta, T. (1997). J. Mol. Evol. 44, S9-S14.

Otto, S. P., Feldman, M. W., and Christiansen, F. B. (1994). In “‘Frontiers in Mathmatical
Biology” (S. A. Levin, ed.), pp. 198-211, Springer-Verlag, Berlin.

Pal, K. F. (1995). Biol. Cybern. 73, 335—-341.

Pawlowski, K., Bierzynski, A., and Godzik, A. (1996). J. Mol. Biol. 258, 349—366.

Perelson, A. S. (1990). ““1989 Lectures in Complex Systems’’ (E. Jen, ed.), Vol. II., pp.
465-499, Addison-Westley.

Perelson, A. S., and Macken, C. A. (1995). Proc. Natl. Acad. Sci. USA. 92, 9657-9661.

Perelson, A. S., and Oster, G. F. (1979). J. Theor. Biol. 81, 645.

Pollack, S. J., Jacobs, J. W., and Schultz, P. G. (1986). Science. 234, 1570-1573.

Ponder, J. W., and Richards, F. M. (1987). J. Mol. Biol. 193, 775-791.

Priigel-Bennett, A., and Shapiro, J. L. (1994). Physical Review Letters. 72, 1305-1309.

Prigel-Bennett, A., and Shapiro, J. L. (1997). Physica D. 104, 75-114.
Rattray, M., and Shapiro, J. (1997). In “Foundations of Genetic Algorithms 4 (R. K.
Belew and M. D. Vose, eds.), pp. 117-139, Morgan Kaufmann, San Francisco.
Reeves, C. R. (1993). Proceedings of the Fifth International Conference on Genetic Algorithms,
Urbana-Champaign. 92-99.

Reidhaar-Olson, J. F., and Sauer, R. T. (1988). Science. 241, 53-57.

Reidhaar-Olson, J. F., and Sauer, R. T. (1990). Proteins. 7, 306—316.

Reidys, C., Stadler, P. F., and Schuster, P. (1997). Bull. Math. Biol. 59, 339-397.

Roberts, R. W., and Ja, W. J. (1999). Curr. Opin. Struct. Biol. 9, 521-529.

Saven, J. G., and Wolynes, P. G. (1997). J. Phys. Chem. B. 101, 8375-8389.

Schachman, H. K. (1993). Curr. Opin. Struct. Biol. 3, 960-967.

Schaffer, J. D., Eshelman, L. J., and Offutt, D. (1991). In ‘“Foundations of Genetic
Algorithms” (G. J. E. Rawlings, ed.), pp. 102-112, Morgan Kaufmann, San Mateo.

Schaffer, J. D., and Morishima, A. (1987). Proceedings of the Second International Conference
on Genelic Algorithms, Cambridge. 36—40.

Schober, A., Thuerk, M., and Eigen, M. (1993). Biol. Cybern. 69, 493-501.

Schuster, P., Fontana, W., Stadler, P. F., and Hofacker, I. L. (1994). Proc. Roy. Soc. (London)
B. 255, 279-284.

Schuster, P., and Stadler, P. F. (1994). Computers Chem. 18, 295-324.

Schuster, P., and Stadler, P. F. (1996). SFI Proceedings for the HIV & HPV Structures Workshop,
Santa Fe, New Mexico. 1-30.

Shakhnovich, E. I. (1994). Phys. Rev. Lett. 72, 3907-3910.

Shao, X., Zhao, H., Giver, L., and Arnold, F. H. (1998). Nucleic Acids Res. 26, 681-683.

Shao, Z., and Arnold, F. H. (1996). Curr. Opin. Struct. Biol. 6, 513—518.

Sherrington, D., and Kirkpatrick, S. (1975). Phys. Rev. Leit. 35, 1792-1795.

Shoichet, B. K., Baase, W. A., Kuroki, R., and Matthews, B. W. (1995). Proc. Natl. Acad.
Sci. USA. 92, 452-456.

Skandalis, A., Encell, L. P., and Loeb, L. A. (1997). Chemistry & Biology. 4, 889-898.

Skinner, M. M., and Terwilliger, T. C. (1996). Proc. Natl. Acad. Sci. USA. 93, 10753-10757.

Spears, W. M. (1993). In ““Foundations of Genetic Algorithms 2 (L. D. Whitley, ed.),
pp- 221-237, Morgan Kauffman, San Mateo.



RATIONAL EVOLUTIONARY DESIGN: THE THEORY OF In Vitro PROTEIN EVOLUTION 159

Spears, W. M., and De Jong, K. A. (1991). Proceedings of the Fourth International Conference
on Genetic Algorithms, San Diego. 230-236.

Spiller, B., Gershenson, A., Arnold, F. H., and Stevens, R. C. (1999). Proc. Natl. Acad. Sci.
USA. 96, 12305-12310.

Stadler, P. F. (1992). Europhys. Lett. 20, 479-482.

Stadler, P. F. (1996). J. Math. Chem. 20, 1-45.

Stadler, P. F., and Griiner, W. (1993). J. Theor. Biol. 165, 373—388.

Stemmer, W. P. C. (1994a). Proc. Natl. Acad. Sci. USA. 91, 10747-10751.

Stemmer, W. P. C. (1994b). Nature. 370, 389-391.

Strait, B. J., and Dewey, T. G. (1996). Biophys. J. 71, 148—155.

Sumida, B. H., Houston, A. I., McNamara, J. M., and Hamilton, W. D. (1990). J. Theor.
Biol. 147, 59-84.

Sun, F. (1999). J. Comp. Biol. 6, 77-90.

Suzuki, M., Christians, F. C., Kim, B., Skandalis, A., Black, M. E., and Loeb, L.. A. (1996a).
Molecular Diversity. 2, 111-118.

Suzuki, M., Baskin, D., Hood, L., and Loeb, L. A. (1996b). Proc. Natl. Acad. Sci. USA.
93, 9670-9675.

Syswerda, G. (1989). Proceedings of the Third International Conference on Genetic Algorithms,
George Mason University. 2-9.

Tachida, H. (1991). Genetics. 128, 183-193.

Tianna, G., Broglia, R. A., Roman, H. E., Vigezzi, E., and Shakhnovich, E. (1998). J. Chem.
Phys. 108, 757-761.

Trakulnaleamsai, S., Yomo, T., Yoshikawa, M., Aihara, S., and Urabe, 1. (1995). J. Ferment.
Bioeng. 79, 107-118.

van Nimwegen, E., and Crutchfield, J. P. (1999a). Machine Learning. SFI Preprint 98-10-090.

van Nimwegen, E., and Crutchfield, J. P. (1999b). Bull. Math. Biol. SFI Preprint 99-07-041.

van Nimwegen, E., Crutchfield, J. P., and Huynen, M. (1999). Proc. Natl. Acad. Sci. USA.
96, 9716-9720.

Voigt, C. A, Arnold, F. H., and Wang, Z.-G. (2000a). To be published.

Voigt, C. A., Mayo, S. L., Arnold, F. H., and Wang, Z.-G. (2000b). Proc. Natl. Acad. Sci.
USA, submitted.

Vose, M. D., and Liepens, G. E. (1991). Proceedings of the Fourth International Conference on
Genetic Algorithms, San Diego. 237-242.

Wagner, A. (1996). Evolution. 50, 1008—1023.

Wagner, A., and Stadler, P. F. (1999). J. Exp. Zool. 285, 119-133.

Wagner, G. P., and Gabriel, W. (1990). Evolution. 44, 715-731.

Wang, J., Onuchic, J., and Wolynes, P. (1996). Phys. Rev. Lett. 76, 4861-4864.

Wang, Q. (1987). Biol. Cybern. 57, 95-101.

Weinberger, E. (1990). Biol. Cybern. 63, 325—336.

Weinberger, E. (1991). Phys. Rev. A. 44, 6399-6413.

Wells, J. A. (1990). Biochemistry. 29, 8509-8517.

Wilde, J. A, Bolton, P. H., Dell’Acqua, M., Hilber, D. W., Pourmotabbed, T., and Gerlt,
J. A. (1988). Biochemistry. 27, 4127-4132.

Wilke, C. O., and Martinetz, T. (1999). Phys. Rev. E. 50, 2154-2159.

Wright, S. (1932). Proceedings of the Sixth International Congress on Genetics. 356—366.

Wright, S. (1967). Proc. Natl. Acad. Sci. USA. 58, 165-172.

Xu, J., Deng, Q., Chen, J., Houk, K. N., Bartek, J., Hilvert D., and Wilson, 1. A. (1999).
Science. 286, 2345—-2348.

You, L., Arnold, F. H. (1994). Protein Engineering 9, 77-83.



160 CHRISTOPHER A. VOIGT ET AL.

Youvan, D. C., Arkin, A. P., and Yang, M. M. (1992). In ‘“‘Parallel Problem Solving from
Nature 2”7 (R. Mdnner and B. Manderick, eds.), pp. 401-410, Elsevier Science Pub-
lishers.

Zhang, X., Baase, W. A., Shoichet, B. K., Wilson, K. P., and Matthews, B. W. (1995).
Protein Engineering. 8, 1017-1022.

Zhang, Y.-C. (1997). Phys. Rev. E. 55, R3817-R3819.

Zhao, H., and Arnold, F. H. (1997a). Curr. Opin. Struct. Biol. 7, 480—485.

Zhao, H., and Arnold, F. H. (1997b). Nucleic Acids Res. 25, 1307-1308.

Zhao, H., and Arnold, F. H. (1999). Protein Engineering. 12, 47-53.

Zhao, H., Giver, L., Shao, Z., Aftholter, J. A., and Arnold, F. H. (1998). Nat. Biotechnol.
16, 258-261.



TEMPERATURE ADAPTATION OF ENZYMES: LESSONS
FROM LABORATORY EVOLUTION

By PATRICK L. WINTRODE and FRANCES H. ARNOLD

Division of Chemistry and Chemical Engineering 210-41, California Institute of Technology,
Pasadena, California 91125

I Introduction ........ ... ... . . . 161
II. Influence of Temperature on Enzymes ............................. 164
A, Stability ... 164
B. Catalytic Activity ... 166
III.  Studies of Natural Extremophilic Enzymes .......................... 167
A. Sequence and Structure ................ il 167
B. Thermodynamics, Dynamics, and Function:

“Corresponding States” ........... ... ... ...l 169
C. The Confounding Effects of Evolution ......................... 172
IV. Directed Evolution ......... ... ... ... ... i 173
A. Evolutionary Strategy and Mutagenesis Methods ................. 175
B. Screening Strategies for Temperature Adaptation ................ 178
C. Directed Evolution of Thermostability .......................... 181
D. Directed Evolution of Low-Temperature Activity ................. 198

E. Characteristics of Adaptive Mutations Discovered by
Directed Evolution ................ .. ... ... L 203
V. Stability, Flexibility, and Catalytic Activity ........................... 208
A. Protein Motions and Stability ...................... ... ... 208
B. Protein Motions and Activity ............ ... .o, 2138
VI. Why Are Proteins Marginally Stable? ............................... 216
VII. Why Are Thermophilic Enzymes Poorly Active at Low Temperature? ... 218
VIIL. Conclusions .......... ... i 219
References ........ ... 221

I. INTRODUCTION

Life on earth flourishes over a wide range of temperatures. While any
one species usually thrives in a much narrower range, an extraordinary
diversity of species spans the biological temperature scale, from ~ —10
to +115°C. Life’s biochemical building blocks, and in particular its
protein catalysts, also function optimally within rather narrow tempera-
ture ranges. Adaptation to different temperature niches is therefore
dependent on adaptation of the molecular components (Hochachka
and Somero, 1984). This provides a marvelously rich source of protein
engineering data for the biochemist bent on uncovering the secrets of
protein function.

Most biochemical studies have focused on enzymes from mesophiles,
organisms adapted for life at moderate temperatures (~20°-40°C)
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(Fig. 1). However, organisms living at ‘“‘extreme’’ temperatures, includ-
ing thermophiles—primarily bacteria and archaea (~60°-80°C)—
extreme thermophiles, or hyperthermophiles (>80°C), and psychro-
philes—bacteria, plants, fungi, and certain fish species that live at
temperatures below ~15°C and often as low as 0°C—have fascinating
stories to tell. Driving the growing interest in studying extremophiles is
the dual hope of discovering new enzymes for biotechnology as well as
new insights into enzyme function. Enzymes from thermophilic organ-
isms are stable and catalytically active at temperatures at which meso-
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Fic. 1. Optimal growth temperatures for mesophilic and extremophilic organisms.
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philic enzymes rapidly denature. Enzymes from psychrophilic organisms
catalyze reactions at low temperatures at rates that are comparable to
those of mesophilic enzymes at their physiological temperatures, despite
the intrinsically slower rates of chemical reactions at low temperature.
The mere existence of an enzyme that functions at 100°C demands we
ask where this remarkable stability comes from. At the other end of
the spectrum, we wonder how enzymes from psychrophiles can be so
catalytically efficient at the freezing point of water.

Numerous studies have characterized and compared the sequences,
physiochemical properties, and structures of extremophilic enzymes with
those of related mesophiles. Although exciting and often fruitful, this
approach is also fraught with danger. The reason is best summarized by
Dobzhansky’s famous assertion: ‘“Nothing in biology can be understood
except in the light of evolution” (Dobzhansky, 1973). Proteins are
shaped by their histories (not unlike people). And knowing these evolu-
tionary histories can help us to understand their behavior. But evolution
is the source of much confusion to the biochemist who is looking for
a reason for this or that trait. Sometimes there simply is no reason (a
trait is an historical accident), and sometimes we cannot know the reason
because we do not know what past selective pressures have influenced
the properties of an enzyme being studied in the present.

As the products of long and complicated evolutionary trajectories, the
bulk of which we will never know, the molecules of nature will always
present confusing and contradictory testimony. Evolution may come to
the rescue, however. Evolutionary protein design methods—mimicking
Darwinian evolution in the test tube—may help remove some of the
confusion. First, the set of molecules nof found in nature make up an
even richer bank of molecular diversity and function than the natural
ones. Exploring this set allows us to distinguish the physically possible
from the biologically relevant, which is a key step in removing the confu-
sion of evolution. Studies of natural enzymes from mesophilic and ex-
tremophilic sources establish which protein properties (and combina-
tions of properties) are biologically acceptable at different temperatures.
Laboratory evolution frees the enzyme from constraints imposed by the
need to function in a living organism and expands the inquiry to the
physically possible. Second, it may be possible to mimic evolutionary
pressures at work in nature, in order to recreate the processes by which
natural molecules have come about. The laboratory offers well-defined
conditions for the evolution of specific traits, and the intermediate prod-
ucts are there to analyze. To the extent that these experiments have
relevance to biological evolution, we may be able to retrace history.
Finally, with laboratory evolution, the conditions are controlled, the
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selective pressures well defined, and products can acquire significant
functional changes with minimal changes in sequence, greatly simplify-
ing the process of relating observed differences in behavior to specific
differences in structure or sequence.

In this chapter, we will outline how evolutionary protein design meth-
ods are now being used to help uncover the molecular basis for tempera-
ture adaptation in enzymes. Before doing this, however, we will briefly
review how temperature affects protein stability and enzyme activity.
Then we will discuss some of the results of comparative studies of enzymes
isolated from organisms adapted to different temperatures and the ques-
tions that can be addressed by laboratory evolution.

II. INFLUENCE OF TEMPERATURE ON ENZYMES

A.  Stability

Stability refers to the ability of a protein to maintain its native three-
dimensional structure in the face of thermal fluctuations, chemical dena-
turants, or other factors. The term ‘‘native state’’ does not refer to a
single unique conformation. Although the data from structural studies
are generally presented as a single set of three-dimensional atomic coor-
dinates, the native state is in fact an ensemble of related conformations.
Experimentally determined structures represent the average conforma-
tion. The denatured state also consists of many conformations, although,
unlike the native state, there is no single well-defined average structure.
It has been observed that the transition from the native state to the
denatured state is highly cooperative, resembling a first order phase
transition (Privalov, 1979).

Because the native and denatured states are both well-defined thermo-
dynamically, protein stability can be expressed as the difference in Gibbs
free energy (AGy) between the two. The equilibrium between the
native and denatured states is temperature dependent. Plotted as a
function of temperature, A G4 follows a parabolic curve, crossing zero
at both low and high temperatures with a maximum somewhere in
between (Privalov, 1979). The points at which AG,,q = 0 define the
denaturation temperatures for a protein under a given set of conditions.
The cold denaturation temperature is generally well below the freezing
point of water for globular proteins and is thus of limited relevance to
most biological situations (it may be of greater importance, however,
for the stability of multimeric proteins—see Jaenicke, 1990). More im-
portant in most cases is the high temperature denaturation point. Be-
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cause AG = AH — TAS, the shape of the free energy curve for proteins
is determined by the temperature dependence of the thermodynamic
parameters AH, 4 and AS,sq.- The relative contributions of changes in
the enthalpy and the entropy of unfolding vary both quantitatively and
qualitatively with temperature. At high temperatures, AH,zq and AS,,1a
are both positive. Proteins at high temperatures are thus stabilized by
enthalpic interactions. As temperature is decreased, the entropy of dena-
turation becomes negative, and TAS,,q becomes a stabilizing factor. As
temperature is further decreased, AH, 4 becomes negative and the
protein is enthalpically destabilized and entropically stabilized, the oppo-
site of the situation at high temperatures (Privalov, 1979).

Excluding covalent linkages, the native structures of proteins are main-
tained by large numbers of weak noncovalent interactions, which include
van der Waals contacts, hydrogen bonds between buried groups, and
salt bridges, as well as protein-solvent interactions arising from the burial
or exposure of polar and nonpolar groups. The relative contributions
these forces make to protein stability are still not fully understood,
and because they all involve entropic and enthalpic components, their
temperature dependence is complex. It has long been known that the
removal of nonpolar groups from water and their burial in the protein
interior is a critical factor in stabilizing folded proteins (Kauzmann,
1959). Previously it was believed that this was due almost entirely to the
solvation properties of nonpolar groups: the dissolution of nonpolar
compounds in water results in a significant decrease in entropy and is
thus unfavorable. More recently, it has been shown that a large fraction
of the stabilization resulting from the burial of nonpolar groups comes
from the formation of enthalpically favorable van der Waals contacts
between these groups in the protein interior (Makhatadze and Privalov,
1995). The other major contributor to the stability of the native state is
thought to be the formation of hydrogen bonds between buried polar
groups (Makhatadze and Privalov, 1995; Pace et al.,, 1996). Buried salt
bridges are thought to contribute little to stability (Hendsch and Tidor,
1994; Waldburger et al., 1995). There is some evidence, however, suggest-
ing that buried salt bridges may be stabilizing at higher temperatures
due to changes in the solvation free energies of charged groups (Elcock,
1998). Studies on model compounds indicate that the free energy of
solvation of nonpolar groups is unfavorable and becomes more unfavor-
able with increasing temperature, while the solvation of polar groups is
favorable, becoming less favorable with increasing temperature (Privalov
and Gill, 1988; Makhatadze and Privalov, 1995).

The total free energy of stabilization for proteins is, even at the temper-
ature of maximum stability, quite small. For the majority of proteins
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studied so far, the AG,,wq at 25°C falls between 8 and 17 kcal/mol. This
free energyis equivalent to only a few hydrogen bonds out of the hundreds
that exist in a typical folded protein. From this it follows that very minor
adjustments in the number and type of interactionsin a protein can result
in significant changes in stability. Indeed, the potential of subtle changes
to significantly alter stability is partially responsible for the difficulty of
identifying stabilization strategies in thermophilic proteins.

The covalent structure of the protein can also be affected at high
temperatures, leading to deactivation and degradation. At temperatures
approaching 100°C, proteins and peptides undergo a number of irrevers-
ible degradation reactions. These include the deamidation of the amide
side chains of Asn and Gln, succinimide formation at Glu Asp, and
oxidation of His, Met, Cys, Trp and Tyr residues (Daniel and Danson,
Methods in Enzymology, in press). There is evidence (Hensel et al., 1992)
that the folded conformation provides substantial protection against
these degradation mechanisms even at high temperatures, suggesting
that degradation reactions may be preceded by unfolding (Daniel and
Danson, Methods in Enzymology, in press).

B.  Catalytic Activity

The Arrhenius equation describes temperature dependence of the
rate constant of a chemical reaction:

k= AefAE*/RT

where Ais a preexponential factor, Ris the gas constant, T'is the absolute
temperature, and AE* is the activation energy. Thus, an exponential
increase in the reaction rate is expected with increasing temperature,
until competing processes (e.g., boiling of the solvent, breakdown of
reactants or products) become significant. The rates of reactions cata-
lyzed by enzymes are also temperature dependent, but the behavior is
more complex. Typically, the rate of an enzymatic reaction will increase
two or threefold with each 10°C temperature increase. This increase will
continue until the onset of denaturation, at which point the reaction
rate decreases. Denaturation leads to an apparent temperature optimum
(T,p) for an enzyme-catalyzed reaction. The value of T, depends on
how it is measured, in particular on how long the enzyme is incubated
at the elevated temperature. Increasing the incubation time often leads
to a decrease in T, as a result of irreversible denaturation. 7;,, is there-
fore of limited biological relevance, although it does generally show a
correlation with physiological temperature. Enzymes from thermophilic
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organisms tend to have higher temperature optima than their mesophilic
or psychrophilic homologs.

Substrate binding is also affected by temperature. Protein-substrate
interactions are mediated by the same weak forces that determine protein
stability, and as the magnitudes of these forces change with temperature
so does the strength of substrate binding. Studies have found that, while
the enthalpy and entropy of substrate binding can depend quite strongly
on temperature, they often change in a compensatory manner, leading
to a much smaller temperature dependence for binding free energy
(Hinz and Jaenicke, 1975; Schmid et al., 1976). Binding can also be
influenced by the fact that diffusion slows as the temperature is lowered.
This may be offset by the fact that once the enzyme-substrate complex
is formed, it is less likely to be disrupted by thermal fluctuations at lower
temperatures.

III. StUDIES OF NATURAL EXTREMOPHILIC ENZYMES

Proteins from extremophilic organisms, particularly thermophiles,
have been the subject of intensive research in recent years. This work
has been the subject of numerous reviews (Jaenicke and Bohm, 1998;
Russel and Taylor, 1995; Vogt and Argos, 1997; Gerday et al., 1997;
Somero, 1995), and we will make no attempt at an in-depth summary.
We will confine ourselves to briefly stating the major trends identified
thus far. Explaining these trends becomes complicated because the many
weak interactions that determine enzyme stability and activity have com-
plex temperature dependencies (see Section II). And evolution injects
considerable confusion beyond the laws of physical chemistry.

A.  Sequence and Structure

Attempts to identify the factors responsible for the remarkable stability
of thermophilic enzymes have included sequence comparisons, studies
focusing on the thermodynamics of denaturation, structural compari-
sons, and molecular dynamics simulations. Comparisons of the se-
quences and structures of thermophilic proteins with their mesophilic
homologs indicate that nature relies on no single strategy for stabilization
(Querol et al., 1996; Vielle and Zeikus, 1996; Adams and Kelly, 1998;
Jaenicke and Bohm, 1998). Relative to their mesophilic counterparts,
thermophilic proteins show enhanced internal packing of nonpolar
groups (Yip et al., 1995; Yip et al., 1998; Auerbach et al., 1998), shortened
surface loops (Russell et al., 1998; Thompson and Eisenberg, 1999),
stabilization of helices (Macedo-Ribeiro et al., 1996; Henning et al., 1995;
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Zaiss et al., 1998; Auerbach et al., 1998; Auerbach et al., 1997), greater
numbers of hydrogen bonds (Macedo-Ribeiro et al., 1996; Wallon et al.,
1997; Aoshima and Oshima, 1997) and larger networks of ion pairs
(Russell et al., 1997; Hatanaka et al., 1997; Yip et al., 1995; Yip et al., 1998;
Korndorfer et al., 1995; Hennig et al., 1995; Akanuma et al., 1998; Aoshima
and Oshima, 1997; Auerbach et al., 1998; Zaiss et al., 1998; Auerbach et
al., 1997a; Auerbach, et al., 1997b). The presence of larger ion pair
networks, particularly in the interface regions of dimeric or multimeric
proteins, is the most consistent feature of the thermophilic proteins
studied thus far, but there does not appear to be any universally preferred
stabilizing mechanism. These differences may merely reflect chance—
some types of favorable interactions just happened to occur rather than
others—or they may indicate that some stabilization strategies are fa-
vored by particular classes of protein folds.

Although less effort has been directed to the enzymes from psychro-
philes, some well-studied cases exist. As expected, psychrophilic enzymes
are less stable at moderate temperatures than their mesophilic counter-
parts. Differences between psychrophilic and mesophilic homologs in-
clude fewer salt bridges (Davail et al., 1994; Narinx et al., 1997; Aghajari
et al., 1998; Kim et al., 1999) and aromatic-aromatic interactions (Davail
et al., 1994; Narinx et al., 1997), fewer prolines in loop regions (Davail,
et al., 1994; Narinx et al., 1997; Russell et al., 1997; Aghajari et al., 1998;
Kim et al., 1999), more hydrophilic surface residues (Davail et al., 1994;
Narinx et al., 1997; Aghajari et al., 1998; Kim et al., 1999), a lower Arg/
(Arg + Lys) ratio (Davail et al., 1994; Narinx et al., 1997; Aghajari et al.,
1998), and weaker binding of ligands, including metals and other ions
(Davalil et al., 1994; Narinx et al., 1997; Aghajari et al., 1998; Kim et al.,
1999). In general, these differences indicate fewer stabilizing interactions
in the cold-adapted enzymes. The lower Arg/Lys ratio, for instance, may
be related to the fact that arginine is capable of forming more than one
ion pair, due to the charge resonance of the guanidinium group (Feller
and Gerday, 1997). Due to constraints on their allowed ¢—i angles,
prolines in loops tend to restrict mobility. Although higher mobility
might be entropically stabilizing, large loop displacements have also
been identified as initial events in protein unfolding (Caflisch and Kar-
plus, 1995; Lazaridis et al., 1997). Additionally, prolines reduce the avail-
able conformations and thus the entropy of the denatured state. Since
stabilization is the difference in free energy between the native and
unfolded states, a reduction in the entropy of the unfolded state is
thermodynamically stabilizing. Binding of metal ions such as calcium
dramatically stabilizes a number of proteins; weaker affinity for these
ligands can decrease stability.
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Comparisons of psychrophilic, mesophilic, and thermophilic enzymes
suggest that a continuum of adjustments accompany adaptation to differ-
ent temperatures (Davail et al., 1994; Feller and Gerday, 1997). Relative
to mesophiles, the same kinds of weakly stabilizing interactions that are
found in greater proportion in thermophilic enzymes appear in fewer
numbers in their psychrophilic counterparts.

B.  Thermodynamics, Dynamics, and Function: “Corresponding States”

Due primarily to problems associated with reversibility, detailed ther-
modynamic studies on thermophilic proteins have been lacking. Several
recent studies, however, have found that thermophilic proteins use vari-
ous thermodynamic strategies for stabilization (Fig. 2). Ferredoxin from
the thermophile Thermotoga maritima shows an unusually small heat ca-
pacity change (AC,) on denaturation relative to mesophilic ferredoxins
(Pfeil et al., 1997). AC, determines the temperature dependence of the
thermodynamic parameters A Hy,q and AS,, e, which in turn determine
AGyuq, and a decrease in AC, broadens the free energy curve. This
moves the upper denaturation point (A G = 0) to higher temperature.
In contrast, a study of dihydrofolate reductase from the same organism
found no broadening of the free energy curve; rather the free energy
of stabilization was increased overall, and the temperature of maximum
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Fic. 2. Different thermodynamic strategies for increasing the denaturation tempera-
ture of a protein. (a) Free energy curve for a mesophilic enzyme. (b) Thermostabilization
by broadening the free energy curve. (c) Thermostabilization by shifting the curve to
higher temperatures. (d) Thermostabilization by increasing the free energy of stabilization
at all temperatures.
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stability was shifted to higher temperatures (Dams and Jaenicke, 1999). A
comparison of cellulase domains from the thermophile Thermomonospora
fusca and the mesophile Cellulomonas fimi also uncovered an increase in
the maximum free energy of stabilization (Beadle et al., 1999). Studies
of a psychrophilic a-amylase found that the free energy profile was not
shifted to lower temperatures, but that the molar free energy per residue
(used for comparing the free energies of proteins of different sizes) was
three to four times lower than those of mesophilic a-amylases over the
entire temperature range in which it was stable (Feller and Gerday,
1999). This diversity of thermodynamic adaptations likely reflects the
diversity of structural adaptations previously discussed.

Enzymes adapted to different temperatures often exhibit behavior
that has been referred to as ‘‘corresponding states’ ( Jaenicke and Bohm,
1998). That is, equivalent enzymes from psychrophilic, mesophilic, and
thermophilic organisms show comparable levels of activity at their respec-
tive physiological temperatures. At the same time, enzymes from thermo-
philes tend to be poorly active at moderate temperatures relative to
their mesophilic counterparts (similar results are found for mesophiles
relative to psychrophiles). This has also been found to be true for other
properties. Several studies have shown that at their respective physiologi-
cal temperatures the thermodynamic stability of thermophilic and psy-
chrophilic enzymes, as measured by AG,u, is comparable to that of
mesophilic enzymes at their physiological temperatures (Dams and Jae-
nicke, 1999). Substrate binding, as measured by K, is yet another attri-
bute that has been found to be conserved at the physiological tempera-
tures of enzymes adapted to different environments (Somero, 1995).

Measures of protein dynamics and mobility have also shown a similar
trend. Varley and Pain (1991) measured the conformational flexibility of
thermophilic and mesophilic 3-phosphoglycerate kinases by monitoring
acrylamide-quenching of the fluorescence of a buried tryptophan resi-
due. At 25°C, the quenching rate constant is smaller for the thermophilic
PGK, indicating less penetration of acrylamide molecules into the core
of the protein. Extrapolation to the thermophile’s physiological tempera-
ture, however, indicated a quenching rate constant similar to that of
the mesophilic PGK at 25°C. More recently, the conformational flexibili-
ties of thermophilic and mesophilic 3-isopropylmalate dehydrogenases
were estimated by hydrogen/deuterium exchange (Zavodzsky et al.,
1998). Similar to the results found for PGK, the thermophile showed
less exchange than the mesophile at 25°C, but the two enzymes had
similar exchange patterns at their respective temperature optima (70°C
and 48°C). Computer simulations provide another means of examining
the dynamic behavior of proteins. Molecular dynamics simulations of a
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mesophilic and hyperthermophilic rubredoxin (Lazaridis et al., 1997)
show that the per residue RMS fluctuations about the average structure
were slightly smaller for the thermophile than for the mesophile near
room temperature.

Observations such as these from related enzymes adapted to different
temperatures have led to the assertion that there exists an intrinsic trade-
off between stability at elevated temperatures and catalytic activity at
lower temperatures, such that one property must necessarily come at
the cost of the other. This alleged activity-stability trade-off is typically
justified by reference to the opposing reliance of these properties on
the conformational mobility, or flexibility, of the enzyme. Although the
classical “‘lock and key’’ model of enzyme catalysis implied a rigid enzyme
structure, it has been appreciated for many years that molecular motions
play an essential role in substrate specificity and catalysis. At temperatures
near ~200°K, myoglobin and ribonuclease A have been shown to un-
dergo a ‘“‘dynamic transition,” below which the large-scale collective
motions are frozen out, and only harmonic motions of individual atoms
remain (Doster et al., 1989; Tilton et al., 1992). Petsko and co-workers
have shown that, below this transition point, ribonuclease A also loses
its ability to bind substrates and inhibitors, thus demonstrating that
collective protein motions are required for function (Rasmussen ef al.,
1992). Although fluctuations in structure are essential for catalytic func-
tion, fluctuations that are too large will lead to disruption of the native
structure and loss of activity. The magnitude of the fluctuations depends
on the thermal energy, k7, available to the protein and thus increases
with temperature.

The explanation most commonly offered, therefore, for the trade-off
between stability and activity is that, during the course of evolution,
enzymes have adjusted the strength and number of their stabilizing
interactions so as to optimize the balance between rigidity (for stability)
and flexibility (for activity) at their physiologically relevant temperatures
(Varley and Pain, 1991; Davail ez al., 1994; Zavodszki et al., 1998; Fontana
et al., 1998; Feller et al., 1999; Hollien and Marqusee, 1999). Hence, to
achieve catalytic efficiency comparable to that of a mesophilic enzyme
atits natural physiological temperature, a psychrophilic enzyme function-
ing at 0°C must exhibit thermal motions of the same magnitude as those
of the mesophilic enzyme at 37°C. When the psychrophilic enzyme is
exposed to mesophilic temperatures, however, these thermal motions
become so great that they can lead to the loss of native structure. When
amesophilic enzyme is cooled from 37°C to 0°C, the reduction in thermal
fluctuations will so diminish the conformational mobility of the enzyme
that its catalytic efficiency is compromised.
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C. The Confounding Effects of Evolution

The argument previously outlined provides an appealing physiochemi-
cal explanation for the stability and activity behavior of homologous
enzymes adapted to different temperatures. However, one cannot inter-
pret the behavior of a biological system solely in physiochemical terms.
All these enzymes are the products of evolution. While they are certainly
subject to the laws of physics and chemistry, the evolutionary process
imposes its own, additional constraints. We will see that the stability-
activity trade-off is not a necessary characteristic of enzymes, especially
not those evolved in the laboratory.

Comparative studies of mesophilic, thermophilic, and psychrophilic
enzymes point to many interesting differences in sequence, structure,
function, dynamics, and thermodynamic properties. It is by no means
clear, however, which of these differences are central to the process of
thermal adaptation and which are mere side effects—the results of
neutral drift or even adaptation to other selective pressures. This points
to a serious difficulty facing comparative studies: identifying which en-
zyme properties have evolved under selective pressure. If mutations arise
as an adaptive response to one set of demands, say to the need to
have higher activity at low temperature, then it would be erroneous to
interpret them as responsive to another demand (even though they also
generate that property). “‘Design rules” based on such interpretations
would be seriously flawed. In addition, natural selection can make com-
plex demands on enzyme properties. Extremophiles from deep sea hy-
drothermal vents, for example, must adapt to both high temperature
and high pressure, while bacteria and archaea found in hot springs will
be adapted to both high temperature and high acidity. Determining
which sequence and structural differences represent adaptation to which
selective pressure is a daunting task.

Another major obstacle to comparative studies of naturally occurring
proteins is that most mutations are not responsive to adaptive pressures.
According to the neutral theory of evolution (Kimura, 1968; Kimura,
1983), many, if not most, of the mutations seen at the molecular level
are neutral—they do not give rise to significant changes in fitness (sur-
vival and reproduction of the organism) and are fixed in evolving popula-
tions by random processes. The net effect is that protein sequences are
subject to a continuous accumulation of neutral mutations, or genetic
drift, which increase the distance between sequences without necessarily
increasing the distance between functions. A thermophilic enzyme typi-
cally shares 30% to 50% amino acid identity with its mesophilic homologs
(Adams and Kelly, 1998), comparable to the identity shared by pairs
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of homologous mesophilic enzymes. At 40% identity, two 300-residue
enzymes will differ at 180 positions, and most of these differences likely
contribute little or nothing to temperature adaptation. Testing all the
amino acid substitutions and their possible combinations to distinguish
adaptive from neutral substitutions is clearly impossible.

Neutral mutations are neutral with respect to fitness. This does not
mean they are neutral with respect to all enzyme behaviors. In fact,
many ‘neutral’ mutations will be deleterious to stability, catalytic ability,
or any other property that does not contribute directly to fitness. Proper-
ties not protected by the purifying effects of natural selection can change
as mutations accumulate, but the process is random and contains little
information that can be used to elucidate mechanisms (Benner and
Ellington, 1990; Benner, 1989).

We have already noted that cold-active enzymes from psychrophilic
organisms exhibit poor thermostability compared to their mesophilic
counterparts. We are faced with three possible explanations for this
confinement of natural enzymes to such a limited region of function
space (Fig. 3). One is that high activity at low temperatures is physically
incompatible with high thermostability, so that an enzyme must necessar-
ily sacrifice one in order to achieve the other. In addition to this physio-
chemical explanation, however, we must consider two others that arise
from evolutionary considerations. One is that highly stable enzymes are
actually harmful to psychrophilic organisms, so that thermostability is
actually subject to negative selective pressure. The other is that high
thermostability is simply not required by organisms that live in cold
environments, so that thermostability has decreased over time due to
random drift. (If temperature adaptation happened in the opposite
direction, from cold to hot, then high activity at low temperatures would
no longer be required by thermophilic enzymes and that property would
be lost.) Comparative studies of natural mesophiles and extremophiles
are severely hampered by the inability to distinguish between these
possible explanations.

IV. DIrecTED EVvOLUTION

Techniques that allow researchers to ‘‘evolve’ specific enzyme proper-
ties in the laboratory circumvent some of the obstacles we encounter
when we study only the products of natural evolution. Natural evolution
is limited by both the rate at which mutations occur and the rate at
which they become fixed in the population, with the consequence that
new properties can take many years to appear. Laboratory evolution (or
“directed evolution’’) can focus on single proteins, and the time scale
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Fic. 3. Homologous enzymes adapted to different temperatures show a trade-off be-
tween catalytic activity at low temperatures (high for enzymes from psychrophilic organ-
isms, but generally low for enzymes from thermophiles) and thermostability (high for
thermophilic enzymes, but low for enzymes from psychrophiles). These natural enzymes
lie in the darker shaded area, which is bounded on one side by the minimal stability and
activity required for biological function. Enzymes that are both highly thermostable and
highly active at low temperature (lighter shaded area) are generally not found in nature.

is greatly compressed by the experimenter, who takes control over all
steps in the algorithm. Most important, and in contrast to natural evolu-
tion, the functional outcome is set by the experimenter, who controls
the selection pressure(s). Using this control, we can investigate the
acquisition of different traits, we can monitor the process by which this
happens, and we can observe the functional consequences of acquiring
specific traits. For example, we can probe the extent to which two proper-
ties (e.g., high temperature stability and low temperature activity) are
coupled by evolving one property and observing the other. We can also
attempt to evolve multiple properties simultaneously. We can explore
properties and combinations of properties not observed in natural en-
zymes, in order to probe what is physically possible, free from the con-
straints of biologically relevant function. And, by analyzing the products
of these experiments, we can hope to identify mechanisms for the acquisi-
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tion of specific functional features. Since methods of directed evolution
have been reviewed extensively (see, e.g., Gershenson and Arnold, 2000;
Arnold and Wintrode, 1999), we will present only a brief overview before
addressing issues relevant to thermal adaptation of enzymes.

A. Evolutionary Strategy and Mutagenesis Methods

Our preferred evolutionary strategy for probing the molecular basis
of temperature adaptation is a simple Darwinian (adaptive) process: the
accumulation over multiple generations of single, beneficial mutations
produced randomly and fixed by selective pressure (Fig. 4). Accumulat-
ing single rather than multiple amino-acid substitutions per generation
serves two important goals: it provides a near-optimal ‘“‘hitrate’’ (fraction
of clones exhibiting the desired property), and it removes all ambiguity
in assigning functional mutations. The optimal hit rate depends on the
fraction of amino-acid substitutions that do not influence the evolving
property (neutral mutations). When this number is large, a higher muta-
tion rate can be tolerated (Morawski et al.,, 2000; see chapter by Voigt
et al., in this volume). However, when multiple mutations appear in a
single generation, we cannot know which one is responsible for the
change in phenotype without further experimentation. Backcrossing
(Stemmer, 1994a) the evolved gene with wild type or another ancestral
sequence can distinguish functional from neutral mutations (Zhao and
Arnold, 1997a). Site-directed mutagenesis is not necessarily conclusive
because some mutations may be beneficial in one background (e.g., the
evolved sequence), but not in another (e.g., wild type) (Gershenson et
al., 2000; Spiller et al., 1999).

Of course, this uphill random walk involving single steps is just one
of the many ways in which evolution can proceed, in nature and in the
laboratory. Our experience, however, is that this algorithm is highly
efficient for improving functional traits such as catalytic activity or ther-
mostability. Other approaches, including ‘“molecular breeding’” by re-
combination of homologous genes (see chapter by Ness el al. in this
volume) and directing mutations (at higher mutagenesis rates) to spe-
cific regions of the gene (Kast and Hilvert, 1997; Skandalis et al., 1997),
can also generate enzymes with the desired functional traits. In fact,
they may provide functional solutions that cannot be achieved with a
single-step walk (Arnold, 1998). However, it is much more difficult to use
the products of these evolutionary design processes to discover molecular
mechanisms—the difficulty of assigning functional mutations returns
us to the problems encountered in comparing natural, homologous en-
zymes.
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The random mutant library is typically generated using an error-prone
polymerase chain reaction (PCR) in which the point mutation frequency
is controlled by varying either the pH, the concentration of divalent
cations, or other parameters (Leung et al., 1989; Chen and Arnold, 1993;
Caldwell and Joyce, 1994). A point mutation rate set to approximately
three base mutations per gene generates the desired library of enzymes
with primarily single amino-acid substitutions. Of course, a significant
fraction of the library will have zero amino-acid substitutions, and some
clones will have two or more. Random mutations can also be introduced
by DNA shuffling (Stemmer, 1994a, 1994b) at a controllable rate (Zhao
and Arnold, 1997b), as well as by other methods, including treatment
with mutagens such as hydroxylamine or exposure to UV radiation. We
prefer error-prone PCR because it is easy to use and mutation rate is
easy to control.

A drawback to all random point mutation methods is the limited access
to amino-acid diversity. At low mutagenesis rates, the probability that a
single codon will experience multiple mutations is extremely small, with
the consequence that only those amino-acid changes that can be accessed
with a single base substitution can be explored in a single generation.
Due to the structure of the genetic code, the amino-acid substitutions
accessible by single mutations are relatively conservative. Aromatic amino
acids are unlikely to replace aliphatic ones, for example, and large
changes in polarity are rare. The inherent bias of PCR for transition
mutations over transversions further limits the sequence space accessible
in this evolutionary search. At present, the entire complement of twenty
natural amino acids can be reached only by saturation mutagenesis
focused on individual sites.

There is some evidence to support the notion that rapid adaptation
of function is better achieved by having access to more nonconservative
amino-acid substitutions. Still, point mutation methods such as error-
prone PCR remain most suitable for attempts to mimic natural evolution
or to retrace history. Further functional adaptation may be achieved by
saturation mutagenesis at sites identified during random mutagenesis
experiments (Miyazaki et al., 1999).

The direction of evolution is dictated by the experimenter in the form
of ascreen (or selection) for the desired phenotype. Screening strategies
are discussed below and in more detail by Gershenson and Arnold
(2000). The single-step nature of the evolutionary walk, however, also
places some limitations on the properties that can be evolved. Properties
(or combinations of properties) that require multiple, simultaneous
amino acid substitutions will not be acquired.
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B.  Screening Strategies for Temperature Adaptation

Screening the mutant libraries for improved variants is usually the
most time-consuming part of the directed evolution experiment. It is
also the most important: details of the screen will strongly influence
the functional outcome. The goals of the experiment will dictate what
temperature-dependent properties, thermostability, catalytic activity,
etc., will be targeted in the screen and how changes will be monitored.
We will discuss some important general considerations for designing
screens for these properties. Specific examples of screening strategies
used to probe different features of temperature adaptation and the
results of those studies are presented in the following section. Because
enzyme thermostability is conveniently measured using catalytic activity,
thermostability and activity are often measured in the same screen.

Screening libraries of reversibly and irreversibly denaturing enzymes
involves fundamentally different strategies. A convenient measure of
thermostability for enzymes that undergo irreversible unfolding is reten-
tion of catalytic activity after incubation at high temperature. Screens
based on residual activity are easily implemented in a standard 96-well
plate format and have been used extensively in this laboratory for the
directed evolution of thermostable enzymes (Giver et al., 1998; Zhao
and Arnold, 1997a, 1999; Miyazaki et al., 2000). A typical procedure and
results are shown in Figure 5. Single colonies are picked and grown in
96-well plates for enzyme expression. Cells (or supernatant, if the enzyme
is secreted) are then transferred to two replica plates. One is assayed
for activity (at a convenient assay temperature), while the other is incu-
bated at high temperature for a fixed period of time and then assayed
at the assay temperature. Assays are typically performed by monitoring
a change in optical density, using a microtiter plate reader that can
follow reaction kinetics in 96 or 384 wells simultaneously.

The ratio of the residual activity after incubation to the initial activity
provides a measure of stability. Because it is a ratio of activities, this
stability index automatically corrects for differences in activity due to
variation in enzyme expression levels in the random mutant library. The
majority of random mutants are less stable than the parent. However,
a small number of more stable mutants can be identified provided the
variation inherent in the screen is small (Gershenson and Arnold, 2000).

Although assays based on the retention of room temperature activity
after heat treatment are convenient, the constraints imposed during the
laboratory evolution can be quite different from anything an enzyme in
a natural thermophilic organism might have encountered. Retaining
activity at moderate temperatures is probably not relevant for enzymes



TEMPERATURE ADAPTATION OF ENZYMES 179

Master plate containing
individual clones

@) 000000000000
00000000000
00000000000
O000000000O0
O000000000O0
O000000000O00
O000000000O00
O0O0O000000000

(@]
O
(@]
[©]

©00000000 0@000®000®000
000000000 ©00000000000
000000000 ©@000©0©0000000
©00000000 0®0000©00000
000000000 000000000000
000000000 0©@@e00®000000
e0eece00e ©00000000000
©00000000000 ©®@0000©000@000
Initial activity (A;) Residual activity (A,)
at room temperature at room temperature following
incubation at elevated temperature
(b) 1.0
(o
% 08
ks
S I
= 06} L parent e e e e s
= = + 3 B N N B NN B R BN BN B
=< C
s~ |
s 04
n C
02}
0’ 1 >
0 400 800
Variants

Fic.5. (a) Experimental strategy for screening the thermostability of irreversibly dena-
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in organisms that live at elevated temperatures. Likewise, activity at high
temperature, which is presumably subject to direct selective pressure in
thermophiles, is not measured in a residual activity assay performed at
room temperature. The resulting thermostable mutants may therefore
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behave quite differently from thermophilic enzymes (see below). In
addition, residual activity after heat treatment is a measure of the kinetics
of irreversible inactivation rather than thermodynamic stability. Al-
though the connection between these two measures of stability is not
established, they are often closely correlated. For subtilisin BPN', for
example, resistance to irreversible inactivation and thermodynamic sta-
bility are correlated over a wide range of denaturing conditions (Pantoli-
ano et al., 1989).

Barring aggregation, enzymes that unfold reversibly will refold when
cooled. Thus, their residual activity will not reflect thermostability. For
these enzymes, catalytic activity must be measured at high temperature:
a more thermostable enzyme retains catalytic activity at higher tempera-
ture, while loss of activity indicates unfolding. Most plate readers, how-
ever, do not go above ~50°C, precluding kinetic assays without special-
ized equipment. However, activity can be measured with an end-point
assay, in which the reaction proceeds for a fixed time at high temperature
and is then stopped by the addition of an inhibitor, a change in pH or
solvent, or some other appropriate method. Total substrate depletion
(or product formation) is measured. If an end-point assay is used, the
reaction time and the substrate and enzyme concentrations must be
chosen carefully so that the reaction is stopped while substrate deple-
tion/product formation is increasing linearly with time. To correct for
differences in protein expression levels, a replica plate can be assayed
at room temperature, and the ratio of activities at the two temperatures
can be used as a measure of stability.

Since most enzyme assays are done in aqueous solutions, measuring
enzyme activity close to or above the boiling point of water presents
special difficulties. First, the substrate must be stable at the elevated
temperature so that degradation does not compete with conversion by
the enzyme. A second consideration is the choice of assay buffer. The
pK’s of many commonly used biological buffers, such as TRIS, depend
strongly on temperature, leading to complicating pH effects as the tem-
perature is shifted appreciably from room temperature. A list of buffers
suitable for use at high temperatures as well as an extensive discussion
of other factors to consider when making high-temperature activity mea-
surements can be found in Daniel and Danson (Methods in Enzymology,
in press). Screening libraries for activity or resistance to denaturation
above the boiling point also requires special high pressure plates.

If the enzyme of interest is essential for growth or survival, then it
may be thermostabilized by selection in a thermophilic host (Oshima,
1994). The host growth temperature must be higher than the denatur-
ation temperature of the enzyme to select for thermostable mutants.
However, if the lower limit for growth is too far above the enzyme’s
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denaturation temperature, the selection will require such large increases
in stability that the desired mutants will be impossible to find. Bacillus
stearothermophilus, which can grow from 55°C up to 70°C, and Thermus
thermophilus, which can grow at 55°C to 80°-85°C, are useful host strains
for the evolution of thermostability (Oshima, 1994). Strains lacking the
gene coding for the enzyme of interest must be constructed. Mutations
may be introduced by the in vitro techniques discussed above, and the
mutagenized genes inserted into the host. Alternatively, the gene may
be mutagenized in vivo through spontaneous errors in DNA replication.
This latter method was used by Oshima and co-workers (Akanuma et
al., 1998) to generate thermostable 3-isopropylmalate dehydrogenases
(discussed in Section IV, B, 4). Because evolution in a thermophilic
host requires that the enzyme is functional in a biological context (i.e.,
contribute to the fitness of an organism), the selective pressures it experi-
ences may be closer to those encountered during natural evolution. This
can be an advantage or a disadvantage, depending on the goals of the
experiment. For example, in vivoevolution is inappropriate for exploring
nonnatural combinations of properties.

For some experiments, the goal may be to alter the activity of an
enzyme at a given temperature, for example to increase it at low tempera-
tures where mesophilic and thermophilic enzymes are generally poorly
active. In principle, screening for low-temperature activity is straightfor-
ward: one simply looks for mutants showing increased activity at the
temperature of interest. As with high-temperature measurements, how-
ever, there may be complications. Itis not always possible to assay reaction
kinetics at low temperatures, and an end-point assay may be required.
More important when assaying for improved activity (at both low and
high temperatures) is to select the appropriate screening substrate. The
golden rule of directed evolution—*‘you get what you screen for’’—
dictates that if an enzyme is evolved for activity against a particular
substrate, the final product of evolution will show improved activity
toward that substrate. Activity toward other substrates may be increased,
unchanged, or even diminished. The conditions of the screens for activity
or thermostability can be altered as appropriate to probe other proper-
ties, including substrate or product inhibition, pH profiles, or specific
inactivation mechanisms.

C. Directed Evolution of Thermostability

1. p-Nitrobenzyl Esterase

The thermostability of an o/B hydrolase from Bacillus subtilis was
increased substantially by the accumulation of mutations over eight gen-
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erations (Giver et al., 1998; Gershenson et al., 2000). The enzyme known
as pnitrobenzyl esterase (pNB E) is active toward ester intermediates
in the synthesis of antibiotics that are protected with the p-nitrobenzyl
group (Moore and Arnold, 1996) . Eight rounds of mutagenesis/recombi-
nation and screening yielded pNB E variant 8G8 whose melting tempera-
ture of 69.5°C is a full 17°C above that of wild type.

The high thermostability of natural thermophilic enzymes is usually
accompanied by increased resistance to other forms of denaturation,
such as cleavage by proteases and chemical denaturation by guanidine
hydrochloride or urea. A similar trend is seen in the evolved thermostable
esterases. Thermostable 8G8 is more resistant than wild type to cleavage
by trypsin and to denaturation by guanidine hydrochloride (Gershenson
et al., 2000).

In this directed evolution experiment, increased thermostability was
accompanied by an increase in catalytic activity at all temperatures (Fig.
6), as measured on the substrate used during screening, p-nitrophenyl
acetate. Variant 8G8 is 3.7 times more active than wild type at the wild-
type T, the improvement is 4.5-fold at 8G8’s new T, of 60°C. Activity
was allowed to decrease in the first generation (variant 1A5D1 was an
intermediate product of a separate evolution experiment to increase p-
nitrobenzyl esterase activity in aqueous organic solvent and differs from
wild type at five positions), but was recovered in later generations.

Specific activity
(mmol product/mg enzyme/min)

Temperature (°C)

Fi6.6. Dependence of activity on temperature for wild-type pNB esterase and thermo-
stabilized mutants from the first, third, fifth, sixth, and eighth generations.
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Library data give useful information regarding the distribution of
properties among the variants. Figure 7 shows a plot of room temperature
activity versus stability for 1100 clones from the second generation pNB
E library prepared by random mutagenesis. The ellipse represents values
obtained for clones expressing the parent enzyme and show the inherent
variability of the measurements, which is small compared to the distribu-
tion of values from the mutants. As expected, the majority of mutations
are detrimental to both stability and activity. Furthermore, most stabiliz-
ing mutations come at the cost of catalytic activity (and vice versa). This
does not mean, however, that catalytic activity and thermostability always
come at the expense of the other, as we will discuss. It is to be expected
that there are few single mutations that improve both traits simultane-
ously. Thus, the evolution of highly stable, highly active enzymes may
need to take detours, or it may require the recombination of stabilizing
and activating mutations.

A detailed analysis of the X-ray crystal structures of wild-type pNB E
and thermostable 8G8 has been carried out (Spiller et al., 1999). Detailed
stabilization mechanisms for the various mutations are presented in the
chapter by Orencia, Hanson, and Stevens in this volume; we will only
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FiG.7. Distribution of activity and stability in a library of random pNB esterase mutants.
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briefly describe key results of that study. Stabilizing mutations are distrib-
uted throughout the structure (Fig. 8). Two surface loops composed
of residues 66-74 and 414-420 do not appear in the wild-type crystal
structure, but do appear in the structure of 8G8, indicating that stabiliza-
tion was accompanied by reduced mobility in these regions. However,
this reduction in mobility did not compromise catalytic efficiency, as
the stable enzyme is also considerably more active. The connection
between stability, mobility, and catalytic activity is thus highly complex.
Finally, although two of the four mutations that increase catalytic activity
(Leu313=>Phe and Ala400=>Thr) are located in the active site, the
remaining two are far from it. The propagation of subtle effects over
long distances is a common theme of molecular solutions obtained by
directed evolution.

The dynamic properties of wild-type pNB E and several thermostable
variants were investigated by monitoring the phosphorescence lifetimes
of buried tryptophan residues at room temperature (Gershenson et al.,

Fic.8. MolScript™ (Kraulis, 1991) diagram of the three-dimensional structure of pNB
esterase variant 8G8 (Spiller et al., 1999). Mutated residues are shown in black ball-and-
stick. Catalytic residues are shown in white ball-and stick. Black portions indicate stabilized
loop regions.
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2000). In the absence of oxygen (which effectively quenches Trp phos-
phorescence), the primary mechanism for phosphorescence decay is
vibrational coupling between the triplet and ground states due to out-
of-plane distortions of the aromatic ring. Phosphorescence lifetimes
depend on the flexibility of the Trp side chain on the picosecond to
nanosecond time scale, and are thus a function of the Trp residue’s
local environment. Trp residues located in highly ordered regions will
undergo fewer out-of-plane fluctuations, and hence have longer phos-
phorescence lifetimes. Results show that wild-type pNB E has shorter
lifetimes than any of the five variants studied, indicating reduced confor-
mational motionsin the local Trp environments in the stabilized variants.
However, increases in melting temperature are not always accompanied
by increases in phosphorescence lifetimes (Fig. 9). In two cases, signifi-
cant increases in 7, were accompanied by decreased lifetimes (3HbH
and 6SF9). Thus increases in thermal stability can be accompanied by
increased flexibility, at least in the vicinity of the phosphorescing Trp
residues. As mentioned, several loop regions that are poorly defined in
the wild-type crystal structure are well defined in the variant 1A5D1 and
all subsequent variants. Interestingly, the phosphorescing Trp residues,
which are not located close to either the loops themselves or the stabiliz-
ing mutations, show increased lifetimes in the mutant 1A5D1 relative
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Fi6.9. Dependence of phosphorescence lifetimes on thermostability in the family of
laboratory-evolved pNB esterases. Open circles indicate the long lifetime component of
the phosphorescence signal, and filled squares indicate the short lifetime component
(see Gershensen et al., 2000).
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to wild type. This suggests that stabilization involves long-range effects
that propagate throughout the structure.

Also of interest is the relationship between phosphorescence lifetimes
and catalytic activity. 1A5D1 and 3Hb are both less active toward pNPA
than wild type, while 6sF9 and 8G8 are more active (Fig. 6). If flexibility
near the phosphorescing Trp residues were monitoring motions critical
to catalytic activity, then one would expect that 1A5D1 and 3H5 would
have the longest lifetimes and 8G8 would have the shortest lifetimes,
with wild type and 6sF9 somewhere in between. Instead, lifetimes do
notappear to be correlated with activity. Itis possible to reduce conforma-
tional motions in particular regions of the protein without interfering
with motions required for efficient catalysis.

2. Subtilisin E

The subtilisins are a large family of serine proteases that have been
extensively studied because of their importance in the detergent indus-
try. The retain a common conserved fold and identical active site residues
(Fig. 10). Two conserved calcium-binding sites are present in all subtilis-
ins, and additional sites may be present in subtilisins from different
organisms (Siezen and Leunissen, 1997).

Subtilisin E from Bacillus subtilis is a mesophilic enzyme whose mature
sequence consists of 275 amino acids. Subtilisin E was evolved so that
its thermostability and 7;, were identical to those of its thermophilic
homolog thermitase (Zhao and Arnold, 1999). Because subtilisin dena-
turation is irreversible, stability was assayed by measuring residual activity
after incubation at elevated temperatures. As with pNB E, thermostable
mutants that retained the most catalytic activity at room temperature
were selected. Five generations of random mutagenesis/recombination
and screening generated subtilisin E 5-3H5, whose eight thermostabiliz-
ing amino-acid substitutions increased the enzyme’s halflife at 65°C
more than 200-fold (Table I) and raised its 7, by 17°C (Fig. 11). The
inactivation rate of the evolved enzyme at 83°C is indistinguishable from
that of thermitase, while wild type loses 100% of its activity almost immedi-
ately at this temperature. As with pNB E, increased thermostability was
accompanied by an increase in activity at all temperatures.

It was possible to identify each of the amino-acid substitutions as
contributing either to activity, to stability, to both, or to neither. The
mutations reveal that multiple small improvements and intramolecular
interactions work together to increase stability through a variety of strate-
gies. In this, the directed evolution results support the conclusions that
have emerged from comparisons of related enzymes from mesophiles
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Fic. 10. Sequence alignment of subtilisins S41, SSII, S39, BPN’, E, Carlsberg, and
thermitase. Thermitase is an homologous subtilisin-like protease from the thermophilic
bacterium 7hermoactinomyces vulgaris. Residues conserved in four or more of the sequences
are shaded. The positions of mutations discovered during the directed evolution of the
various subtilisins are indicated above the alignment. E—subtilisin E, F-subtilisin S41,
S—subtilisin SSII, B—subtilisin BPN'. Active site residues are indicated (A).

TaBLE I
Stability and Activity Parameters for Wild-type Subtilisin E and 5-3H5

Halflife (65°C) (min) ke (s71) Ky (mM) ka/ Ky (s mM™)

Wild type 4.9 25.4 0.385 66.0
5-3H5 1030 55.8 0.151 373.0

“ Activity parameters were determined at 37°C, pH 8.0 against the substrate N-succinyl-
Ala-Ala-Po-Phe-pnitroanilide. Half-lives were measured at pH 8.0, 1 mM CaCl, (Zhao and
Arnold, 1999). Errors are =10%.
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Fic. 11. Dependence of activity on temperature for wildtype subtilisin E and the
thermostable mutant 5-3H5.

and thermophiles. Specific mutations and stabilization strategies are
discussed in Section IV,D.

At least several hundred members of the subtilisin-like protease family
have been identified, and sequence alignments indicate great sequence
variability within the family (Siezen and Leunissen, 1997). All the muta-
tions that stabilize subtilisin E are found in at least one known member
of the subtilisin family (Fig. 10). Of the eight thermostabilizing mutations
identified by Zhao and Arnold, five are found exclusively in mesophilic
subtilisins, while the remaining three are found in both mesophilic
and thermophilic subtilisins. Sequence comparisons of mesophilic and
thermophilic subtilisins would thus not reveal the stabilizing potential
of the mutations discovered by directed evolution. Subtilisin E and therm-
itase differ at 157 amino acid positions, yet only eight mutations were
sufficient to convert subtilisin E into a functional equivalent of thermi-
tase. Only two of these mutations are found in thermitase. Laboratory
evolution took a quite different route to achieving high thermostability
than nature has done with thermitase. This may reflect the unnaturally
strong selective pressures that were placed on subtilisin E during the
evolution experiment. It may also reflect different evolutionary trajecto-
ries for the two enzymes; thermitase, for example, may not have evolved
from a mesophilic precursor. Even in the absence of these factors, how-
ever, we would expect that, given the vast number of possible sequences
available to a protein the size of subtilisin E, multiple routes to high
stability exist.
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Molecular dynamics simulations of wild-type subtilisin E and the ther-
mophile 5-3H5 at room temperature (300°K) revealed that the proteins
have similar flexibilities (as estimated by the instantaneous RMS fluctua-
tions about the average structure) (Colombo and Merz, 1999). The two
enzymes also have comparable activities at room temperature. A more
surprising result was found from simulations at 350°K. Thermostable 5-
3Hb5 showed greater overall flexibility than wild type at this temperature,
but at the same time retained more native-like structure. Wild type
showed lower flexibility in terms of fluctuations about the average struc-
ture, but larger RMS deviations from the crystal structure (Figs. 12 and
13). In particular, two loop regions—residues 96-105 and 158-162—
underwent motions that exposed side chains to solvent and allowed
solvent penetration into the protein interior. Such events have been
suggested as important to the onset of protein unfolding. These results
point to the importance of specifying what is meant by “‘flexibility.”” In
terms of RMS fluctuations about the average structure, 5-3H5 is more
flexible than wild type and, far from being destabilizing, this increased
conformational entropy is probably responsible for stabilizing the native
state. In terms of deviations from the crystal structure (which could also
be considered a measure of flexibility), wild type is more ‘‘flexible’’ than
5-3H5. This increased flexibility, particularly in the two loop regions,
may favor the initiation of unfolding.

In order to function, enzymes must maintain their active sites, particu-
larly their catalytic residues, in the correct orientation for catalysis. For
subtilisin E, the key catalytic residues are Ser221, His64, and Asp32. In
both the low and high temperature simulations, 5-3H5 retained the
active site geometry. In addition, at high temperature Ser221 showed
smaller deviations from the crystal structure in 5-3H5 than in wild type,
even though average flexibility was greater. Thus results for the active
site residues are similar to the results for the protein overall.

3. Subtilisin S41

In another set of experiments, directed evolution was used to stabilize
a psychrophilic subtilisin, S41, isolated from the Antarctic bacterium
TA41 (Miyazaki et al., 2000; Miyazaki and Arnold, 1999). S41 conserves
the overall subtilisin fold and shares relatively high identity with other
subtilisins (Fig. 10), but contains several features not found in the com-
mon mesophilic subtilisins, including a highly charged surface, several
inserted surface loops, and decreased numbers of salt bridges and
aromatic-aromatic interactions (Davail et al., 1994). In common with
other enzymes from psychrophilic sources, S41 is less stable at high
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temperatures and more active at low temperatures (<15°C) than its
mesophilic counterparts.

The plot of the stabilities and activities of clones from the first genera-
tion S41 random mutant library shows once again that most mutations
are detrimental to stability and activity (Fig. 14). However, compared
to the esterase library (Fig. 7), there are more mutants with improve-
ments in both properties, suggesting that the two enzymes have different
adaptive potentials. This may be due to the relatively poor stability of
S41, or it may reflect constraints intrinsic to the three-dimensional struc-
tures of the two proteins. Evidence for the former can be found by
comparing the results for the first generations of the psychrophilic sub-
tilisin S41 and the mesophilic subtilisin E. Screening 864 mutants of S41
yielded nine thermostabilized variants (a ‘“‘hit rate’” of approximately
1%) (Miyazaki and Arnold, 1999); in contrast, screening 5000 subtilisin
E mutants identified five thermostable variants (a “hit rate” of only
0.1%) (Zhao and Arnold, 1999).

Of the nine thermostabilized S41 variants identified in the first genera-
tion, three had substitutions at residue 211, and one contained a substitu-
tion at 212. Saturation mutagenesis was performed at both sites in order
to explore a greater sequence diversity than that accessible through
error-prone PCR (Miyazaki and Arnold, 1999). One hundred and five
of the clones from the library that showed reasonable activity were assayed
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Fic.14. Distribution of activity and stability in a first generation random mutant library
of S41. Ellipse shows one standard deviation of the values obtained for wild-type clones
in this assay.
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for thermostability. The stabilities were distributed over a wide range,
with a large fraction (~40%) that were more stable than wild-type S41.
The most stable variant found in the saturation mutagenesis library
was considerably more stable (half-life at 60°C, 84 minutes) than the
best variant found in the error-prone PCR library (half-life at 60°C,
27 minutes).

Sequencing of the four most stable variants from the saturation muta-
genesis library revealed the following residues at 211,/212: Trp/Ser, Pro/
Val, Leu/Val, and Pro/Ala. In all cases, the sites were occupied by
hydrophobic residues quite different from the wild-type sequence Lys/
Arg. All these substitutions require multiple base changes, and are there-
fore not accessible by error-prone PCR. Additionally, all were nonconser-
vative according to the Dayhoff 250PAM matrix (Dayhoff et al., 1978).
The evolution of thermostability was thus accelerated by access to non-
conservative mutations (Miyazaki and Arnold, 1999).

Recombination of the improved first generation mutants followed by
another round of random mutagenesis and screening yielded S41 3-
2G7, with a half-life at 60°C that is ~500 times that of wild type (Miyazaki
et al., 2000) (Fig. 15). 3-2G7 contains seven amino acid substitutions,
all of which are thermostabilizing (listed and described in Section IV,D).
Activity and stability parameters for wild-type S41 and 3-2G7 are given
in Table II. As was found for subtilisin E and pNB E, the stabilized S41
is more active than wild type over the entire temperature range, as
measured on the substrate used during screening, s-AAPF-pNA (Fig. 15).
Although 3-2G7 retains the efficient low temperature catalysis of wild
type, it is even more stable than the mesophilic subtilisin BPN'. Further
rounds of evolution have generated even more stable variants, so that
psychrophilic S41 has been converted into a truly thermophilic enzyme
(Miyazaki, K., unpublished results).

Similar to what was found for subtilisin E, all the amino-acid substi-
tutions in the thermostable S41 variant 3-2G7 are found in other subtil-
isn sequences. Looking at the sequences of selected, closely related
homologs (Fig. 10), we see that two of the seven stabilizing mutations
(Ser175=>Thr and Lys221=>Glu) are present in the mesophilic SSII,
and one (Ser175=>Thr) is also present in subtilisins E and Carlsberg.
Further, comparing only $S41, S39, and SSII, we see that all substitutions
occurred at positions that are variable among the three proteins. This
demonstrates once again the difficulties of deducing stabilization strate-
gies from sequence comparisons. As was seen in the case of subtilisin
E, the stabilizing potential of individual amino acid substitutions depends
on the background sequence into which they are introduced. A substitu-
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Fic. 15. Evolution of (a) stability (halfife at 60°C) and (b) activity for subtilisin S41.

tion that is highly stabilizing in the context of one sequence may be
neutral or even deleterious in the context of another.

An important mechanism for stabilization in 3-2G7 is increased affinity
for calcium ions. It has been noted (Feller and Gerday, 1997) that
psychrophilic enzymes often exhibit lower affinity for metal ions than
their mesophilic counterparts. The stabilization of proteins by calcium



Stability and Activity Parameters for Wild-type S41 and SSII and Evolved Mutants

TaBLE 1T

Half-life*

ke (10°C)

Ky (10°C) ke (30°C) K,y (30°C) kea (60°C) Ky (60°C)
(minutes) (sH (mM) (s™H (mM) (s™h (mM)
S41 9.3 23.3 0.28 63.8 0.27 264 0.91
3-2G7 566 48.2 0.14 179 0.21 553 0.50
SSIT 13.5 15.7 0.28 90 0.34 258 0.59
P3C9 4.1 104 0.19 258 0.25 579 0.53

Activity parameters were determined at pH 8.5 against the substrate N-succinyl-Ala-Ala-Po-Phe-pnitroanilide. * Half-lives for S41 and 3-2G7

were determined at pH 8.5, 60°C; those for SSII and P3C9 were determined at pH 8.5, 70°C. Errors are =10%.
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binding, either through increasing the affinity of existing sites or creating
new sites, is well documented (Voordouw et al., 1976; Teplyakov et al.,
1990; Braxton and Wells, 1992). This strategy clearly has high potential
for stabilization and was readily discovered by the evolution experiment.
Increased affinity for calcium was also implicated in the stabilization of
subtilisin E (Colombo and Merz, 1999), although direct experimental
evidence is lacking. Interestingly, Narinx et al. (1998) discovered a very
different strategy for stabilization by Ca®* binding in subtilisin S39, which
shares very high (88.3%) sequence identity with S41. They introduced
a mutation, Thr 85=>Asp, that dramatically increases the apparent K,
for Ca?" and increases the enzyme half-life at 50°C by a factor of ten.
When this same mutation is introduced into S41, however, it decreases
rather than increases stability (Miyazaki, K., unpublished results). Thus,
it is difficult to extrapolate results from one protein to another, even
when they share high sequence identity.

Although a model structure of subtilisin S41 was constructed based
on its homology to subtilisins of known structure (Miyazaki et al., 1999),
little detailed information on stabilization mechanisms could be gained
from examining the positions of thermostabilizing mutations. Increased
affinity for Ca®" apparently plays a key role in stabilization, but it is
not clear how this increased affinity was achieved. Based on sequence
homology, S41 probably contains at least two Ca** sites that are found
in other subtilisins: a high-affinity site that is essential for activity, and
a lower-affinity site whose effect on stability depends strongly on the
extent of Ca** binding. None of the mutations, however, are close to
the predicted locations of these sites. More detailed experimental struc-
tural data will be required to explain the increased affinity.

It was suggested (Davail et al., 1994) that the extended surface loops
present in S41 but not in most of its mesophilic homologs are partly
responsible for S41’s low thermostability. The fact that very similar loops
are also present in the closely similar mesophilic subtilisin SSII (see
below), however, makes it clear that loops per se cannot be responsible.
Loops can be weak points, possibly serving as initiation sites for unfold-
ing. Positions 211 and 212, near the N-terminus of S41’s largest loop
(extending from position 210 to 221) were found to be particularly
important for the thermostabilization of S41. Without structural data it
is not possible to know the exact mechanism by which the most stabilizing
substitutions at these positions, Lys211=>Pro and Arg212=>Ala, exert
their stabilizing effects. However, the introduction of a Pro residue
can rigidify the loop by restricting the number of available main chain
conformations. Stabilization by the introduction of prolines into loop
regions is well documented (Matthews, 1993; Watanabe et al., 1994).
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4. 3-Isopropylmalate Dehydrogenase

A successful example of the evolution of thermal stability by selection
in a thermophilic host is provided by recent work on 3-isopropylmalate
dehydrogenase (IPMDH) from Bacillus subtilis (Akanuma et al., 1998).
An additional example, notreviewed here, is kanamycin nucleotidyltrans-
ferase (Matsumura and Aiba, 1985; Liao et al., 1986). IPMDH catalyzes
the oxidative decarboxylation of (2R,3S)-3-isopropylmalate to 2-oxoiso-
caproate, an essential step in the leucine biosynthesis pathway. The gene
encoding the mesophilic IPMDH from Bacillus subtilis was inserted into
the chromosome of an IPMDH-deficient strain of the extreme thermo-
phile Thermus thermophilus. Initially, the investigators relied on the ap-
pearance of spontaneous mutations to create the molecular diversity.
Thermostabilized IPMDH variants were identified by growing the 7.
thermophilus host in the absence of leucine at 61°C, a temperature at
which the wild-type IPMDH is no longer functional. Positive clones were
subjected to a second selection at 66°C, and positives from this round
were grown at 70°C.

Stabilizing mutation Thr308=>Ile was discovered in the first selection,
followed by Ile95=>Leu in the second and Met292=>Ile in the third
generation. The final triple mutant retains 100% of its activity after
10 minutes at 50°C, and 50% of its activity after 10 minutes at 60°C.
In contrast, wild type loses 50% of its activity after incubation at 50°C
for 10 minutes. Although the mutant’s activity at high temperatures
(i.e., above the selection temperature) was substantially increased, its
activity at 40°C remained essentially that of wild type. PCR-based random
mutagenesis and selection was used to further stabilize the mutant
IPMDH (Akanuma et al., 1999). This produced two additional mutations
(Thr22=>Lys and Met256=>Val) in a quintuple mutant that retains 80%
of its activity after 10 minutes at 60°C and 50% after 10 minutes at 62°C.
The k., of the quintuple mutant decreased ~2 fold at 40°C. This loss
is entirely due to the Met256=>Val substitution.

The three-dimensional structure of IPMDH from B. subtilis is not
known, but the enzyme is highly similar to the IPMDH from T. thermo-
philis, whose structure is known. The protein exists as a dimer in which
each subunit consists of two domains: one forms part of the dimer
interface, and the other contains the N- and C-termini. The thermostabi-
lizing mutations Thr308=>Ile, Met292=>Ile, 1le95=>Leu are located in
the region formed by the N- and C-termini, and not in the dimer inter-
face. A study of the thermal unfolding of IPMDH (Iwasaki et al., 1996)
has shown that the domain formed by the termini unfolds before the
domain containing the dimer interface. The mutations thus seem
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to have stabilized the enzyme by strengthening its weakest point. The
Met256=>Val substitution was in the interface and presumably increases
stability by improving intersubunit interactions.

Aligned sequences of IPMDHs from B. subtilis and T. thermophilis are
shown in Figure 16. Three of the five thermostabilizing mutations discov-
ered by directed evolution are present in the natural thermophilic en-
zyme. The approach used to stabilize IPMDH differed in several ways
from that used to evolve pNB E and subtilisins E and S41, in particular
in that the selection explicitly required activity at high temperatures in
addition to high thermostability. Unlike pNB esterase and the subtilisins,
IPMDH was required not only to be active, but to be active within the
context of the metabolic pathway of the host organism. Thus, even with
the constraints imposed by biological function, mutations that increase
thermal stability without sacrificing activity at lower temperatures can
be discovered. It is important to note, however, that because IPMDH
was not screened for activity at moderate temperature, a mutation detri-
mental to activity at lower temperatures (Met256=>Val) was acquired.

D. Directed Evolution of Low-Temperature Activity

Psychrophilic enzymes have attracted significantly less attention than
thermophilic ones, and there are correspondingly fewer examples of
the directed evolution of psychrophilic properties. The studies carried
out so far have focused on subtilisin proteases to generate higher activity
at low temperature (Taguchi et al., 1998; Wintrode et al., 2000). These
two studies present an instructive contrast: the target enzymes are very
similar, but the mutagenesis and screening methods used and the results
obtained differ substantially.
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F16.16. Sequence alignment for IPMDH from Bacillus subtilis and Thermus thermophilis.
Amino-acid substitutions discovered by directed evolution are shown above the alignment.
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1. Subtilisin SSII

The mesophilic subtilisin-like protease SSII, isolated from the tropical
bacterium Bacillus sphaericus (Wati et al., 1997), shares high sequence
identity with S41 (77.4%). SSII contains the same inserted loop regions
found in S41 (see Fig. 10). Furthermore, SSII contains fourteen of the
twenty-one Asp residues present in S41, in addition to five Asp residues
not present in S41. Despite these similarities, however, SSII displays no
particular psychrophilic characteristics. Its activity at low temperatures
and its stability at high temperatures are comparable to those of meso-
philic subtilisins such as BPN’ (Wintrode et al., 2000). The high degree of
sequence similarity, combined with their different functional properties,
made S41 and SSII attractive for the study of cold adaptation. Directed
evolution successfully increased the thermostability of subtilisin S41
while retaining its high catalytic activity at low temperatures (see Sec-
tion IV,C,3). In parallel with this effort, SSII was evolved into a psychro-
philic enzyme. This dual approach allowed exploration of the relation-
ship between stability, low temperature activity, and selective pressure
in two proteins that share highly similar sequences and, presumably,
overall fold.

During the evolution of S41, selective pressure was applied to both
stability and activity. Stabilized mutants were accepted only if they showed
no or little decrease in activity. Wintrode et al. (2000) adopted a different
strategy for the evolution of SSII’s activity at low temperature. Random
mutant libraries of SSII were prepared either by random mutagenesis
or in vitro recombination and screened for catalytic activity at 10°C.
Libraries were notscreened for thermostability, and mutants that showed
improved activity at 10°C were selected regardless of changes, positive
or negative, in stability. This experiment addressed the question of what
happens to thermostability when no selective pressure is applied.

Three mutants with improved activity at 10°C were identified in the
first generation library. Recombination of these resulted in variant
(P3C9) whose k., at 10°C is 6.6 times that of wild-type SSII and 4.5 times
that of the naturally cold-adapted S41 (Fig. 17). The mutant SSII k/
Ky is 9.6 times that of wild type and 6.6 times S41’s (Table II). The
activities of naturally psychrophilic enzymes are generally less tempera-
ture dependent than those of their mesophilic counterparts. The temper-
ature dependence of enzyme activity is often expressed in terms of the
increase in k., brought about by raising the reaction temperature by
10°C (*Qy”’). The Q) of P3C9 is ~1.2, more than two times lower than
wild-type SSII and comparable to the value of ~1.3 determined for S41.

Comparing the effect of evolution on the temperature dependence
of k., for SSII and S41 reveals how strongly enzyme properties depend
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FiG. 17. Evolution of low temperature activity in subtilisin SSII.

on the temperature at which selective pressure is applied. SSII mutants
were selected for increased activity at 10°C. Figure 18 shows that the
relative superiority of P3C9 over wild-type is temperature dependent,
with the increase greater at 10°C. The activities of S41 mutants were
assayed at 25° to 30°C, and the greatest different in k., between wild
type S41 and 3-2G7 was found at 30°C (Fig. 18). Interestingly, the relative
superiority of the mutant S41 over the wild-type enzyme is much less
than it is for SSII.

So what did happen to the thermostability of SSII during adaptation
for activity in the cold? P3C9 is less thermostable than its mesophilic
counterpart SSII, with a halfife of inactivation at 70°C that decreased
approximately threefold. However, there is no strict inverse correlation
between stability and low temperature activity during the evolution.
While low temperature activity was improved, thermal stability both
increased and decreased, although the overall trend was toward decrease
(Fig. 19). This suggests that, rather than being inversely coupled, thermal
stability is essentially decoupled from low-temperature activity. And, since
most mutations are deleterious, stability decreases when not subject to
any selective pressure.

Decreased affinity for stabilizing ligands such as Ca®" has been identi-
fied as a factor that contributes to the poor thermostability of natural
psychrophilic enzymes. This does not appear to be the case for the
laboratory-evolved psychropile P3C9, which retained wild-type affinity
for calcium (Wintrode et al,, 2000). The cold-activating mutations are
distributed throughout the structure, as predicted using a homology-
based model. There are substitutions at both surface and buried posi-
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FiG. 18. (a) Rate constant k, of P3C9 relative to wild-type SSII at 10, 30, and 60°C.
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tions, and both close to and far from the active site. None of the mutations
is in or near the putative weak Ca** binding site, a finding that is consis-
tent with the fact that P3C9 did not lose affinity for calcium.

2. Subtilisin BPN'

Taguchi et al. (1998) used directed evolution to increase the low-
temperature activity of the mesophilic subtilisin BPN'. Random muta-
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tions were introduced into the gene coding for BPN' by treatment with
hydroxylamine. Mutant libraries were screened by growing transformed
bacilli on petri plates containing 2% skim milk. The secreted proteases
hydrolyze skim milk proteins, giving rise to a clear zone surrounding
colonies secreting active protease. Transformed bacteria were grown on
skim milk plates overnight at 37°C and then incubated at 10°C for two
days. Improved mutants were identified by clear zone formation at 10°C.

The evolution was carried out in two stages. First, colonies were
screened for activity-suppressed mutants (those with no detectable clear
zone). These were then taken on to the next round of mutagenesis, and
the resulting mutant library was screened for mutants with restored
activity. This approach reduced the background of variants with wild-type
levels of activity, allowing positive mutations to be identified more easily.

Screening yielded a single mutant enzyme, labeled m-63, that was
twice as active against the substrate ssAAPF-pNA at 10°C. Subtilisin m-
63 was only 50% more active than wild type at 37°C, and 40% more
active at 50°C, indicating that activity was enhanced preferentially at low
temperatures. The observed increase in specific activity was due entirely
to a decrease in Ky, which, at 10°C, is 69 uM for m-63 compared to
135 uM for wild-type. This decrease in K) may seem surprising, given
the nature of the screen. Enzyme is secreted into a suspension containing
2% skim milk, which corresponds to a large excess of substrate. In the
presence of excess substrate, enzymes should not, in general, be able
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to improve their specific activity through improvements in K, However,
in this screen, proteins encounter substrate in the colloidal environment
of the petri dish. Diffusion of both enzyme and substrate in this environ-
ment is substantially reduced compared to that in solution, and thus
the effective concentration of substrate is smaller than the actual concen-
tration. Under such conditions, the enzyme can improve its specific
activity by decreasing K. This example demonstrates how the outcome
of a directed evolution experiment depends on the details of the screen.
The decrease in K), is temperature dependent, with m-63’s K, preferen-
tially lower than that of wild type at 10°C. A subsequent study on BPN’
using identical screening and mutagenesis methods generated mutant
m-51, which was 70% more active than wild type at 10°C (Taguchi et al.,
1999). Unlike m-63, the increase in low temperature activity in m-51 was
primarily due to an increase in k.

Mutant m-63 contains three amino acid substitutions: Val 72=>1le,
Ala 92=Thr, and Gly 131=>Asp. Site-directed mutagenesis was used to
evaluate the effect of each mutation. Val 72=>Ile was identified as the
initial activity-suppressing mutation: it caused a small decrease in kg,
and a substantial increase in K. Additionally, it resulted in a very large
decrease in thermal stability as measured by the half-life at 60°C, reducing
it from 205 minutes for wild type to less than 10 minutes. Individually,
both Ala 92=>Thr and Gly 131=>Asp increased stability and activity,
although the double mutant Ala 92=>Thr, Gly 131=>Asp was not as active
as the triple mutant. The mechanism for the observed decrease in Ky
is not known, although positions 92 and 131 are both close to the
substrate binding region (Siezen and Leunissen, 1997).

Mutant m-51 also contained three substitutions: Ala88=>Val,
Ala98=>Thr in the mature enzyme and Ala31=>Thr in the pro-region.
The suppressor mutation was found to be Ala31=>Thr. None of the cold
active variants in this study showed any loss of stability relative to wild
type. This work demonstrates that activity can be increased at low temper-
atures, and that it can be done at no cost to thermostability.

E.  Characteristics of Adaptive Mutations Discovered by Directed Fvolution

The number of thermally adaptive mutations resulting from directed
evolution studies is too small at present to support a detailed statistical
analysis. Here we summarize some properties of the mutations discovered
in the studies reviewed above, and compare them to the amino-acid
differences seen among naturally occurring enzymes that have adapted to
different temperatures. Lists of the amino-acid substitutions discovered
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during the work discussed above are given in Tables III and IV. The
majority of adaptive mutations are located on the protein surface and
are in loop or turn regions rather than in elements of regular secondary
structure such as helices or sheets (Table V). In this, laboratory evolution
results in trends similar to those seen in natural enzymes (Querol et
al., 1996). It is likely that this preference for surface sites reflects the
differences in plasticity of the surface versus the core. A large body of
work points to the importance of efficient interior packing in proteins
to structural stability (Makhatadze and Privalov, 1995; Shakhnovich and
Finkelstein, 1989; Dahiyat and Mayo, 1997). Single mutations in the
interior are likely to disrupt this packing and lead to the loss of stability
or folded structure. It is therefore expected that protein surfaces will
be more tolerant to single mutations than proteins interiors. Similar
considerations hold for the fact that mutations are most often found
outside of helices or sheets. These regular secondary structures require
specific geometries that are presumably more easily disrupted than loops.
Few will argue that the surface is not tolerant to substitutions—the
interesting result is that it offers such opportunity for adaptation. Differ-
ent evolutionary experiments are likely to find different solutions to
the same functional challenge. Higher-frequency random mutagenesis
targeted to specific residues in the core, for example, may identify com-
pensating mutation sets that provide superior thermostabilization.
Most of the mutations (64%—67%) are conservative in terms of hydro-
phobicity/hydrophilicity and charge. This is probably due to the com-
bined effects of adaptation and the structure of the genetic code. Substi-

TasLE III
Amino-acid Substitutions Discovered During the Directed Evolution of Thermostability

PNB esterase Subtilisin E Subtilisin S41 IPMDH
Alab6Val Prol4Leu Ser145lle Thr22Lys
Tle60Val Asn76Asp Ser175Thr Ile95Leu
Thr73Lys Asn118Ser Lys211Pro Met256Val
Leul44Met Ser161Cys Arg212Ala Met2921le
Leu313Phe Glyl66Arg Lys221Glu Thr308lle
His322Tyr Asnl81Asp Asn2911le

Ala343Val Ser194Pro Ser295T

Met358Val Asn218Ser

Tyr370Phe

Ala400Thr

Gly412Glu

11e437Thr

Thr459Ser
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TABLE IV
Amino-acid Substitutions Discovered During the
Directed Evolution of Low Temperature Activity

Subtilisin SSIT Subtilisin BPN’
Lys11Arg Ala31Thr (pro region)
Asp98Asn Val72lIle
Ser110Phe Ala88Val
Thr253Ala Ala92Thr

Ala98Thr

Glyl31Asp

tutions that change polarity or charge may be more likely than
conservative substitutions to disrupt protein structure and stability (par-
ticularlyif they are located in the core), and are thus less likely to be found
in functional mutants selected from random libraries. Additionally, and
probably most important, nonconservative mutations are much less fre-
quent in the library because of the distribution of codons in the genetic
code. The genetic code is structured in such a way that single base
substitutions, when they are not synonymous, are more likely to result
in amino-acid substitutions that conserve important properties such as
hydrophobicity and charge. The bias of PCR mutagenesis for transition

TABLE V
Characteristics of Thermostabilizing Mutations in
PNB Esterase, Subtilisin E, and Subtilisin S41

Total number mutations 28

Conservative mutations 18
(hydrophobic : hydrophilic)

Nonconservative mutations 10
(hydrophobic : hydrophilic)

Conservative mutations 19
(uncharged: charged)

Nonconservative mutations 9
(uncharged : charged)

Conservative mutations 14
(according to the Dayhoff matrix)

Nonconservative mutations 14
(according to the Dayhoff matrix)

Surface 21

Buried 7

Located in loops, turns, or coils 22

Located in helices or sheets 6
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mutations over transversions also limits access to nonconservative amino
acid substitutions.

It is not yet clear whether any rules for thermal adaptation are to be
found in the qualitative features of the mutations discovered during
directed evolution. The trends seen in Table V (preference for surface
substitutions over buried substitutions, conservative over nonconserva-
tive, etc.) would most likely be seen in any pool of functional mutants
selected from random mutant libraries.

In considering the relationship of temperature-adaptive mutations to
the sequences of naturally related homologous proteins, we will focus
on the subtilisin proteases since they comprise a well characterized family
of which a large number of sequences are known, including sequences
from organisms living at a variety of temperatures. Here, we can begin
to distinguish separate trends for thermostabilizing mutations and cold-
activating mutations. Comparing results from the laboratory evolution
of subtilisins E and S41 with those for BPN’ and SSII, we see that
thermostabilizing mutations tend to occur at variable sites, while the
cold-activating mutations appear more likely to occur at conserved sites
(Fig. 10). In the case of the three closely related homologs S41, S39,
and SSII, all thermostabilizing mutations in S41 are located at positions
that are variable, while all the cold-adaptive mutations in SSII are at
positions that are either identical or highly conserved. Similarly, all but
two of the thermostabilizing mutations in subtilisin E are located at
variable sites, while three of the four cold-adaptive mutations in BPN’
are at conserved sites. The preference of thermostabilizing mutations
for variable sites is also related to fact that most mutations were found
on the protein surface, where sites are generally more variable.

Table VI lists proposed stabilization mechanisms for the mutations
found during directed evolution on subtilisins E and S41, and pNB
esterase. A variety of mechanisms are represented, including the intro-
duction of salt bridges and hydrogen bonds, improved packing of nonpo-
lar groups, helix stabilization, loop stabilization, and enhanced calcium
binding. The diversity of stabilization strategies in Table VI is similar to
that found in natural thermophilic proteins (see a list compiled in a
recent review by Jaenicke and Bohm, 1998). As with studies of natural
proteins, we see no single preferred mechanism or type of interaction
for increasing protein stability. In the laboratory as well as in natural
evolution, thermostabilization generally results from the combined ef-
fects of multiple, modestly stabilizing interactions. [Single substitutions
that give dramatic increases in stability do exist (e.g., Williams et al.,
1999), but they are the exception rather than the rule.]
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TABLE VI
Proposed Stabilization Mechanisms for Mutations in pNB Esterase,
Subtilisin E, and Subtilisin S41

Mutation Proposed mechanism of stabilization

PNB esterase

A56V Unknown

160V Loop stabilization, hydrogen bonding
T73K Salt bridge

L144M Loop stabilization

L313F Aromatic-aromatic interaction

H322Y Loop stabilization

A343V Improved packing

M358V Hydrophobic interactions

Y370F Unknown

A400T Unknown

G412E Salt bridge

1437T Hydrogen bonding, helix stabilization
T459S Removal of exposed hydrophobic surface
Subtilisin E

P14L Increased helix propensity

N76D Enhanced calcium binding

NI118S Hydrogen bonding, helix stabilization
S161C Unknown

G166R Hydrogen bonding

N181D Hydrogen bonding, protein-solvent interactions
S194P Hydrogen bonding, loop stabilization
N218S Improved hydrogen bond, improved packing
Subtilisin S41

S1451 Improved hydrophobic interactions
S175T Possible loop-turn rigidification

K211pP Loop stabilization

R212A Unknown

K221E Unknown

N2911 Improved hydrophobic interactions
S295T Unknown

It is similarly not possible to infer general rules of adaptation from
the limited data currently available regarding the mutations responsible
for cold adaptation in subtilisins SSII and BPN'. Both the K,, mutations
and the k., mutations improve activity at low temperatures preferentially,
but it is unclear how this is achieved. It was noted before that the
magnitudes of the intermolecular forces that are responsible for binding
change with temperature. It may be that the mutations affecting K, have
altered enzyme-substrate interactions to accommodate these changes.
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However, a role for mobility cannot be ruled out. Ky mutations may
facilitate molecular motions required for substrate recognition. Without
a great deal more structural and dynamic data, we cannot identify with
any certainty specific mechanisms by which the activity at low tempera-
ture increased.

In several of the directed evolution studies detailed above, enzymes
were screened for activity against small synthetic compounds (s-AAPF-
pNA for subtilisins E, S41, and SSII; pnitrophenylacetate for pNB E)
for which the enzyme active sites were never optimized during natural
evolution. This raises the possibility that the increases in activity that
were seen during directed evolution are artifacts resulting from the use
of nonnatural substrates, and that simultaneous increases in both stability
and activity would not be achieved during selection on more ‘‘realistic”’
substrates. The results for the evolution of thermostability in IPMDH
argue against this, however, since in that case evolution was carried out
on the natural substrate. It may be expected that screening on nonnatural
substrates will influence the nature of the mutations that are discovered.
In the case of SSII, none of the cold-activating mutations are present
in the highly homologous psychrophiles S41 or S39, and this is possibly
a consequence of screening on s-AAPF-pNA.

V. StaBILITY, FLEXIBILITY, AND CATALYTIC ACTIVITY

The inverse correlation between stability at high temperatures and
activity at low temperatures is often explained by recourse to the concept
of protein flexibility, the proposed link between the two properties.
Directed evolution clearly demonstrates that the inverse correlation seen
in natural proteins is not physically necessary, and that proteins possess-
ing both high stability and efficient low-temperature activity can be
readily obtained in the laboratory. What do these results say about the
proposed relationship between stability, flexibility, and catalytic activity?
That protein motions are important for both stability and activity is clear
from years of theory and experiment. The question that remains to be
answered is ‘““Which motions?”’ Proteins exhibit motions on distance
scales from 0.01 to 100 A and time scales from 107 to 10* seconds
(Brooks et al., 1988). These include local atomic fluctuations, side chain
motions, loop rearrangements, rigid body motions between subunits or
elements of secondary structure, and large-scale cooperative processes
such as the folding-unfolding transition. Which of these motions are
related to stability and which are related to catalytic activity, and how
are they related to each other? We now consider these questions in
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greater detail, and suggest how directed evolution may help in provid-
ing answers.

A.  Protein Motions and Stability

The earliest experimental results on mobility in proteins came from
hydrogen exchange experiments. Similarly, the first evidence suggesting
a link between protein flexibility and thermal stability came from hydro-
gen exchange studies on the small globular protein bovine pancreatic
inhibitor (BPTI) (Wagner and Wuthrich, 1979). Comparing exchange
rates for nine assigned protons between wild type and several chemically
modified variants, it was found that variants with lower denaturation
temperatures exhibited higher exchange rates. Later studies, such as
that by Zavodzski ez al. (1998) on 3-isopropylmalate dehydrogenase, have
found a similar trend between exchange rates and thermal stability.
Although these results are intriguing, their interpretation in terms of
specific protein motions is difficult since the connection of hydrogen
exchange to detailed protein dynamics is not yet clear.

Itis thought that amide protons must be exposed to solvent in order to
undergo exchange (Englander and Kallenbach, 1984), and the exchange
behavior of buried protons is generally pictured in terms of some confor-
mational rearrangement of the protein exposing a given proton to sol-
vent followed by the actual exchange:

ky ky
closed < open = exchange.
ko

Under so-called EX2 conditions, in which the rate-limiting step is the
actual exchange process, the observed exchange rate is proportional to
the equilibrium constant (k;/k_;) for the protein ‘“‘opening’ event(s)
that result in the exposure of a given proton. This equilibrium constant
will represent the net effect of all protein motions that result in exposure
of a particular amide proton. The exact nature of these motions remains
somewhat controversial. Two pathways for exchange are generally pro-
posed. In one, local conformational changes result in the exposure of
a particular region, while the rest of the protein remains essentially in
the native state. A second pathway involves exchange from the globally
unfolded state. For a number of proteins there is evidence that one
subset of residues exchanges by the first mechanism while another subset
exchanges by the second, although in some cases both mechanisms may
play arole (Key-Sun and Woodward, 1993; Bai et al., 1995; Yamasaki et al.,
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1998). Those residues that exchange primarily by the global unfolding
mechanism should indeed be correlated with stability; in fact, their
exchange rates can provide an estimate for the free energy of global
unfolding (Mayo and Baldwin, 1993; Key-Sun and Woodward, 1993; Bai
et al., 1994; Huyghues-Despointes et al., 1999). In a study of lysozyme,
Delepierre et al. (1983) measured the exchange rates for the indole NH
hydrogens of tryptophan residues as functions of temperature in the
presence and absence of urea, for wild type and a chemically modified
variant with increased thermostability. They found that the exchange
behavior was best described by two processes: a low activation barrier
process (presumably corresponding to out exchange from a near native
state) that did not correlate with stability, and a high activation barrier
process (corresponding to exchange from the globally unfolded state)
that did. These proton-specific factors complicate the interpretation of
H/D exchange experiments in which exchange rates are measured for
the entire protein rather than specific protons.

In addition to these complications in interpreting H/D exchange
data, it must be born in mind that hydrogen exchange provides a static
measure of protein flexibility: proteins in solution exist as an ensemble
of different conformations. The population of each conformation is
determined by its Gibbs free energy according to the standard statistical
thermodynamic relationship

_ exp(—AG/RT)

l Q

where AG; is the difference in Gibbs free energy between state i and a
reference state, R is the gas constant, 7" is temperature, and Q is the
partition function—the sum of the statistical weights of all accessible
protein states. Under native conditions, the state of lowest free energy
will generally be very close to the three-dimensional structure as deter-
mined by X-ray crystallography or NMR (this serves as the reference
state), and this state will represent the most highly populated conforma-
tion. However, other states, particularly those close in free energy to
the ground state, will also be populated. “‘Flexibility,”” in the equilibrium
sense of the word, is defined as the extent to which nonnative states are
populated at equilibrium under a given set of conditions. It is this
flexibility that is probed by hydrogen exchange experiments, since ex-
change will occur from those nonnative states that expose buried amide
hydrogens (Hilser and Freire, 1996; Tang and Dill, 1998). There is not
yet a clearly established connection between this equilibrium measure
of flexibility and protein dynamics. When the average lengths and fluc-
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tuations of hydrogen bonds derived from a molecular dynamics simula-
tion of BPTI were compared with the experimental exchange rates for
all the amide protons in that protein, little or no correlation was found
(Wagner and Wuthrich, 1982). More recently, a combined H/D ex-
change and "N relaxation study of ribonuclease HI found no correlation
between the two measurements (Yamasaki et al., 1998).

Other measures of protein flexibility have been found to correlate
with thermal stability. One is resistance to proteolysis (Daniel et al.,
1982; Fontana, 1988). Another is the quenching of buried tryptophan
fluorescence by acrylamide, used in a study by Varley and Pain (1991).
Both these processes are mediated by the same combination of local
and global unfolding events that determine rates of hydrogen exchange.
Their rates will depend on the ability of another molecule, acrylamide
or a proteolytic enzyme, to penetrate into normally buried regions of the
protein in order to either quench fluorescence or cleave peptide bonds.

Nuclear magnetic relaxation rates measured by NMR spectroscopy
provide another measure of protein mobility. Unlike H/D exchange,
resistance to proteolysis, or tryptophan fluorescence quenching, the N
or PC relaxation rates are not determined solely by local or global
unfolding, and so can probe smaller scale fluctuations in the native
state. Further, nuclear relaxation measurements provide information on
dynamics from the pico- to millisecond time scale. What is the relation
of these motions to thermal stability? In an important recent study of
wild-type RNAse H1 and a mutant whose melting temperature is 20.2°C
higher, Yamasaki et al. (1998) found that "N relaxation rates for most
residues were unaffected by the increase in stability. Furthermore, they
identified amide protons that undergo relatively fast exchange in the
wild-type enzyme—that is, those protons that are most likely to exchange
through local fluctuations rather than global unfolding—and found
that their H/D exchange rates were essentially the same in the wild-type
and mutant enzymes. Thus they found no correlation between thermal
stability and native state fluctuations, as measured by these two tech-
niques.

Both the stability and the motions of proteins have been interpreted
in terms of the “‘energy landscape’ (Frauenfelder et al., 1991; Onuchic
et al., 1997, Dill et al., 1995; Abkevich et al., 1994). The energy landscape
is a high-dimensional hypersurface that maps the potential energy of a
protein as a function of conformation. It is generally portrayed as being
extremely rugged, with many peaks and valleys. The valleys correspond
to local free energy minima or ‘‘conformational substates,”” while the
peaks correspond to the energetic barriers between these substates.
Native state flexibility, then, is related to the distribution of conforma-
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tional substates around the native state and the heights of the barriers
between them. Thermodynamic stability, in contrast, is related to the
free energy difference between the native state ensemble—which may
include many conformational substates—and the denatured state ensem-
ble (Fig. 20). From this point of view, there seems no reason to expect
a correlation between stability and flexibility. This point was noted by
Lazaridis ef al. in a discussion of the dynamics and unfolding behavior of
mesophilic and hyperthermophilic rubredoxins (Lazaridis et al., 1998).
These authors also point out that flexibility cannot, in itself, be offered
as a reason for decreased stability since increased flexibility implies
increased conformational entropy in the native state and should there-
fore be stabilizing. Increased flexibility may arise through a reduction
of energetically favorable interactions such as van der Waals contacts,
which will tend to decrease stability, but this is not necessarily always
the case.

The results of directed evolution on subtilisin E, pNB E, and IPMDH
suggest that, in analyzing thermal stability, it may be more useful to
concentrate attention on specific motions that can act as initial events
in unfolding, rather than on some general notion of flexibility. For both
subtilisin E and pNB E, an important step in the evolution of thermal
stability was the restriction of large-scale loop motions. Simulations of
subtilisin E showed that, at high temperatures, a large-scale loop motion
that exposed the core of the protein to solvent occurred, while a similar
motion was lacking in the thermostabilized mutant (Colombo and Merz,
1999). This kind of loop motion that exposes the protein core has
been identified in other protein systems as an initial event in unfolding
(Lazaridis et al., 1997; Caflisch and Karplus, 1995). Taken together, these
studies suggest that fluctuations that expose the protein core to solvent
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FiG. 20. Schematic free energy landscapes for (left) a flexible protein and (right) a
more rigid protein. Flexibility is determined by the distribution of free energy minima
and barriers around the native state, while global stability is a function of the free energy
difference between the native state ensemble and the denatured state ensemble.
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will be particularly important for thermostability. The H/D exchange
of buried amide protons and the quenching of buried tryptophans by
acrylamide are both, at least in part, mediated by exactly these kinds of
fluctuations. It is not surprising, therefore, to find that they show a
correlation with thermostability. On the other hand, flexibility as judged
by the RMS deviations from the average structure is actually greater in
the thermostable variant of subtilisin E and may in fact contribute to
stabilization. Flexibility, as measured by N relaxation, showed no corre-
lation with stability in the case of RNase HI.

B.  Protein Motions and Activity

It has been known for some time that molecular motions play an
important role in substrate specificity and catalysis. The precise nature
of these motions, however, remains unclear in most cases. Ever since
Koshland putforth the “induced fit”” model of enzyme-substrate recogni-
tion (Koshland, 1958), it has been appreciated that enzymes often must
undergo conformational changes on binding their substrates. In certain
cases in which structures of enzymes in their free and substrate-bound
forms are available, specific conformational changes resulting from bind-
ing have been identified. Observed binding-induced conformational
changes have recently been interpreted in statistical terms (Freire, 1998;
Freire, 1999; Ma et al., 1999). In this picture, the observed structural
differences between the free and substrate-bound forms of an enzyme
are not the product of a specific conformational change from one state
to another induced by substrate binding. Rather, they are the result of a
redistribution of the protein population among different conformational
substates. The unbound structure represents the energetically most favor-
able conformation in the absence of substrate. However, as mentioned
above, a range of nonnative conformations will also be populated under
these conditions, and some of these nonnative conformations will be
structurally similar to the protein’s substrate-bound form. Since they are
energetically less favorable than the native state, nonnative conforma-
tions will be populated to a much lower extent than the native state.
The presence of substrate, however, will alter the balance of free energy
between the various conformational substates. Those conformations re-
sembling the substrate-bound form (‘‘binding competent’ states) will
now be energetically favored and thus become the most populated states.
This perspective suggests a relationship between flexibility (in the equi-
librium sense of the term) and function, at least as it refers to substrate
binding. In order to effectively bind its substrate, an enzyme should be
sufficiently ““flexible” that under native conditions, binding-competent
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nonnative states will be populated to a reasonable degree. It is unclear
at this point how general this picture of binding is. It has been suggested
that the scheme described above will be most true for enzymes with
broad substrate specificities, while the traditional lock-and-key picture
will be more correct for highly specific enzymes (Ma et al., 1999).

Far less is known about those enzyme motions required for catalysis as
opposed to substrate recognition. Specific motions important to catalysis
that have been identified in structural studies include loop movements
which cover the active site in order to exclude solvent and stabilize
intermediates (Kim et al., 1997; Pompliano et al., 1990) and rotations
of subdomains with respect to each other (Sawaya and Kraut, 1997). In
addition to specific conformational changes involving multiple protein
domains, there is evidence that fluctuations, particularly near the active
site, play a role. Mutations resulting in increased activity in hen eggwhite
lysozyme were found to be associated with increased mobility of active
site residues on the picosecond to millisecond time scales, although no
specific conformational change was detected (Mine et al., 1999). Several
enzymes, including fructose-1,6-bisphosphatase, alkaline phosphatase,
catalase, and DHFR are known to show increased activity in low concen-
trations of denaturants such as urea and GuHCI (Blakley, 1984; Zhao
et al., 1986; Duffy et al., 1987; Tsou, 1998) In the case of DHFR, it has
been demonstrated by limited proteolysis that the increased activity is
accompanied by increased flexibility near the active site (Fan et al., 1996).

The most direct evidence for a role for fluctuations in enzymatic
catalysis comes from a recent study by Kohen et al. (1999) on alchohol
dehydrogenase from the thermophilic bacterium Bacillus stearothermophi-
lus. As with mesophilic ADH’s (Cha et al., 1989), quantum mechanical
hydrogen tunneling was found to play a significant role in catalysis.
According to models for tunneling through a rigid barrier, the contribu-
tion from tunneling should become increasingly significant with decreas-
ing temperature. Experimentally, however, it was found that the contri-
bution from tunneling decreased at and below 30°C (the organism’s
natural physiological temperature is 65°C). The authors interpreted this
behavior in terms of decreased thermal fluctuations experienced by
the enzyme at mesophilic temperatures: Some combination of protein
motions that presumably facilitate tunneling occur with reduced fre-
quency at room temperature and therefore the efficiency of tunneling
decreases. As with most other enzymes, the precise nature of these
thermally excited fluctuations that facilitate catalysis is unknown.

We have very briefly surveyed the types of protein motions thought
to be associated with substrate recognition and catalysis. There is no a
priori reason to expect that any of the structural fluctuations discussed
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should be connected with the kinds of large-scale unfolding events that
are thought to be correlated with global stability. In terms of the energy
landscape, adaptation for catalytic function should consist primarily of
optimizing the distribution of conformational substates near the native
state and the energetic barriers between them at a given temperature.
This process might or might not be accompanied by changes in the free
energy difference between the native state and denatured state. The
studies on lysozyme and DHFR suggest that, whatever the role for thermal
fluctuations in catalysis, it is primarily fluctuations near the active site
that contribute. Indeed, it has been shown for lysozyme that stabilizing
mutations located in the active site result in decreased catalytic activity
(Shoichet et al., 1995). Mobility at the active site could set a limit to an
enzyme’s stability if the active site is the weak point in the tertiary
structure and thus serves as an initiation site for unfolding. However,
there is not clear evidence that this is a general mechanism for protein
unfolding. In the case of the small ribonuclease barnase, for example,
molecular dynamics simulations of the denaturation process at 600°K
(Caflisch and Karplus, 1994; Caflisch and Karplus, 1995) indicate that
unfolding does not begin at the active site. Rather, during the first 30
picoseconds, the N-terminus and two loops (neither containing active
site residues) begin to unfold, followed quickly by denaturation of the
hydrophobic cores.

Results from the directed evolution of subtilisin E, pNB esterase, 3-
isopropylmalate dehydrogenase, and subtilisin S41 demonstrate that it
is possible to restrict those conformational motions that might lead to
unfolding (such as the loop movementin subtilisin E) withoutinterfering
with the motions that are necessary for activity. As we have seen, the
relationship between protein mobility, activity, and stability is still un-
clear. The dynamics of a mesophilic enzyme and its thermophilic homo-
log may differ in many ways and on many time scales. Some of these
differences may be related to stability, some may be related to activity,
and some may be related to neither. Just as proteins may have differences
in their primary sequences that are functionally neutral, it is quite possi-
ble that they may exhibit differences in their dynamic properties that
are unrelated to adaptation. Directed evolution can play an important
role in identifying functionally important motions. As methods for study-
ing biomolecular dynamics become increasingly powerful, it will be possi-
ble to characterize the diversity of structural fluctuations proteins experi-
ence. Directed evolution generates entire lineages of closely related
variants, each showing an incremental change in stability and/or activity.
These lineages contain information that is not available from studies of
pairs of distantly related enzymes. Characterizing the dynamics of all
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members of such an artificial protein ‘““family’’ may reveal that changes
in mobility in some regions or on some time scales are strongly correlated
with increases or decreases in activity/stability, while other changes are
not. The principles of natural selection can thus be combined with
biophysical techniques to pick out particular structural fluctuations from
the otherwise overwhelming array that proteins typically experience.
The phosphorescence studies of evolved thermostable pNB esterases
(Section 1V,C,1) represent a first step in this direction.

VI. WHy ARE PROTEINS MARGINALLY STABLE?

Researchers often point to the striking fact that natural proteins under
near-physiological conditions are poised at the brink of instability (Priva-
lov, 1979; Jaenicke and Bohm, 1998; Dill, 1990). For most proteins, the
Gibbs free energy of stabilization at room temperature is between 5 and
20 kcal/mole (Dill, 1990), the equivalent of only a few weak intermolecu-
lar interactions (Jaenicke, 1990). From site-directed mutagenesis studies
(Alber, 1989; Matthews, 1993) and directed evolution, we know that
proteins can become more stable through point mutations. Why, then,
should proteins be only marginally stable when higher stability is so
easily obtained? The physical-chemical explanation is that higher levels
of stability are not consistent with efficient catalysis. However, enzymes
that are both highly active at low temperatures and highly stable can be
generated when selective pressure is applied to both properties. Thus,
we are again left with the question of why proteins generally exhibit
such modest stability.

One explanation is immediately suggested by examining the effects
of random mutations on protein stability. The results from screening
random mutant libraries (such as those for pNB esterase and subtilisin
S41) clearly show that the large majority of mutations are destabilizing.
A similar conclusion was drawn previously by Sauer and co-workers, who
investigated the tolerance of proteins for single and multiple random
amino acid substitutions (Reidhaar-Olson and Sauer, 1988; Lim and
Sauer, 1989; Bowie et al., 1990; Lim and Sauer, 1991; Lim et al., 1992;
Gregoret and Sauer, 1998; Cordes and Sauer, 1999). When we recall
that evolution involves the accumulation of multiple mutations over
many generations, it becomes clear that, in the absence of constraints,
protein stability is almost certain to decrease over time. We have seen
examples of this in the laboratory, for example, during the evolution
of subtilisin SSII (Section IV,D,1), where the net effect of multiple, cold-
activating mutations was decreased stability.
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In the absence of selection, the continued accumulation of mutations
would eventually destroy the ability of a protein to fold at all. In nature,
however, the biological requirement that proteins be functional (and
therefore folded) will prevent proteins from reaching this point (Fig.
21). Viewed this way, it is more reasonable to assume that the marginal
stability of natural proteins represents something close to the minimum
that is consistent with biological function. This is not to say that natural
proteins are literally minimally stable. It is generally possible to create
destabilized mutants in the laboratory that still fold and function. How-
ever, a typical protein is only a few, modestly destabilizing mutations
away from a point of ‘‘minimal stability”’ where one more minor decrease
will compromise its ability to fold. Once a protein is close to its threshold
stability, below which its ability to function may be compromised, its
evolution is likely to proceed through the acceptance of modestly stabiliz-
ing and destabilizing mutations. Dramatically stabilizing mutations are
rare and thus unlikely to occur. Dramatically destabilizing mutations
will be eliminated by natural selection.

Support for this picture can be found in a study of the two closely
related mesophilic proteins barnase and binase. These two extracellular
ribonucleases are highly similar in structure, stability, and sequence,
differing by only seventeen out of 110 amino acids. Serrano et al. (1993)
introduced each mutation present in binase into barnase and measured

Accumulation of random mutations
(selection for rapid in vivo degradation?)
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Fi6.21. Proposed effects of random mutation and selection for activity on the stability
of an enzyme evolving at a given temperature. Stability fluctuates within a range deter-
mined by the destabilizing influence of accumulating random mutations and by the
minimal stability that is required to remain folded and functional.
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the changes in stability. They found that each mutation altered stability
by no more than * 1.1 kcal/mol, and that the effects of stabilizing
and destabilizing mutations approximately cancelled each other. These
results are consistent with the notion that, evolving at a given tempera-
ture, protein stability will fluctuate around a lower limit set by selection.
Single, mildly destabilizing mutations will be accepted, but multiple
uncompensated ones will not. Interestingly, one of the multiple mutants
generated during this process was 3.3 kcal/mol more stable than wild
type but retained full wild-type activity, suggesting, again, that stability
need not come at the expense of catalytic activity.

Another possible explanation for the marginal stability of naturally
occurring proteins is that excess stability is disadvantageous in the context
of a living cell and has therefore been selected against (Benner and
Ellington, 1990). An important aspect of cellular regulation, both in
terms of the cell cycle and in terms of response to changes in the
environment, is the regulation of the intracellular concentrations of
enzymes. The rates of protein synthesis and degradation are balanced
in order to maintain given enzyme concentrations, and can be altered
to rapidly increase or decrease the amounts of key enzymes in the cell
(Creighton, 1993). Highly stable enzymes that resist degradation could
therefore be harmful to a cell by interfering with its ability to properly
regulate enzyme concentrations. Of course, in light of what has been
said regarding the effects of random mutations on protein stability,
selection for instability in the cell may not be necessary. Because the
work discussed here was performed mainly in vitro, it cannot distinguish
between these possibilities.

VII. WnyY ARE THERMOPHILIC ENZYMES POORLY ACTIVE AT
Low TEMPERATURE?

Having shown that high thermostability is not incompatible with high
activity at low temperatures, we now consider alternative explanations
for the poor low-temperature activity that is generally seen in natural
thermophilic enzymes. Since the intrinsic rates of chemical reactions
will be reduced at low temperatures, mesophilic and psychrophilic en-
zymes face a more difficult catalytic task than their thermophilic cousins.
In fact, there is evidence that the effect of decreasing temperature on
reaction rates is greater than generally believed. In discussing the influ-
ence of temperature on reaction rates, it is often stated that increasing
the temperature from 20° to 30°C will approximately double the rate of
a reaction (a Q" value of 2) (Pauling, 1950). Recently, Wolfenden et
al. (1999) determined the uncatalyzed rates for a number of reactions
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as functions of temperature. They found that most reactions showed Q)
values between 4 and 6, with some as high as 12. These strong tempera-
ture dependencies have significant implications for the relative profi-
ciency required of enzymes operating at different temperatures. This
can be seen by comparing the rates of hydrolysis of glycosides in the
presence and absence of a-glucosidase (Wolfenden et al., 1999). Decreas-
ing the temperature from 60°C to 13°C increases the half-time of the
uncatalyzed reaction from ~21,000 years to ~4,300,000 years, while the
half-time for the catalyzed reaction increases from ~0.0007 seconds to
~0.01 seconds. To maintain a reaction rate at 13°C comparable to that
observed at 60°C, an enzyme would require a rate enhancement of the
uncatalyzed reaction of ~1.3 X 10", compared to ~9 X 10" for the
enzyme at 60°C. This requirement for a three orders of magnitude
greater rate enhancement at low temperature clearly places the catalytic
machinery of psychrophilic enzymes under more severe selective pres-
sure than thermophilic enzymes. In the absence of such pressure, there
is no reason to expect that a thermophilic a-glucosidase would spontane-
ously evolve such a significant increase in rate enhancement.

A second factor to consider is the intrinsic increase in reaction rates
caused by increasing temperature. An enzyme maintaining a rapid rate
atlow temperatures will exhibit extremely rapid reaction rates at elevated
temperatures. Enzymes must function within the context of cellular
metabolism, and such ultrafast enzymes may be disadvantageous.

VIII. CONCLUSIONS

To date, only a small number of directed evolution studies of tempera-
ture adaptation have been carried out. From this small data set we can
nonetheless draw several interesting conclusions.

* When the enzyme is freed from the constraints of biological function,
we can use laboratory evolution to explore the physically possible,
and distinguish that from the biologically relevant. The apparent
trade-oft between thermal stability and low temperature activity is
not physically necessary, at least for the properties and conditions
investigated in the experiments. Enzymes displaying a high degree
of stability at elevated temperatures and high activity at moderate
or even low temperatures can be generated when selective pressure
is applied to both properties.

* The lower stability of psychrophilic and mesophilic enzymes relative
to their counterparts from thermophiles is likely to be the product of
genetic drift, or have occurred during adaptation of other properties
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such as catalytic activity. Because most mutations are deleterious,
any property that is drifting will eventually drift down. Thus, thermal
stability would be lost in the absence of selective pressure to maintain
or increase it. Lacking detailed knowledge of the selective pressures
experienced during evolution in nature, however, we cannot rule
out the possibility that highly stable enzymes are actually disadvanta-
geous in mesophilic and psychrophilic organisms and are thus sub-
ject to negative selection.

Because we often do not know the selective pressures under which
natural enzymes evolved, and because we cannot easily distinguish
adaptive mutations from neutral mutations or mutations responding
to other pressures, it will be very difficult to generate reliable design
rules from sequence comparisons. For example, if we assume that
early enzymes functioned at high temperatures, and stability was
gradually lost as organisms colonized lower temperature environ-
ments, then sequence comparisons will yield little useful information
for protein engineers who wish to improve the high-temperature
performance of mesophilic enzymes. Laboratory-evolved enzymes,
in contrast, offer a much cleaner system in which to study adaptive
mechanisms. Implementing different evolutionary scenarios in the
laboratory allows us to assess adaptive potential and identify specific
adaptation mechanisms.

Active and/or stable enzymes can be generated rapidly. Although
natural proteins adapted to different temperatures typically differ
from each other at many amino acid positions, only a small number
of substitutions are required to confer high degrees of stability and/
or low temperature activity. Some parallel nature, some do not.

Directed evolution as a tool to probe the basis of protein structure,
stability, and function is in its infancy, and many fruitful avenues of
research remain to be explored. Studies so far have focused on proteins
that unfold irreversibly, making detailed thermodynamic analysis impos-
sible. The application of these methods to reversibly folding proteins
could provide a wealth of information on the thermodynamic basis
of high temperature stability. A small number of studies on natural
thermophilic proteins have identified various thermodynamic strategies
for stabilization. Laboratory evolution makes it possible to ask, for exam-
ple, whether proteins have adopted these different strategies by chance,
or whether certain protein architectures favor specific thermodynamic
mechanisms. It will also be possible to determine how other selective
pressures, such as the requirement for efficient low temperature activity,
influence stabilization mechanisms. The combination of directed evolu-
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tion with high resolution structural studies and detailed characterization
of dynamics promises to provide insights into the molecular basis of
stability and catalysis. The work reviewed here represents only a first
step toward this goal.

Although proteins in themselves are important resources for biotech-
nology and fascinating objects for physiochemical studies, their true
importance stems from their role as functional components of living
organisms. Here, we have stressed the potential of directed evolution
to adapt proteins for function under nonbiological conditions. A goal
for the future, however, is to determine how specific properties measured
in vitro affect biological function, and the fitness of the organism, by
introducing laboratory-evolved proteins back into their host organisms.
Such studies may help, for example, define the role of negative selection.
For example, by introducing thermostabilized enzymes that nonetheless
retain wild-type activity at moderate temperatures into a mesophilic host,
it should be possible to test whether excessive stability in enzymes is
detrimental to the organism’s survival.

Directed evolution can also be used to probe the boundaries of protein
function, for example, the role of protein stability in setting the upper
temperature limits for life. At present, the most thermophilic organisms
known grow up to temperatures of ~113°C. The true maximum tempera-
ture for life, whatever it turns out to be, may be set by any one or
combination of factors, including the stability of lipid bilayers, RNA or
DNA, small molecules such as ATP, or proteins and enzymes. Although
polypeptides are known to undergo degradation reactions near 100°C,
their folded conformations provide substantial protection against these
reactions (Daniel, 1996). The true upper limit for protein stability and
function is therefore still an open question and may never even have
been explored during natural evolution. It may therefore be possible
to evolve enzymes that are stable and active at temperatures above those
at which even the most hyperthermophilic microorganisms can survive.
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I. INTRODUCTION

The rational design of protein structure and function in the laboratory
has not been overly successful, although various degrees of progress
are being observed in many laboratories. In contrast, the processes of
immune system affinity maturation and directed evolution have been
successful in making very minor modifications to protein structure, with
drastically enhanced physiochemical effects. In order to better under-
stand why the more ‘‘irrational’’ design approach used by the immune
system and directed evolution experiments are so successful, we have
analyzed a series of experiments that determine the ‘‘before’ and
‘“‘after’” three-dimensional protein structures. Ideally, we hope this analy-
sis will provide insight into how the immune system and directed evolu-
tion accomplish successful protein engineering. To date, we know that
mutations away from the active site have very pronounced effects in
protein function, with very minor structural changes, especially to the
active site cavity shape. It is surprising that most of the evolved proteins
that have been studied so far have a very low number of mutations in
the active site residues themselves. These global mutational changes are
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currently very difficult to predict a prior;, and many lessons can be learned
from the structural analysis of affinity matured and directed evolution
derived enzymes.

II. STRUCTURAL STUDIES OF ANTIBODY AFFINITY MATURATION

The characteristic combinatorial assembly of gene segments, followed
by somatic mutations generated during affinity maturation, make the
immune system one of the most effective diversity-generating mecha-
nisms known in nature. It is the exploitation of this seemingly boundless
potential for diversity that characterizes the field of catalytic antibodies.
The enormous diversity possible in the immune system derives from the
shuffling of gene segments, which recombine to form the functional
antibody, a di-chain molecule consisting of light (L) and heavy (H)
chains (Fig. 1). The process of somatic mutation in affinity maturation

A Light chain
L2 Vio h2 Cy2 ha Cra
—{ {3 { % Ly Yy du Cu
—— ——L 3
L Vi dhs Cis i Cu
x Light chain
L! V," Lz sz Ln Vxn "Ki-b Cx L! V,“ Lz sz st cx
""" {0 =
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Heavy chain
Ly Vi Lo Vi 01-10gsz2 Jni-a p G
- - e O —H
/7

) Crs Cn G Crae & Co

L Ve LaVin e
= —G‘D"-{}C:E———CJ-C}-{:}-CJ——{H:}—
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Fic. 1. The arrangement of germline genes in mice (from Tonegawa, 1983). The
exact number of variable heavy genes is not known, but is somewhere between 200 and
1000. This results in between 12,000 and 60,000 different possible heavy chains, leading
to possible library sizes on the order of 10’-10° (data are for mice and are taken from
Seidman and Leder, 1978a; Seidman et al. 1978b). Somatic mutation and junctional
diversity further augment the size of this theoretical library to sizes that far exceed the
number of B cells in a mouse (Rajewsky, 1996). For example, if any ten residues are
mutated to any of the other nineteen amino acids, library size is increased by a factor of 19%.
Thus, diversity in the immune system is not limited by diversity-generating mechanisms.
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can achieve enhanced specificity toward reaction transition state analogs
and increased activity for a selected type of reaction.

Of the more than 100 catalytic antibodies known to catalyze chemical
reactions, eighteen different antibodies have been structurally character-
ized, covering nine different chemical reactions (Table I). These include
the ferrochelatase (Romesberg et al., 1998a), Diels-Alderase (Heine et
al., 1998; Romesberg et al., 1998b), cyclase (Lesberg et al., 1998; Paschall
et al., 1999), aldolase (Barbas et al., 1997), endo-tet cyclization (Gruber
et al., 1999), chorismate mutase (Haynes et al, 1994a; Haynes et al,
1994b; Ulrich et al., 1997; Ulrich and Schultz, 1998; Mundorff et al.,
2000), sulfide-oxidase (Hsieh-Wilson et al., 1996), and esterase catalytic
antibodies (Golinelli-Pimpaneau et al., 1994; Charbonnier et al., 1995;
Zhou et al., 1994; Patten et al., 1996; Wedemayer et al., 1997a; Wedemayer
et al., 1997b; Buchbinder et al., 1998; Thayer et al., 1999; Kristensen et
al., 1998; Gigant et al., 1997; Charbonnier et al., 1997). Of these eighteen
different antibodies, four have been structurally studied at both mature
and germline levels.

A.  Esterolytic (48G7) Antibody Maturation

Over half of the structurally characterized catalytic antibodies are from
the esterolytic class of reactivity. This discussion will focus on 48G7, the
most exemplary antibody from this class. In this antibody, the bound
and free forms of both germline and mature antibodies have been
structurally characterized, allowing for the first structural analysis of the
affinity maturation process in a catalytic antibody system (Patten et al.,
1996; Wedemayer et al., 1997a; Wedemayer et al., 1997b).

Antibody 48G7, an esterolytic antibody raised against a p-nitrophenyl
phosphonate transition-state analog, undergoes nine somatic mutations
during the affinity maturation process (Patten et al, 1996). Notably,
none of these mutations contact the hapten, but they do elicit a 30,000-
fold increase in K,, (135 to 0.0045 uM) (Patten et al., 1996). Two points
from this study are of special interest. First, the change in affinity is
shown to be off-rate dependent, which is in direct conflict with kinetic
theories of somatic maturation that support the biologically reasonable
notion that competition for antigen drives selection for fast on rates
(Foote and Milstein, 1991). Second, it reinforces the notion that somatic
mutations distant from the combining site have a profound effect on
specificity and activity.

Site-directed mutagenesis of 48G7 does not identify a small subset
of mutations that are sufficient to induce mature level binding when
introduced into the germline antibody (Patten et al., 1996; Wedemayer
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TasLe I
Structurally Characterized Catalytic Antibodies

a

Resolution
Antibody Reaction type PDB numbers Free/liganded (A) Reference
48G7 esterolytic 1GAF (affinity hapten-bound 1.95 Patten et al., 1996
matured)
1HKL (affinity apo 2.7 Wedemayer et al., 1997a
matured) Wedemayer et al., 1997b
1AJ7 (germline) hapten-bound 2.1
2RCS (germline) apo 2.1
17E8 esterolytic 1EAP hapten-bound 2.5 Zhou et al., 1994
CNJ206 esterolytic 1KNO hapten-bound 3.2 Golinelli-Pimpaneau et al.,
1994
2GFB apo 3.0 Charbonnier et al., 1995
29G11 esterolytic 1A0Q hapten-bound 2.3 Buchbinder et al., 1998
43C9 aryl 43C9 apo 2.2 Thayer et al., 1999
-scFv amidolytic, esterolytic
43C9 aryl, amidolytic
-scFv esterolytic 43CA pnitrophenol bound 2.3 Thayer et al., 1999
6D9 esterolytic 1HYX TS analog-bound form I 1.8 Kristensen et al., 1998
1HYY TS analog-bound form II 1.8
D2.3 esterolytic 1YEC (D2.3) [PNB] TS analog-bound 1.9 Gigant et al., 1997
D2.4 1YEF (D2.3) [PNC] substrate- 2.0 Charbonnier et al., 1997
D2.5 analogue bound
1YEG (D2.3) [BPN] product-bound 2.0
1YEH (D2.3) apo 2.55
1YEI (D2.3) PNP-bound 1.9
1YEK (D2.3) PNP-bound 2.1
1YED (D2.4) [PNB] TS analog-bound 3.1
1YEE (D2.5) [PNB] TS analog-bound 2.2



166

7G12
33F12
HA5-
19A4
1F7

AZ-28

28B4

5C8

39A11

13GH5

metal chelatase
aldolase
cyclase

chorismate mutase
(Claisen
rearrangement)

chorismate mutase
(oxy-Cope
rearrangement)

sulfide-oxidase
disfavored
endo-tet
cyclizations

Diels-Alderase

Diels-Alderase

3FCT
1AXT
1CF8

1FIG

1A (mature)
submitted (mature)
submitted (germline)
submitted (germline)
1KEL

1KEM

15C8

25C8

35C8

1A4K (mature)

1A4] (germline)
1A3L

hapten-bound
apo
hapten-bound

hapten-bound

hapten-bound
apo
hapten-bound
apo
hapten-bound
apo

apo
hapten-bound
inhibitor-bound
hapten-bound
apo
inhibitor-bound

2.4
2.15
2.7

3.0

2.6
2.2
2.0
2.0
1.9
2.2
2.5
2.0
2.0
2.4
2.1
1.95

Romesberg et al., 1998a
Barbas et al., 1997
Lesberg et al., 1998
Paschall et al., 1999
Haynes et al., 1994a
Haynes et al., 1994b

Ulrich et al., 1997
Ulrich and Schultz, 1998
Hsieh-Wilson et al., 1996

Gruber et al., 1999

Romesberg et al., 1998b

Heine et al., 1998

*Eight classes of antibody catalysis have been structurally characterized, several more than once [esterase (7), chorismate mutase (2), Diels-
Alder(2)]. Only aldolase class is without hapten.
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et al., 1997b; Yang and Schultz, 1999). The somatic mutations all appear
to contribute synergistically to binding, where the AAG of binding for
the forward mutation (somatic mutation introduced into the germline)
is not equivalent to that of the reversion mutation (somatic mutation
removed from the mature) (Yang and Schultz, 1999). This is the only
system in which each somatic mutant has been studied in the germline
background and the mature background.

An understanding of the 48G7 system has been facilitated by a thor-
ough structural analysis. The results of this work are quintessential, in that
the hapten-bound structures support a model of lock-and-key binding in
mature antibodies and induced fitin germline antibodies. The mutations
appear to constrain the germline conformation that binds ligand (Wede-
mayer et al., 1997b).

Antibody 48G7 has undergone affinity maturation through somatic
mutation, acquiring nine amino-acid substitutions relative to the original
germline sequence. 48G7 binds a number of pnitrophenyl phospho-
nates, including the transition state analog with which it was elicited,
and catalyzes the hydrolysis of the corresponding nitrophenyl esters
and carbonates with rate accelerations in excess of 10* over that of the
uncatalyzed reaction (Table II) (Wedemayer et al., 1997a). None of the
nine mutations are in direct contact with the bound hapten; the closest
is residue HisLLb5, which is located at a distance of 5.3 A. Therefore, the
improvement in binding affinity seen during the 48G7 affinity matura-
tion process is due to generalized mid- or long-range effects propagated
to the hapten binding site. The functional significance of such changes
relative to the corresponding changes in structural details for the germ-
line versus affinity-matured antibodies is discussed below.

The crystal structures of 48G7 have been determined in the presence
of hapten at 1.95 A resolution and in the absence of hapten at 2.7 A
resolution (Patten et al., 1996; Wedemayer et al., 1997a; Wedemayer et
al., 1997b). The root-mean-square difference between the two structures
is 0.30 A for the variable domains and 0.45 A for the constant domains.
Comparison of the two active sites shows that no significant changes
occur on hapten binding to 48G7, as any main chain and side chain
displacements are negligible. There are also no significant changes, in
either the packing of V, and V, or the positions of the key active site
residues. These key residues include Argl.96, TyrH33, and HisH35, which
hydrogen-bond to the phosphonyl oxygens of the hapten; TrpH47,
SerL93, TyrL94, and ArgHb50, which fix the orientation of the three
oxyanion binding residues; the TyrH98, TyrH99, TyrL91, and Leul.89,
which form van der Waals contacts with the hapten.



TaBLE 1T

Catalytic Antibody Affinity Maturation Kinetics

Antibody Number mutations ke (min™t) K, (uM) kear/ Runca K, (nM)
Germline — <1 not available not available 135,000
48G7

48G7 9 5.5 (ester) 391 (ester) 1.6 X 10* 4.5
Germline — 10.2 1400 (diene) /450 (dienophile) not available 379 (hapten)
39A11

39A11 2 40.2 1200 (diene) /740 (dieneophile) not available 10 (hapten)
Germline — not available not available not available not available
7G12

7G12 5 0.41 150 (Cu(1I)) not available not available
Germline — 0.8 73 163,000 670

AZ-28

AZ-28 6 0.023 74 5300 17




234 M. CECILIA ORENCIA ET AL.

Legends for Color Insert

Fic. 2. Ribbon superpositions of the variable regions of the germline Fab-hapten
complex (purple) and mature 48G7 Fab-hapten complex (red). Side chains for the
somatic mutation sites are indicated in light green (germline) and dark green (ma-
ture). Mutations include SerL.30 — Asn, SerL.34 — Gly, AspL55 — His, GluH42 — Lys,
GlyH55 — Val, AsnH56 — Asp, GlyH65 — Asp, AsnH76 — Lys, AlaH78 — Thr (from
Wedemayer et al., 1997b).

Fic.3. Superpositions of the structures of the esterolytic germline Fab without hapten
(blue) and the germline Fab-hapten complex (purple), illustrating the structural changes
that occur on hapten binding to the germline antibody. All figures have the linker portion
of the hapten omitted for clarity. Gray dashed lines denote hydrogen bonds in the
hapten-free complex and black dashed lines denote hydrogen bonds in the hapten-bound
complex (from Wedemayer et al., 1997b). (a) The structural reorganization of CDR3 on
hapten binding. The side chain of TyrH99 rotates to make room for the hapten, the side
chain of TyrH98 inserts between TyrH99 and TyrH33, and TyrH33 moves toward the
phosphonate group of the hapten. These movements establish new interactions, denoted
with yellow dashed lines, that show the 7-cation interaction between Argl.46 and TyrH99,
the - interaction between TyrH99 and TyrH98, and the T-stack interaction between
the aryl rings of TyrH98 and TyrH33. (b) The interactions between residues in CDRH1,
CDRH2, and CDRL3 on hapten binding to the germline antibody. The guanidinium
group of ArgH50 forms hydrogen bonds to the hydroxyl groups of TyrH33 and TyrL.94
on hapten binding, and is additionally positioned by a hydrogen bond to AsnH56.
(c) Close-up view of the phosphonate center in the combining site, illustrating the
germline residues directly involved in hydrogen bonding with the hapten (side chains
from HisH35, TyrH33, and Argl.96). TyrH33 moves 2.2 A toward the phosphonate group,
occupying approximately the same position as it does in the affinity-matured hapten-
bound structure.

Fic.4. Superpositions of the structures of the germline Fab-hapten complex (purple)
with the mature 48G7 Fab-hapten complex (red), illustrating the changes that occur
during affinity maturation. All figures have the linker portion of the hapten omitted for
clarity. Gray dashed lines denote hydrogen bonds in the germline complex and black
dashed lines denote hydrogen bonds in the affinity-matured structure (from Wedemayer
et al., 1997b). (a) Reorganization of CDR3 on hapten binding. The side chain of TyrH99
has rotated ~90°, forming a double T-stack arrangement between TyrH99, TyrH98, and
TyrH33, denoted with yellow dashed lines. The additional hydrogen bond between the
hydroxyl of TyrH33 and the phosphonate oxygen of the hapten is also shown. (b) The
somatic mutations GlyH55 — Val and AsnH56 — Asp (shown in green) reorganize the
CDRH1, CDRHZ2, and CDRL3 regions, with a series of interactions that influence residues
in direct contact with the hapten molecule. Importantly, hydrogen bonds between
ArgHb50, TyrL94, and TyrH33 stabilize the orientation of the TyrH33 side chain. (c) In
the affinity-matured Fab-hapten complex, an additional hydrogen bond is formed between
the hydroxyl residue of TyrH33 and the phosphonate group of the hapten. Additionally,
in the affinity-matured complex, the side chains of Argl.96 and HisH35 are closer to the
phosphonate group of the hapten. (d) View of the combining site illustrating the potential
steric interaction at position L34. Somatic mutation of position L34 (SerL34 — Gly)
removes the side chain hydroxyl group from potential interference with hapten binding
in the observed orientation for the affinity-matured complex. (e) The somatic mutations
AsnH76 — Lys and AlaH78 — Thr (side chains shown in green) control the orientation
of CDRHI1, with a variety of hydrogen bonds and packing interactions for the germline
and affinity-matured Fab-hapten complexes.
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Fic. 5. Ribbon superpositions of the variable domains of the mature (red) 39Al11
hapten-bound and the germline (blue) hapten-free structures. Positions of somatic muta-
tion are indicated (ValL27¢ — Leu and SerL91 — Val) (from Romesberg et al., 1998b).

Fic. 6. Close-up view of the superimposed mature 39A11 hapten-bound combining
site (blue) and the hapten-free germline form of the antibody (red). No significant
structural changes at the combining site are evident (from Romesberg et al., 1998b).

Fic. 7. Ribbon diagram of the hapten-bound variable domain of 7G12. The heavy
chain is shown in blue and the light chain is shown in red. Somatic mutations are colored
in green (from Romesberg et al., 1998a).

FiG.8. Close-up of the combining site of 7G12. Van der Waals surfaces for key residues
are shown. The prophyrin hapten is shown in yellow, the heavy chain is shown in blue,
light chain is shown in red, and positions of somatic mutation are shown in green (from
Romesberg et al., 1998a).

Fi6. 9. (a) Overlay of the combining site for AZ-28 affinity-matured structures, with
(purple) and without (blue) bound hapten. Hapten is shown in yellow, with oxygen
atoms colored red and nitrogen atoms colored blue (from Mundorff et al., 2000).
(b) Overlay of the combining site for the germline antibody structure, with (gray) and
without (green) bound hapten. Hapten is shown in blue, with oxygen atoms colored red
(from Mundorff et al., 2000). (c) Close-up view of the interaction between positions
TyrH100a and L34 (SerL34 — Asn) in the antibody combining site. Four different
structures are included in the overlay. The AZ-28 affinity-matured Fab structures are
colored purple (hapten bound) and blue (hapten free), and the germline Fab structures
are colored gray (hapten bound) and green (hapten free) (from Mundorff et al., 2000).

F16.10. Side and top down views of the superimposed structures of the affinity-matured
Fab hapten-bound complex (purple) and the germline hapten-bound complex (grey).
Hapten is shown in blue (from Mundorff et al., 2000).

Fic. 11.  Superimposed close-up view of the antibody combining sites, showing the
altered orientations of the hapten in the germline and affinity-matured complexes. The
AZ-28 affinity-matured Fab structures are colored purple (hapten bound) and blue (hap-
ten free), and the germline Fab structures are colored grey (hapten bound) and green
(hapten free).

Fic. 12. Ribbon diagram of wild type pNB esterase, looking down into the active site.
Loops that are not visible in the electron density are shown with dashed lines, and loops
that reorganize most significantly are shown in gold. The catalytic triad is shown in red,
and secondary structures are labeled. (Figure from Spiller et al., 1999.)

Fic. 13. Ribbon diagram of mutant 5-6C8, looking down into the active site. Loops
that reorganize most significantly are shown in gold. The catalytic triad is shown in red,
and mutations are shown in light blue. (Figure from Spiller et al., 1999.)

Fic. 14. Ribbon diagram of mutant 8G8, looking down into the active site. Loops that
reorganize most significantly are shown in gold. The catalytic triad is shown in red, and
mutations are shown in light blue. (Figure from Spiller et al., 1999.)
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In contrast to the lock-and-key fit of hapten binding to 48G7, binding
of hapten to the germline antibody leads to significant structural changes
(Wedemayer et al., 1997b). With respect to the liganded and unliganded
germline antibody Fab structures, the root-mean-square deviation for
all the C, atoms of the variable region is 0.60 A and the V;Vy domain
orientation changes by 4.6°. Whereas there are sixteen hydrogen bond-
ing, electrostatic, and van der Waals interactions between the heavy and
light chain domains in the free germline Fab, there are twenty-six such
interactions in the germline Fab-hapten complex. These gross structural
changes are accompanied by significant reorganization of the combining
site residues (Figs. 2 and 3, see color insert). Binding of hapten leads
to a repositioning of the active site residue TyrH33, along with the
formation of a network of three hydrogen bonds between the side chains
of TyrH33, ArgH50, and TyrL94. In the mature antibody, these interac-
tions are reinforced by the AsnH56 — Asp and GlyH55 — Val somatic
mutations, which fix the position of the TyrH33 hydroxyl group (the
proposed oxyanion hole in 48G7) in the mature antibody combining site.
Additional combining site repositioning observed on hapten binding to
the germline antibody includes residues TyrH33 and TyrH98 moving
5 A closer together into a T-stack arrangement, with an interaction
between TyrH98 and the aliphatic linker of the hapten. Further reposi-
tioning involves an approximately 90° rotation of the TyrH99 side chain,
resulting in the formation of a double T-stack arrangement between the
side chains of TyrH99, TyrH98, and TyrH33, plus an additional 7-cation
interaction between the aryl ring of TyrH99 and the Argl.46 side chain;
Argl 46 is oriented by an interaction with the side chain of AspL55 (an
additional position of somatic mutation) (Fig. 3a). In total, as shown in
Figures 3 and 4 (see color insert), the structural changes that occur in
the germline-hapten complex become preorganized in the combining
site of the mature antibody, consistent with the correspondingly in-
creased binding affinity and improved kinetics for 48G7.

B.  Diels Alderase (39A11) Antibody Maturation

One of the most important facets of catalytic antibodies is developing
antibodies that catalyze reactions with no enzymatic counterparts. Pericy-
clic reactions occupy an important niche in organic synthesis methodol-
ogy; examples include cycloaddition reactions, sigmatropic rearrange-
ments, and electrocyclic ring closure reactions. The first such reaction
to be successfully attained using a catalytic antibody system was for a
Diels-Alder cycloaddition reaction. Catalytic antibody 39A11 catalyzes
the cycloaddition of a diene and dieneophile to generate a Diels-Alder
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adduct (Romesberg et al., 1998b). A bicyclo [2.2.2] octene hapten was
used to mimic the boatlike 47 + 27 electron system of the transition
state for this pericyclic reaction. Hapten was intentionally designed to
destabilize bound product, which prefers a chairlike conformation
(Braisted and Schultz, 1990). As expected, the boat-like transition state
analog leads to antibodies that do not exhibit product inhibition.

The structure of the germline form of antibody 39A11, as well as the
affinity-matured form of the antibody with bound hapten have been
determined (Fig. 5, see color insert). (Romesberg et al., 1998b). The
overall structural features for the two antibody molecules are very similar,
with G, positions of V,; and V; having minimal root-mean-square devia-
tions (0.45 and 0.51 A, respectively). Small differences are observed for
the side chain of Phel.87, removed from the active site, and for the
position of residue L91 relative to HisL.34 (SerL.91 is mutated to ValLL91
in the mature form of the antibody, with a distance of 4.2 A between
VallL91 and the hapten). It is interesting to note that neither somatic
mutation nor ligand binding seems to result in any substantial structural
or conformational changes in the active site structure.

Well-defined electron density was observed for the hapten molecule
in the 39A11 Fab structure. The hapten is bound in a “‘saddle’ fashion
on the surface of the antibody combining site, with 79% of the hapten
molecule buried within the Fab cleft (Fig. 6, see color insert). There
are eighty-nine van der Waals interactions and three hydrogen bonds
between the hapten and heavy chain of the antibody. The bi-
cyclo[2.2.2]octene moiety of the hapten is buried in a hydrophobic
pocket, making contacts with numerous heavy chain residues. The N-
phenyl substituent of the hapten is packed between the backbone atoms
of GlyH33, GluH96, and the methylenes of ArgH97. The carbonyl oxygen
atom of the carbamate substituent at the bridgehead position of the
hapten (corresponding to the C-1 substituent position of the analogous
diene substrate) is coordinated through a water-mediated hydrogen
bond to the Nel position of TrpH50. Additionally, TrpH50 is involved
in a 7-stacking interaction with the succinimido moiety of the hapten
(which would correspond to the maleimide group of the substrate die-
nophile). A further interaction between the hapten and Fab is observed
between the succinimido carbonyl group anti to the carbamate moiety
in the hapten and the AsnH35 side chain; this interaction is analogous
to Lewis acid catalysis in non-enzymatic Diels-Alder cycloadditions.
AsnH35 is also oriented by a hydrogen bond between the carboxamide
oxygen and the side chain of TrpH47.

Overall, the structure of the 39A11 hapten complex is consistent with
the requirements for successful Diels-Alder reactivity, suggesting that
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the antibody would bind the diene and dieneophile in a similar fashion,
leading to a reactive orientation for both substrates with reduced transla-
tional and rotational degrees of freedom. The diene would be bound
in the hydrophobic pocket of 39A11 in close proximity to the dienophile,
with the position of the carbamate substituent fixed by the water-
mediated hydrogen bond to TrpH50. The dieneophile would be oriented
by hydrogen bonding and 7-stacking interactions with the maleimide
ring. In addition, interaction of the maleimide group with AsnH35 would
potentially make the olefin more electron-deficient, leading to a more
reactive dienophile moiety in the combining site.

The crystal structures of the germline and affinity-matured forms of
39A11 lend a possible explanation to the observed increase in binding
affinity and catalytic activity for the affinity-matured antibody. Mutation
of the active site residue ValL91 (from SerL91) yields a binding pocket
with increased hydrophobicity. Importantly, the mutation Ser[.91 — Val
is at the base of the combining site, 4.2 A from the hapten binding site.
The portion of the hapten that is closest to site L91 is hydrophobic and
the crystal structures show packing between hapten and protein that is
too close to permit solvation at this site. Thus, the serine is desolvated
in the liganded state of the germline antibody. Somatic mutation removes
this unfavorable interaction by mutating position L91 to valine. However,
the unliganded state is not sufficiently destabilized by the mutation, and
the net effect is tighter binding in the mature versus the germline form
of 39A11. These different constraints on the active site for 39A11 might
lead to an increase in the rate as a result of improved packing interactions
with the kinetically favored endo transition state.

C. Metal Chelatase (7G12) Antibody Maturation

Antibodies were generated against a bent N-alkylmesoporphyrin,
which is a known inhibitor of the enzyme ferrochelatase. Ferrochelatase
catalyzes the insertion of Fe(Il) into protoporphyrin, as part of the
heme biosynthetic pathway (Lavallee, 1988). Antibody 7G12 was found
to catalyze the insertion of divalent metal ions into porphyrins, with a
rate similar to that found for ferrochelatase (Cochran and Schultz, 1990).
The structural data presented below supports the hypothesis that the
transition state for porphyrin metallation involves a distortion of the
macrocyclic ring system to facilitate metal insertion, and that this bent
porphyrin acts as a good transition-state mimic in the development of
catalytic antibody 7G12.

The three-dimensional crystal structure of the complex between the
Fab fragment of 7G12 and N-methylmesoporphyrin was determined
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(Romesberg et al., 1998a), and the porphyrin hapten is bound in an
“inserted” orientation in the antibody combining site (Fig. 7, see color
insert). There are 114 pairwise interactions between the hapten and the
antibody, predominantly hydrophobic contacts between the porphyrin
and residues TyrL36, Leul.46, TyrL49, TyrL55, GInL89, TyrL.91, TyrL.94,
Leul96, TrpH33, MetH50, and MetH97 (Fig. 8, see color insert).

Packing interactions of the hapten with residues TyrL.49 and TyrL91
appear to play an important role in binding the distorted conformation
of the N-methylmesoporphyrin. TyrL91 7-stacks with pyrrole ring B,
which is coplanar with pyrrole rings C and D of the hapten molecule.
TyrL49 m-stacks on pyrrole ring A, which is distorted out of the plane of
the other three pyrrole rings by approximately 42°. Packing interactions
between these two tyrosine side chains and the porphyrin pyrrole rings
are reinforced by interactions with other residues. TyrL91 and TyrL49
contact the side chains of ProLL32 and AsnL53, respectively, and TyrL.49
makes an additional contact, forming a hydrogen bond between the aryl
oxygen atom and the side chain of AsnL53. Pyrrole rings B, C, and D
are packed tightly against the side chains from ArgH95, AspH96, and
MetH97. Residues TyrL.91 and MetH97 contact opposing faces of pyrrole
ring B, possibly acting as a ‘“‘clamp” to fix the position of this ring.

An additional important structural feature of the 7G12 hapten bound
structure is the positioning of the carboxylate side chain from AspH96
over the central cavity of the porphyrin (1.9 A from the center of the
porphyrin ring). The orientation of this carboxyl group is further rein-
forced by a stabilizing hydrogen bond from ArgH95 to the O62 position
of AspH96, presumably “‘locking’’ the carboxylate residue in place. How-
ever, it is unknown whether AspH96 is acting as a general base to remove
protons from the prophyrin ring during metal insertion, or whether the
carboxylate is participating in the metal insertion reaction by forming
a direct metal carboxylate bond. In the latter case, it is possible that the
hydrogen bond between AspH96 and ArgH95 could act to reduce the
entropic cost of losing rotational degrees of freedom upon metal ion
coordination.

There are several structural similarities between antibody 7G12 and the
ferrochelatase from B. subtilis (Al-Karadaghi et al., 1997). Both proteins
contain a hydrophobic binding cleft formed by hypervariable loops be-
tween two similar domains, with critical hydrophobic residues contacting
the prophyrin rings (Trp230 for ferrochelatase, TyrL.49 and TyrL91 in
7G12). Porphyrin binds edge-on in the cleft of 7G12 with its proprionic
groups oriented into solvent and the A and B rings buried in the binding
pocket; similar binding is predicted to occur with ferrochelatase. Reso-
nance Raman experimental results are consistent with the ferrochelatase
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enzyme distorting the porphyrin ring in a doming fashion. A porphyrin
ring distortion is also observed for 7G12 binding; however, Resonance
Raman results are consistent with an alternating up-and-down tilting of
two opposing pyrrole rings due to antibody binding (Blackwood et al.,
1998). Both ferrochelatase and 7G12 bind metal ions with an active site
residue, Ne2 of His and Od81 of Asp, respectively. Finally, there is a
possible difference between the two catalysts in that a basic residue may
act as a general base in ferrochelatase, deprotonating the porphyrin
prior to the metal insertion step. In 7G12 there is no obvious basic
residue present in the active site for analogous catalysis; however, the
carboxylate side chain of AspH96 possibly acts to deprotonate the por-
phyrin ring and might possibly be involved in transient metal coordina-
tion during the insertion process.

Somatic mutation to 7G12 resulted in five amino acid substitutions.
It was not possible to differentiate between two alternate V, germline
genes, differing at a single amino acid in the coding region (Asn or
Arg at residue 50), which were somatically mutated to MetH50 in
7G12. There are two additional mutations in the 7G12 Vj chain,
SerH76 — Asn and SerH97 — Met. 7G12 also has two somatic mutations
in V,, SerL14 — Thr and AlalL32 — Pro. MetH97 and AsnH76 are
3.4 A and 21 A from the hapten, respectively, while residues ThrL.14
and ProL.32 are 29 A and 7.6 A from the hapten, respectively. The
mechanistically important residues TyrL.49, TyrL91, AsnL.563 and ArgH95
are encoded in the germline DNA. AspH96 in CDRH3 is encoded by a
random non-palindromic insertion of nucleotides; therefore, it was not
possible to determine whether the origin of this residue was in the
germline DNA or arose from a somatic mutation.

Analysis of the structure of the 7G12 Fab-N-methylmesoporphyrin
complex suggests that residues ProL.32 and MetH97, which were intro-
duced during affinity muturation, play a central role in distorting the
porphyrin substrate toward the reactive, bent conformation. To test this
notion, the contributions of these mutations to catalysis were examined
by generating the individual ProL32 — Ala and MetH97 — Ser mutants
by site-directed mutagenesis (Romesberg et al., 1998a). This work indi-
cated that the ProL32 — Ala mutant possessed a virtually unchanged
ke of 0.37 min™' but a significantly increased K,; of 400 uM. These
findings are consistent with the interpretation that the contribution of
ProL32 to substrate binding is not differentially manifested in the ground
and transition states. This result is also consistent with the suggstion that
Prol.32 plays a role in stabilizing the TyrL91 interaction with the B ring
of the pyrrole. The MetH97 — Ser mutant was able to catalyze
the insertion of Cu(II) into mesoporphyrin, but with a reduced k,, of
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0.022 min~! and a Ky of 191 uM. Thus, a single somatic mutation at
position H97 increased k., by more than an order of magnitude while
leaving K, virtually unchanged. The fact that the SerH97 and MetH97
mutant antibodies have similar binding affinities for the planar substrate,
but differ in affinity for the distorted transition state indicates that the
strain induced at the A and B pyrrole rings is manifested largely in the
transition state. Overall, in a fashion similar to that observed for 48G7,
the majority of hapten binding residues are encoded by germline amino
acids, with additional stabilization afforded by somatic muations near
or close to the antibody combining site.

D.  Oxy-Cope (AZ-28) Antibody Maturation

The monoclonal antibody AZ-28 catalyzes the isomerization of (—)-
chorismate to prephenate, in a similar fashion to the reactivity observed
for the naturally occurring chorismate mutase enzyme. Chorismate mu-
tase catalyzes a pericyclic reaction involving a 3,3-sigmatropic rearrange-
ment, which is a key reaction step in plants and bacteria for biosynthesis
of aromatic amino acids (Gray et al., 1990). Catalytic antibody AZ-28 was
elicited using a bicyclic hapten designed to be a structural analog of the
asymmetric chair-like transition state geometry believed to be operative
during the oxy-Cope rearrangement.

Contrary to all other catalytic antibody systems, affinity maturation
results in tighter binding (670 to 17 nM) but decreased catalytic rate.
The most catalytically active affinity matured oxy-Cope antibody is
AZ-28 (ke/ kunc = 5300 versus germline k.,/ ke = 163,000), which
undergoes six somatic mutations on maturation. Most of the loss in
catalysis is due to the single somatic mutation, Ser L.34 — Asn, which
reduces ke/ kuea to 16,000 in the germline background (Ulrich et al.,
1997). This system has been studied by a combination of structural,
mutagenesis, binding affinity, and kinetic methods (Ulrich ez al., 1997).
A likely explanation for this decrease in catalytic activity on affinity
maturation is provided by the crystal structure of AZ-28 in the presence
of hapten. As described below, the structure reveals that the somatic
mutation SerL34 — Asn restricts the rotation of the hapten phenyl
rings, with respect to the cyclohexyl group, to a catalytically unfavorable
perpendicular conformation (Ulrich et al., 1997). A co-planar arrange-
ment of the phenyl rings with the delocalized transition state lowers the
free energy of activation by hyperconjugation (Fleming, 1978). Thus,
maturation resulted in reduced catalysis.

The three-dimensional crystal structure was solved for the AZ-28 anti-
body Fab complexed with hapten (Ulrich et al., 1997; Ulrich and Schultz,
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1998). In this structure, the hapten is bound in an “‘inserted’’ orientation
in a deep, cylindrical cavity about 8.3 A wide and 18.5 A deep (Fig. 9,
see color insert, Mundorff ez al., 2000). The hapten is bound in a chair-
like geometry with the hydroxyl and aryl substituents of the cyclohexyl
ring located equatorially. Both phenyl substituents make extensive con-
tacts with active site residues; the 5-phenyl group is buried at the bottom
of the combining site cavity and makes contacts with TrpH47, TrpH103,
Phel.36, Leul.89, PhelL98, AlaH93, and GluH35, and the 2-phenyl sub-
stituent is located near the surface of the binding pocket, making a 7-
stacking interaction with the imidazole ring of HisH96 and a van der
Waals contact with TyrL91. The cyclohexyl ring of the hapten, which
mimics the cyclic 47 + 20 transition state for the pericyclic reaction, is
rotated out of the planes of the 5- and 2-phenyl rings by 81° and 85°,
respectively. The position of the cyclohexyl ring is fixed by hydrogen-
bonding interactions between the hydroxyl group at C-1 of the hapten
and the imidazole NH and backbone NH groups of HisH96, as well as
water-mediated interactions with the carboxylate group of GluH50 and
the side chain of TyrL96. An additional water-mediated hydrogen bond
is formed between the hapten amide group and TyrL91. Finally, numer-
ous van der Waals contacts are present between the cyclohexyl ring of
the hapten and side chains from TyrL91, TyrLL96, GlyH95, TyrH100a,
AsnL34, and AspH101.

The X-ray crystal structure for AZ-28 has a variety of structural features
that are consistent with the proposed mechanism operative for the oxy-
Cope rearrangement. The antibody binds the transition stage analog in
a chair-like conformation, consistent with the preferred chair transition
state for this pericyclic reaction (Doering and Roth, 1962). The positions
of the C-2 and C-5 atoms are fixed in the antibody-bound hapten mole-
cule; in a similar fashion, the C-2 and C-5 positions in the hexadiene
substrate should be held in a fixed position by conserved van der Waals
interactions locking in the two phenyl substituents in the antibody com-
bining site. This bound conformation of the acyclic (47 + 20) system
of the hexadiene substrate should enforce a molecular conformation
close to the transition state for the rearrangement reaction, consistent
with the catalysis observed for AZ-28.

The crystal structures of AZ-28 and the related germline precursor
(Fig. 9) (Mundorff et al., 2000) provide an explanation for the inverse
correlation between hapten binding affinity and catalytic rate. During
affinity maturation, an increase in binding interactions between the
hapten and antibody fix the orientation of the phenyl substituents with
respect to the cyclohexyl ring. As a result of this tighter binding in
mature AZ-28, the hexadiene core of the substrate rotates with respect
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to the phenyl substituents. This rotat